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SIMUL 2011

Forward

The Third International Conference on Advances in System Simulation (SIMUL 2011), held on October 23-29, 2011
in Barcelona, Spain, continued a series of events focusing on advances in simulation techniques and systems
providing new simulation capabilities.

While different simulation events are already scheduled for years, SIMUL 2011 identified specific needs for
ontology of models, mechanisms, and methodologies in order to make easy an appropriate tool selection. With
the advent of Web Services and WEB 3.0 social simulation and human-in simulations bring new challenging
situations along with more classical process simulations and distributed and parallel simulations. An update on the
simulation tool considering these new simulation flavors was aimed at, too.

The conference provided a forum where researchers were able to present recent research results and new
research problems and directions related to them. The conference sought contributions to stress-out large
challenges in scale system simulation and advanced mechanisms and methodologies to deal with them. The
accepted papers covered topics on social simulation, transport simulation, simulation tools and platforms,
simulation methodologies and models, and distributed simulation.

We welcomed technical papers presenting research and practical results, position papers addressing the pros and
cons of specific proposals, such as those being discussed in the standard forums or in industry consortiums, survey
papers addressing the key problems and solutions on any of the above topics, short papers on work in progress,
and panel proposals.

We take here the opportunity to warmly thank all the members of the SIMUL 2011 technical program committee
as well as the numerous reviewers. The creation of such a broad and high quality conference program would not
have been possible without their involvement. We also kindly thank all the authors that dedicated much of their
time and efforts to contribute to the SIMUL 2011. We truly believe that thanks to all these efforts, the final
conference program consists of top quality contributions.

This event could also not have been a reality without the support of many individuals, organizations and sponsors.
We also gratefully thank the members of the SIMUL 2011 organizing committee for their help in handling the
logistics and for their work that is making this professional meeting a success. We gratefully appreciate to the
technical program committee co-chairs that contributed to identify the appropriate groups to submit
contributions.

We hope the SIMUL 2011 was a successful international forum for the exchange of ideas and results between
academia and industry and to promote further progress in simulation research.

We hope Barcelona provided a pleasant environment during the conference and everyone saved some time for
exploring this beautiful city.
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Abstract—The presented paper deals with a stochastic 

simulation of snow cover. This study aims to find the best 

settings of a stochastic simulation to be able to determine the 

parameters of the snow cover for any point of a given territory. 

Next, basic statistical analyses of parameters are documented, 

including an analysis of relationships between the snow 

parameters and altitude, slope and aspect. Most current 

methods of spatial interpolation and multifactor evaluation are 

based on the weighted regression relationships. That leads to 

smooth results and degrades our ability to properly evaluate 

the existence and the probability of extreme situations and 

their impact on the research problem. Neither alternative 

techniques use neural networks to bring major improvements. 

This research is exploring the possibility of stochastic 

simulation to assess the development of values, evaluating the 

occurrence of extreme events, monitoring the probability of 

exceeding the set limits, compared with application kriging 

errors, the use of additional qualitative information. The 

variants of conditional stochastic simulation were tested in 

particular. The application area was chosen on data of snow 

cover, many land-bound factors and the results are the regular 

mapping of forest damage. The aim is to compare and 

determine the best method of interpolation of snow cover, 

which was succeeded.  

Keywords—interpolation; stochastic simulation 

I. INTRODUCTION 

Geostatistical simulation is a well-known approach for 
modeling spatial uncertainty of a regionalized variable 
[3][7][8], by generating a high number of plausible 
realizations of a random function, conditional to the 
experimental data. Most interpolation methods (including 
kriging) give smooth images of the spatial variable while a 
simulation tries to mimic the true variability described by 
second order functions like the covariance or the variogram 
[11].  

Snow is a dynamic natural element, the distribution of 
which is largely controlled by latitude and altitude. The 
regional extent of snow cover is an important variable in 
hydrology. In the hydrological cycle, snow represents 
seasonal water storage from where water is rapidly released 
during the melting period [12]. Prediction of snow cover is 
important for agriculture and flood prevention.  

One of the main factors governing the distribution of 
snow properties is topography [2][10]. Although snow 
property data such as snow-water equivalent are often 
available in considerable temporal detail from a single point, 

the spatial resolution of snow property data is poor [13]. 
Often, only a few point measurements are available in the 
catchment of interest. Because of the extreme spatial 
variability of snow properties, small samples of these point 
data may not be representative of spatial patterns and spatial 
averages [5][6]. 

 

II. METHODOLOGY 

Simulation is broadly defined as the process of 
replicating reality using a model. In geostatistics, simulation 
is the realization of a random function that has the same 
statistical features as the sample data used to generate it 
(measured by the mean, variance, and semivariogram). 
Gaussian geostatistical simulation (GGS), more specifically, 
is suitable for continuous data and assumes that the data, or 
a transformation of the data, has a normal (Gaussian) 
distribution. The main assumption behind GGS is that the 
data is stationary—the mean, variance, and spatial structure 
(semivariogram) do not change over the spatial domain of 
the data. Another key assumption of GGS is that the random 
function being modeled is a multivariate Gaussian random 
function [1]. 

Stochastic simulation differs from kriging in two ways, 
as follows: 

 Kriging provides the ―best‖, that is, minimum 
variance, local estimates without regard to the 
resulting statistics of those estimates. In 
simulation, however, the aim is to reproduce 
the global statistics and maintain the texture of 
the variation, and these take precedence over 
local accuracy. 

 A kriged estimate at any place has associated 
with it a variance, and hence an uncertainty, 
that is independent of estimates at all other 
places. Confidence about it is usually based on 
an assumed Gaussian distribution with the 
mean equal to the estimate and a cumulative 
distribution function [14]. 

Increased use of GGS follows a trend in geostatistical 
practice that emphasizes the characterization of uncertainty 
for decision and risk analysis, rather than producing the best 
unbiased prediction for each unsampled location (as is done 
with kriging), which is more suited to showing global trends 
in the data [4][5]. Simulation also overcomes the problem of 
conditional bias in kriged estimates (high-value areas are 
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typically underpredicted, while low-value areas are usually 
overpredicted). 

Geostatistical simulation (GS) generates multiple, 
equally probable representations of the spatial distribution 
of the attribute under study. These representations provide a 
way to measure uncertainty for the unsampled locations 
taken all together in space, rather than one by one (as 
measured by the kriging variance). Moreover, the kriging 
variance is usually independent of the data values and 
generally cannot be used as a measure of estimation 
accuracy. On the other hand, estimation accuracy can be 
measured by building distributions of estimated values for 
unsampled locations using multiple simulated realizations 
that are built from a Simple Kriging model using input data 
that is normally distributed (that is, data that either is 
normally distributed or has been transformed using a normal 
score or other type of transformation). These distributions of 
uncertainty are key to risk assessment and decision analysis 
that uses the estimated data values [1]. 

GS assumes that the data is normally distributed, which 
rarely occurs in practice. A normal score transformation is 
performed on the data so that it will follow a standard 
normal distribution. Simulations are then run on this 
normally distributed data, and the results are back-
transformed to obtain simulated output in the original units. 
When Simple kriging is performed on normally distributed 
data, it provides a kriging estimate and variance that fully 
define the conditional distribution at each location in the 
study area. This allows one to draw simulated realizations of 
the random function (the unknown, sampled surface) 
knowing only these two parameters at every location, and is 
the reason that GGS is based on a Simple kriging model and 
normally distributed data. 

Results from simulation studies should not depend on 
the number of realizations that were generated. One way to 
determine how many realizations to generate is to compare 
the statistics for different numbers of realizations in a small 
portion of the data domain (a subset is used to save time). 
The statistics tend toward a fixed value as the number of 
realizations increases. 

In conditional simulation, however, the generator must 
return the data values at places where we know them in 
addition to creating plausible values of Z(x) elsewhere. We 
condition the simulation on the sampled data, z(xi), 
i=1,2,...,N. Denote the conditionally simulated values by 
zC

*
(xj), j=1,2,...,T. Where we have data we want the 

simulated values to be the same: 
 

zC
*
(xi) = z(xi) for all i=1,2,...,N.  (1) 

 
Elsewhere, zC

*
(x) may depart from true but unknown 

values in accord with the model of spatial dependence 
adopted [14]. 

Consider what happens when we krige Z at x0 where we 
have no measurement. The true value, z(x0), is estimated by 
Ẑ(x0) with an error z(x0)- Ẑ(x0), which is unknown: 

 
z(x0) = Ẑ(x0) + { z(x0)- Ẑ(x0) }  (2) 

 
A characteristic of kriging is that the error is 

independent of the estimate, that is 
 

E[Ẑ(y){z(x)- Ẑ(x)}] = 0 for all x,y  (3) 
 

This feature is used to condition the simulation. 
We create a simulated field from the same covariance 

function or variogram as that of the conditioning data to 
give values zS

*
(xj), j=1,2,...,T, that include the sampling 

points, xi, i=1,2,...,N. When we krige at x0 from the 
simulated values at the sampling points to give an estimate 
ẐS

*
(x0). Its error, zS

*
(x0)- ẐS

*
(x0), comes from the same 

distribution as the kriging error in equation (2), yet the two 
are independent. We can use it to replace the kriging error to 
give our conditionally simulated value as 

 
zC

*
(x0) = Ẑ(x0) + { zS

*
(x0)- ẐS

*
(x0)}  (4) 

 
The result has the properties we desire, as below [14]. 
1. The simulated values are realizations of a random 

process with the same expectation as original: 
 

E[ẐS
*
(x)] = E[Z(x)] = µ for all x  (5) 

  
where µ is the mean. 

2. The simulated value should have the same 
variogram as the original. 

3. At the data points the kriging errors z(x0)- Ẑ(x0) and 
zS

*
(x0)- ẐS

*
(x0) are 0, and zC

*
(x0) = z(x0) 

 
Conditional simulation is more appropriate than kriging 

where our interest is in the local variability of the property 
and too much information would be lost by the smoothing 
effect of kriging. A suite of conditional simulations also 
provides a measure of uncertainty about the spatial 
distribution of the property of interest [14]. 

 

III. PILOT AREA 

The pilot area is defined by the Šance catchment. It is 
located in the Frýdek-Mistek district. Šance reservoir was 
constructed on the upper course of the river Ostravice. All 
water drains to the river Odra. 

The catchment network is defined by a regular grid of 2 
x 2 km oriented along the axes of the coordinate system S-
JTSK, which in total contains 52 squares. The grid is used 
for the systematic schema of sampling. Representative 
places are established inside each square cell. At least one 
place represents an open land and another place represents a 
forested land. A set of measurements (52) is performed in 
each representative place (around the point). The final 
sample data represents an average of all measured values 
(excluding outliers) in the location. A two kilometer step 
was selected. Treeless (open) and forested areas are carried 
out in one measurement in squares.  
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IV. EXPLORATORY DATA ANALYSIS 

It was decided on the basis of differences in the data (in 
the homogeneity file), and test consensus of the medians to 
obtain the corresponding results. It will be necessary to 
perform a statistical analysis for each area (open, forested) 
separately. Figure 2 demonstrates the systematic difference 
between average snow heights for two types of lands. The 
figure also depicts large differences in snow cover among 
years. It is therefore advisable to separate the processing of 
data from different measurement campaigns. 

Result of exploratory analysis is the statistical analysis of 
snow cover parameters. All results are largely influenced by 
time (a year and campaign measurements). Appraise: the 
snow covers were abundant in 2006; therefore parameters for 

each snow have good statistical significance. On the 
contrary, the snow covers were poor in 2008; therefore 
statistics of measured data do not have a very high predictive 
ability. Most data has a moderately leftward distribution. In 
four cases, the snow density parameter has of rightward 
distribution. The box plot is part of processing. It shows both 
the progress of time and also the count of extreme outliers 
during the campaign. Progress was the highest for height of 
snow in 2006, and then decreased in 2007. Variability of 
water parameters is similar to the snow height. It can also be 
seen at the extreme parameter values, whose occurrence is 
due to the fact that large amounts of snow and the current 
weather conditions, that especially the melting and 
recrystallization processes have a significant effect on the 
local density of snow. 

A further part of EDA investigates normality of data. 
Most interpolation methods are based on linear estimates 
and require a normal distribution of sample data. If data fails 
in normality testing it is necessary to make an appropriate 
data transformation to reach the normal distribution. The 
following methods of transformation were tested: natural 
logarithm transformation, the transformation of the square 
and power transformation using a linear interpolation 
coefficient of skewness, which approximates the optimal 
value of the constant transformation estimate based on 
linear interpolation [9]. The last method is chosen as the 
best transformation. 

During testing of the parameters of snow, it was found 
that altitude played the main role. This is particularly the 
existence of extreme outliers in Lysá Mountain and Smrk 
Mountain. The terrain factor in comparison with the 
individual characteristics of snow cover constitutes an 
important element in studying and evaluating the results.  

Furthermore correlation and regression analysis were 
performed of relations between local morphological 
characteristics (altitude, slope and orientation) and snow 

Fig. 1. Definition of network. 

Fig. 2. Average of snow cover in time series. 
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parameters. The results confirmed a clear dependence of the 
amount of snow on the altitude, and showed a partial 
dependence on slope and orientation. 

V. STOCHASTIC SIMULATION 

Interpolation is carried out separately for the open and 
forested areas, according to the results of exploratory 
statistics. We compared these methods: simple kriging, 
ordinary kriging, universal kriging, simple cokriging, 
ordinary cokriging and universal cokriging. Interpolation 
results visually compared the isolines. We examine 
development of the shapes of contour lines and their 
credibility, especially in border areas. Furthermore, the 
methods explored relationship of known (measured) values 
in the basin. 

We selected the stochastic simulation for height of snow. 
It was chosen due to its better local estimation ability than 
classical interpolation methods. This claim can prove the 
following figure (Fig.3), from which it is evident. 
Simulation provides better and more exact results than the 
methods of approximation, which leads to smoothing values 
even with a known value.  

The simulation was carried out with software products 
such as ArcGIS 10 and SGeMS. 

The stochastic simulation was performed with software 
ArcGIS 10. Gaussian geostatistical simulation was chosen 
as the stochastic simulation. These parameters (Table I.) 
configured for simple kriging. Simple kriging is a necessary 
condition for simulation.  

TABLE I.   PARAMETERS OF VARIOGRAM 

Parameter Value 

Lag 
542 m (according to the minimal 
distance Among locations)  

Nugget 0  

Number of lags 8  

Angle tolerance 22.5 °  

Minimal Range 2500 

Maximal range 4200 

Direction of maximum range 22° 

Direction of minimum range 112° 

 
 

The next step was another parameter directly for 
simulation.  

Settings:  
1. Simple kriging 
2. Number of realization: 300 (1000) 
3. Input feature: snow cover  
4. Conditional field: height of snow 
5. Cell size: 10 

 
 
 
 

Fig. 3. Interpolation methods. 
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TABLE II.   PREDICTION ERRORS OF SIMPLE KRIGING 

Parameter Value 

ME -1,646 

RMS 19,302 

ASE 18,961 

MS -0,065 

RMSS 1,021 

 
A stochastic simulation result follows in picture (Fig.6).  
 
Of course, the higher number of realizations is 

simulation results more accuracy and better reflects the 
trend in the area. The example simulations are compared 
with the number 300 and 1000 implementation. The 
simulation with the number 1000 is seen repeating the 
beginning smoothing interpolation, but in comparison with 
the spline or kriging method it is a negligible problem. 

We solve the stochastic simulation because of its good 
explanatory power at the measurement point.  

Stochastic simulation generally gives better results than 
the conventional interpolation method. This assertion is 
based on the comparison of interpolation methods to 
stochastic simulations. 

Stochastic simulation does not produce better results for 
the determination of the mean on the ground, but it provides 
the necessary opportunity to determine the probability of 
exceeding certain limits. These limits are important to the 
application area (for example, height of snow or water 
supply, causing a significant increase in crown fractures and 
fallen trees). 

 
Fig. 5. Graph of prediction. 

Fig. 4. Error plot. 

Fig. 6. Stochastic simulation in ArcGIS. 
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Fig. 7. Stochastic simulation in SGeMS. 

VI. CONCLUSION AND FUTURE WORK 

Majority users use standard interpolation methods and 
takes at face value and we want to show that there are other 
methods that can provide better results. Of course, depends 
on the user which method he chooses.  

When processing data, we should not forget the basic 
statistics of data. Some of these statistics are either 
completely omitted or performed it without important 
aspects such as testing the normality of data. This approach 
can completely distort the results and regardless of the 
choice of the best interpolation methods. 

Stochastic simulation claimed his good properties in 
compared with others interpolation methods. 

Future work will include the following enhancements to 
our approach: Creation conversion between two different 
programs for their simulation, finding the best way for 
compare resultant statistic with other interpolation methods 
and integrate information about damage of forest.  
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Abstract—In recent years, chip design complexity is further
increasing through multi-processor system-on-chip built up from
macro blocks. System-level design promises to close the growing
productivity gap between hardware and software design but more
sophisticated design models are needed. Therefore, we developed
a new model of system-level design abstraction. Therein, three
views divide the design space to reduce design complexity. A
unified design process with five steps has been defined for the
design views. Furthermore, we show that the model is able to
formalize system-level design exploration. Finally, exploration
has been considered as walk through the design views connected
via inter-view links. With the proposed system-level model, the
authors provide conceptual foundations to more holistic design
and introduce formalization of design exploration.

Keywords-system; design; abstraction; exploration;

I. INTRODUCTION

As integration technology continues to shrink and processor
clock frequency stagnates, design complexity grows through
the transition from traditional system-on-chip (SoC) towards
multi-processor system-on-chip (MPSoC) built up from macro
blocks. The increasing complexity motivates to use modeling
and simulation languages, such as SystemC, which allow for
simulation of the complete design at system-level including
the hardware and software. We believe that more sophisticated
models are needed to close the growing productivity gap
between hardware and software forecasted by the International
Technology Roadmap for Semiconductors [1]. Existing
models of system-level design require the application and
architecture description as starting point and apply exploration
in similar design views and process steps. Therefore, we
developed a model of system-level design abstraction to
bring them more into line. Our model defines three design
views, called administration, computation and communication,
wherein a unified design process is followed. We introduce
the administration view due to the growing importance
of management, e.g., of scheduling, power consumption,
reliability etc., in future MPSoCs and Many-Core systems. The
separation into three views and the reuse of the design process
aims at reducing design complexity. Furthermore, system-level
design exploration tools become more important but separation
and integration of design views and design process steps during
exploration is hardly supported in current approaches. Hence,
relationships between views and steps should be considered.
We show how our model is able to formalize system-level
exploration. More specifically, exploration is defined as walk

through the design views via inter-view links representing
the relationships. During exploration, each view applies one
or more design process steps. Our approach is independent
on the application domain and the formalization aims at
automated exploration. Moreover, we derive three exploration
types (classes) from our model and present their usage based
on design examples.
In this work, we describe system-level design abstraction

and exploration with regard to MPSoC design. Nevertheless,
the authors see a general relevance of the model for complex
systems based on networks. For example, computer networks,
telecommunication networks and sensor networks are also
composed of computation, communication and administration.
Hence, these systems could be designed and explored using
our model.
In the remainder of the paper, Section II provides an overview

of the model of system-level design abstraction. In Section III,
we compare our model with existing work. Then, Section IV
describes the system-level design views. The system-level
design process is explained in Section V. Section VI presents
different types of design exploration based on system-level
design abstraction. Finally, Section VII concludes our work.

II. OVERVIEW OF SYSTEM-LEVEL DESIGN ABSTRACTION

In Figure 1, the tripartite representation called λ-chart is our
model to realize system-level design abstraction. We use three
axes to describe the design views: administration, computation
and communication. Along each of the axes, we unified the
design process to five steps which are given as concentric
bands. The process starts with modeling and partitioning,
e.g., of application, architecture and administrative algorithm.
Provisioning describes the selection and dimensioning of
system components, e.g., cores and processors respectively.
As depicted in Figure 1, we separate scheduling and allocation.
Finally, the system is validated to decide for an additional
design iteration. Hence, the axial loop indicates the iterative
design process within each design view.
The example in Figure 2 illustrates the relationship between

λ-chart and Y-chart which was introduced by Gajski and
Kuhn [2] and refined by Walker and Thomas [3]. We
refer to the Y-chart in [3] which is a model of design
representation and synthesis. It defines the structural, behavioral
and physical domain description. “Structural” means the
abstract implementation of the design, “behavioral” describes

7Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                           17 / 204



Fig. 1. The λ-chart: A Model of System-Level Design Abstraction.

Fig. 2. Relationship between λ-chart and Y-chart [3] illustrated for the
Computation View and our Unified Design Process.

the functionality of the design and “physical” relates to the
physical realization of the abstract structure. Hence, synthesis
is defined as transition from the behavioral model to the
structural model ending in the physical realization. Figure 2
contains relevant domain descriptions for the computation view
and the unified design process. In the example, not all process
steps include a domain description. For example, provisioning
is limited to the structural and physical description. In contrast
to Y-chart synthesis, the λ-chart jointly uses structural and
behavioral descriptions to realize the physical description.
For example in Figure 2, the simulation of application and
architecture creates scheduling and binding results to physically
map application tasks to cores. In the λ-chart, each design
view and process step is further characterized with the three
domain descriptions. This is demonstrated in Section IV-VI.
Moreover, the λ-chart can be considered as refinement of the
architectural level within the Y-chart in [3]. This corresponds
to the fact that our model addresses decisions at early design
stages.

III. RELATED WORK

Thomas et al. [4] present a model and methodology for mixed
hardware-software design. According to given performance

goals, the design process results in optimal hardware and
software realizations. In contrast, our model aims at abstraction
of system-level design. Therefore, we separate several views on
the system to reduce design complexity. Software functionality
is covered through high-level task graphs.
In [5], the authors propose interface-based design which

abstracts design with decomposed components. Moreover
a communication view is implicitly considered separating
communication and component behavior. In addition to
structural compositions we also decompose behavioral and
physical descriptions independently on each other. Our
approach is more generic because it uses communication
as separate design view to support also less communication-
centric designs.
Blickler et al. [6] define system-level synthesis as mapping of

task-level specifications onto heterogeneous hardware/software
architectures. They introduce a new formal definition for
system-level synthesis which includes several process steps.
Our model refines this approach to a unified design process
applicable to several design views.
In [7], system design at different abstraction levels is

proposed which reduces design complexity by separating
concerns, such as function, architecture, computation and
communication. The authors also use platform-based design
to map applications to abstract representation of micro-
architectures similar to [6]. In [8], the author proposes
platform-based design as unified methodology applicable
to future systems with heterogeneous subsystems, such as
electronic and mechanical components. Despite our model
supports platform-based design, we extend the work unifying
the design process and also considering an administration
view.
Gerstlauer and Gajski [9] have developed a design process

starting with system specification to build the architecture by
mapping communication and computation. The authors focus
on model refinement between abstraction levels, e.g., system-
level and algorithmic level. In addition, Kienhuis et al. [10]
have developed a tripartite representation of system-level
design. Therein, application models are mapped to architecture
models and evaluated afterwards. We also consider modeling,
mapping and evaluation in the design process. In general, our
separation of design view and process allows a more generic
description of system-level design and exploration.

IV. VIEWS ON SYSTEM-LEVEL DESIGN

Our model of system-level design abstraction includes three
design views: administration, computation and communication.
Each view represents a separate portion of the total design
space. Hence, inter-view links are necessary to synchronizewith
the other views. Although other divisions of the system-level
design have been published, e.g., by [9] and [10], we believe
that our division is the most natural. Thus, the administration
view includes the design of planning, monitoring and control
tasks of a system and its subsystems. In the computation view,
all designs related to the code execution are covered. The
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design of data storage and data exchange between components
is considered within the communication view. In the following,
each design view is characterized in more detail via the domain
descriptions.

A. Administration View
The “Administration View” considers all design tasks for

planning, monitoring and control in the system and its
subsystems. A structural description is the administrative
architecture, e.g., central or distributed. In the behavioral
description, the administrative algorithm would be realized
either in a static or dynamic manner, such as static or dynamic
scheduling. Considering physical descriptions, administrative
units, such as hardware schedulers, are placed at a geometric
position in the design. Hence, hardware-based vs. software-
based administration corresponds to the physical realization.

B. Computation View
The “Computation View” considers all design tasks related

to code execution. The computational architecture could
be designed as central system or divided into subsystems
(clusters). Further examples of structural descriptions are the
decision for a heterogeneous or homogeneous set of processing
elements (PEs) and subsystems (clusters). In contrast, the
computational behavior is characterized by the degree of
application parallelism or the number of inputs and outputs.
Physical descriptions relate to binding and placement which
typically take geometric and area constraints into account.

C. Communication View
The “Communication View” considers the design of data

storage and data exchange between components, such as
memory, router and peripherals. The topology of memory and
network are examples of structural descriptions. Strategies
for routing and data caching are considered as behavioral
description. For the physical description, the dimensioning of
links, routers (buffers) and memories are important realizations.

D. Further Characterizing the Design Views
The domain descriptions in the λ-chart include components

and behavior in different levels of hierarchy. The hierarchical
compositions occur in each design view and we divide
them into structural, behavioral and physical compositions.
This enables to further specify the design views and allows
the formal representation of inter-view relationship, described
further below. Figure 3-5 illustrate exemplary compositions for
each design view as tree-based graph representations. Figure 3
shows an example of the administration architecture. Therein, a
software-based application balancer supplies several hardware
schedulers with application code. Hence, this describes
structural and physical details of the design view. Referring
to Figure 3, a behavioral composition is given for different
scheduling strategies, such as As Soon As Possible (ASAP),
Earliest Deadline First (EDF), priority-based etc. In Figure 4,
structure and behavior of the computation view are depicted
as hierarchical compositions. The system consists of several

Fig. 3. Hierarchical Compositions in the Administration View.

Fig. 4. Hierarchical Compositions in the Computation View.

subsystems (clusters) which include either heterogeneous or
homogeneous sets of PEs. A PE could be a RISC core, ASIC
core, DSP core etc. Referring to Figure 4, the behavioral
composition shows that sets of computation tasks are scheduled
and that synchronization between these sets is necessary. Here,
the term “task” means a computation kernel which is executable
on a PE. Task examples are FFT, FIR, ENC, DCT etc. In
Figure 5, the memory structure of the communication view is
represented as hierarchy of main memory and local cache. In
the physical composition, memory is realized as DDR3 and
SRAM. An example for the behavioral composition is the
selection of the switching technique, here guaranteed service,
wormhole switching etc.
In general, relationships between the design views exist.

For example, the structure of communication and computation
are closely coupled as depicted in Figure 6. Therein, all
subsystems (clusters) access the main memory and each PE
includes a local cache. Hence, formal representations are
necessary to integrate inter-view relationships into system-
level design. Referring to Figure 6, graph representations are
suited to model the relationships between design views.

E. Importance of the Administration View for Dynamic
Behavior
We introduce the administration view in system-level design

abstraction because administrative tasks and the design of such
hardware units become important in future MPSoC and Many-
Core systems. For example, administration units can be used
to improve reliability, power consumption, programmability,
product reuse etc. In general, administration can handle static

Fig. 5. Hierarchical Compositions in the Communication View.
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Fig. 6. Relationship between Computation and Communication.

TABLE I
LIMITATIONS FOR STATIC ADMINISTRATION OF DYNAMIC BEHAVIOR

No adaption to Computation Communication Administration
Failure/
Resiliency

Processing
element

Router, Link,
Memory

Administrative
unit

Hotspots Thermal issue Transfer
bottleneck

Monitoring/
control bottleneck

System/
User changes

Performance scaling, Energy saving Non-deterministic
task dependency

Data dependent
control structures Non-deterministic operation

Concurrent
applications

and dynamic behavior with static or dynamic mechanisms.
If the changing conditions are known in advance, dynamic
behavior can be administrated statically. Therefore, periodic
applications with fix schedules are statically administrated,
such as in data-flow driven communication protocols. As
MPSoCs become subject to unpredictable dynamic behavior
(see Table I), static administration is not suited anymore.Hence,
dynamic administration increases design complexity which
underlines the importance of the administration view. Table I
lists limitations of static administration for dynamic behavior.
It shows that components in the computation, communication
and administration view can hardly adapt to unpredictable
situations like failure/resiliency, hotspots, system/user changes,
data dependencies or application concurrency. If components,
such as a PE, memory, router, link or administrative unit,
fail or require a certain fault tolerance, static administration
is poorly able to react to this situations. Other examples are
hotspots, such as thermal issues and bottlenecks, which can
temporarily occur and would require dynamic management.
Referring to Table I, high-performance or energy-savingmodes
are examples for unpredictable user and system changes. This
can only be effectively handled via dynamic administration.
Furthermore, static administration shows weaknesses in non-
deterministic operation which occurs due to data dependent
control structures and concurrent applications. Moreover, non-
deterministic tasks dependencies can only be resolved via
dynamic administration.

V. SYSTEM-LEVEL DESIGN PROCESS

The λ-chart defines five steps unifying the design process to:
modeling and partitioning, provisioning, scheduling, allocation
and validation. Prior to that, the design goal must be defined,

Fig. 7. Unified System-Level Design Process.

Fig. 8. λ-chart refined by Domain Descriptions for the Design Views and
Design Process Steps.

e.g., low-power or high-performance. Figure 7 shows that the
process steps are independently followed in each design view
but the views have to be synchronized via inter-view links.
This section describes all five process steps which have been
further characterized by structural, behavioral and physical
domain descriptions, as illustrated in Figure 8. Therein, the
design views and design process are detailed by components,
behavior, properties and design goals which relate to a domain
description.Modeling and partitioning are limited to behavioral
and structural descriptions because the process step does not
intend a physical realization. Hence, provisioning, scheduling
and allocation increasingly contain physical descriptions due
to the elapsed design progress. Finally, validation must be
restricted to physical descriptions since it represents the
last design process step. Unfortunately, terminology is not
consistently used amongst the researchers, e.g. the term
allocation might also include provisioning for some people.
Because we do not intend to confuse the reader by inventing
new names, our model considers the most accepted naming
to the authors best knowledge.

A. Modeling and Partitioning

Modeling and partitioning describe the first step in the
design process which is to build formal representations of
the system structure and behavior. In addition, partitioning
underlines the importance of modeling hierarchical structures
and concurrent behavior. Representations of the application
and architecture should be adequate for an automated design
flow. Therefore, graph representations are widely used and
applied in the administration, computation and communication
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views. Referring to Figure 8, our model accounts for structural
descriptions of system-level design by describing the topology
(architecture). This also includes the modeling of hardware
and software supported application functionality, known as
HW/SW codesign. In addition, application and administrative
algorithm represent behavioral descriptions.

B. Provisioning
Provisioning is the second step in the design process

and basically means to select the type and number of
components and behavior necessary to fulfill the purpose of the
system under design. Hence, provisioning chooses structural
and behavioral descriptions, e.g., cores, routers, application
tasks and administrative algorithms, to increasingly create
the physical realizations. For the administration, computation
and communication view, different provisioning decisions are
needed. These decisions include the reuse of existing IP, the
design from scratch or an intermediate solution. Provisioning
considers also different design hierarchies, such as number
and type of subsystems (clusters). Usually, the decisions are
determined by the availability and experience of designers, the
cost of IP and the reuse of existing designs. Nevertheless, other
criteria such as tool support or user and system requirements
might influence the choice.

C. Scheduling
The scheduling step represents the temporal planning of

the application and component behavior, such as execution,
communication, monitoring and power mode. Referring to
Figure 8, structural and behavioral descriptions include
components, behavior and properties related to scheduling. A
physical description is the realization either in software or
hardware. Administration, computation and communication
design could be closely coupled because administrative
units are responsible for the scheduling of computation and
communication behavior. For example, a scheduling algorithm
jointly aims at improved computation performance and low
communication latency. In that case, additional monitoring
and control functionality is required in all three design views.
Furthermore, priority based scheduling represents a widely
used technique to account for real-time behavior. In that case,
priorities must be considered as behavioral description.

D. Allocation
The allocation step focusses on spatial planning of

the application, architecture and administrative algorithm.
Allocation is considered in all design views. It requires
structural and behavioral descriptions, such as units and
algorithms for component binding and application balancing.
A physical description is the assignment of application code
to components, such as tasks to cores. Furthermore, balancing
tries to level component usage to improve performance and
reliability. Referring to Figure 8, physical description is also
represented by the geometric placement of components, such as
of cores, memories, routers or administrative units. Allocation
also accounts for techniques aiming at power reduction, such as

power/clock gating or frequency scaling. In general, scheduling
and allocation must be closely coupled to improve the design
goals.

E. Validation
Validation represents the last process step and it proves

whether the system fulfills the previously defined purpose
or not. As prerequisite of the validation, design execution is
either based on an analytical, simulative or hybrid approach.
During execution, adequate evaluation data is aggregated
for further analysis. Finally, design validation is performed
according to the given objectives and constraints. In case the
current system misses the design goal, relevant representations
and design decisions are adapted by means of an additional
design iteration. This can be separately done for each design
view. Validation is applied to the physical realizations. Hence,
structural and behavioral descriptions can only be examined by
means of their physical realization. For example, insufficient
computation performance leads to changes in prior design
steps and relate to one or more design views.

VI. SYSTEM-LEVEL DESIGN EXPLORATION

The model of system-level design abstraction is also suited
to describe system-level design exploration. We introduce the
following exploration types to be able to operate both with
separated and integrated design views:

• single view,
• view-to-view and
• all views integrated.

The term design exploration denotes to systematically alternate
design parameters with the goal of finding systems that fulfill
the intended purpose. In Figure 9-11, we present the design
exploration types based on three design examples.
Figure 9 illustrates single view exploration which is not

necessarily limited to information of the explored view.
In our case, administration delay and transfer time has
been additionally provided after modeling and partitioning.
Referring to Figure 9, all design process steps are followed
in the computation view. In contrast, only “modeling and
provisioning” is rudimentarily considered in the remaining
views. In general, focusing to a single view simplifies
exploration at the cost of limited coverage of the overall
design space.
In Figure 10, an example of view-to-view exploration

is shown. Therein, the computation view provides a fixed
configuration which serves as basis for the exploration of
the communication. The administration view delivers only
basic information, such as strategy/behavior of scheduling and
routing. View-to-view exploration realizes limited interaction
between the views during the design process. This allows the
exploration to improve design space coverage within a specific
design view. Nevertheless, observation of design space in the
residual views remains limited.
Single view and view-to-viewexploration are either suited for

designs dedicated to a specific view or to designs with a small
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Fig. 9. System-Level Design Exploration - Single view.

Fig. 10. System-Level Design Exploration - View-to-view.

amount of interacting components and system functionality.
An example would be to limit exploration to the performance
analysis of IP cores assuming a single shared bus architecture.
The design of complex systems, such as MPSoC, imply
wider functionality,more interaction and dependencies between
the three design views. A MPSoC is based on an on-chip
network and different memory types. It has often several
administration components, such as scheduler and performance
monitor. Moreover, computation is enabled by an arbitrary
number of cores. In addition, an MPSoC structure could be
composed of several hierarchies, such as subsystems (clusters)
for computation, communication and administration. Therefore,
exploration integrating all views, as shown in Figure 11, is
needed to create feasible MPSoC designs. Therein, the three
design views are closely coupled. Several inter-view links allow
the synchronization of results in each view and process step.
Referring to Figure 11, exploration starts in the computation
view which serves the communication view. In the example,
the administration view requires input from the other views.
But it also provides design decisions from the scheduling step
towards the other views, such as execution schedule, routing
strategy etc.
The exploration types are combined to form different

exploration strategies. For example, exploration starts with the
integrated type to initially create feasible design solutions.
Afterwards, single-view or view-to-view exploration allow the
optimization towards certain design goals within a design view
and process step. Hence, the refinement should be guided with

Fig. 11. System-Level Design Exploration - All views integrated.

the validation results.

VII. CONCLUSION AND FUTURE WORK

Increasingly complex chip design, such as MPSoC design,
motivates us to contribute to the better understanding of design
and exploration at system-level. Therefore, we developed a
new model of system-level design abstraction. It reduces
design complexity via abstraction to three design views
and relationships between views have been considered.
Furthermore, a unified system-level design process was
introduced which is applicable to the three design views.
As exploration becomes more important, the authors show
how the model is used to formalize design exploration at
system-level. This paper provides conceptual foundations to
more holistic system-level design and introduces formalization
of system-level exploration by giving examples. In future work,
we will use our model for automatic system-level exploration.
Ideally, the model will be proven within a real MPSoC design
project.
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Abstract—We propose the use of the material flow simulation 

to evaluate the robustness of a production plan, which was 

created and optimized with no respect to unforeseen 

derivations. Since the necessary probabilities for machine 

failures and similar operational events on the floor can easily 

be integrated in the simulation model, in order to analyze, how 

initial plan performs in these situations. The influence of 

unforeseen events in daily production cannot be modeled 

within mathematical optimization without consuming large 

amounts of computation time. We show a possible way to use 

simulation to evaluate and enhance a production plan. We 

illustrate the developed process using a real-world use-case of 

medium complexity and can show, that simulation is able to 

evaluate the robustness of a given pro-optimizes production 

plan. 

Keywords: material flow simulation; robustness; production 

planning; mathematical optimization 

I. MOTIVATION 

Even after overcoming the global economic crisis 
tremendous requirements exist within the daily operation of 
a production facility and its supply chain. Fluctuating 
demands are leading to less adaequate forecast data and the 
need to lower capital commitment is leading to the 
necessarily of designing robust production planning models 
[1],[5],[6]. It is always the intention to be able to serve all 
demands in due time while causing minimal costs. 

Several uncertainties exist within the production 
planning process. On the one hand, many unforeseen events 
can take place: machine failures, missing materials, changed 
sales demands or ill employees are only a small subset of 
possible examples. On the other hand, it is simply 
impossible to include all factors that might occur into the 
planning process in the first place. Therefore, planning 
methods are always based on different models of a 
production structure, which are an abstraction of reality 
themselves.  It is the responsibility of the production planner 
to decide which factors he wants to take into the account 
when creating his models. He always has to find a 
compromise between the detail level of the model (and 
therefore its significance) and the solvability of the 
optimization problem which is created on its basis. The lot 
sizing and scheduling problems that are used within 
production planning are usually already np-complete even in 
their simplest form [15]. Therefore, one cannot guarantee to 

be able to find acceptable solutions in a timely manner 
while using modern operation research techniques. Thus, we 
have to find a solution to include the aforementioned 
uncertainties within the production planning process without 
limiting its solvability significantly. We connect a 
mathematical optimization model with a down streamed 
material flow simulation for this purpose. While we always 
assume optimal conditions within the mathematical 
optimization model, we are including the uncertainties in the 
simulation process. This allows us to analyze whether a 
production plan is able to perform well creating an 
acceptable monetary solution under these changed 
conditions or not. We create a sensible scheduling using 
rule-based machine controls within the simulation. In 
addition, we are able to create automatic or manual 
modifications of the plan and can evaluate these as well 
using additional simulations. It is easily possible to develop 
a more robust production plan with these tools. 

Simulations usually are used to verify the solutions of an 
optimization problem. However, the aim of our research is to 
replace parts of the optimization process with simulation 
methods to receive solutions with an acceptable quality on a 
timely matter. First, we solve a mathematical optimization 
problem with standard solver software like IBM ILOG 
CPLEX [17]. Figure 1 shows the general optimization and 
simulation process.  

After regarding the necessary State-of-the-Art in Section 

II, we describe the production model and the corresponding 

optimization models in Section III. It is possible to include 

uncertainties in the planning phase within the mathematical 

optimization process. We briefly discuss these methods in 

Section IV. To generate a more robust production plan 

based upon a given near optimal plan we propose a 

procedure which generates and evaluates a number of 

scenarios with the help of off-line simulations to create a 

new plan. We explain the transfer of the optimization 

solutions into the simulation process in Section V. To cover 

a broad spectrum of stochastically possible scenarios; 

several replications of the stochastic simulation based upon 

the production structure are performed. This way we are 

able to cover a wide field of possible scenarios for machine 

failures and other events. 
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Figure 1: General Structure of presented concept 

 

The production schedules are logged and afterwards 

evaluated on the base of costs and robustness. A rule-based 

machine control is used, to try to reduce possible production 

losses when intermediate products were not assembled in 

due time. An additional post-processing can be used to 

maintain further robustness increasing actions. The effect of 

these actions can be evaluated using further simulations. We 

present these processes in Section VI. We finally evaluate 

the outcome of our work using a case study. Additionally, 

we give a conclusion (Section VII) and an outlook towards 

further possibilities and improvements for this approach.  

II. STATE OF THE ART 

An ideal environment, free from external influences as 

used in most scheduling approaches is normally not given 

when processing a production plan. Production settings are 

subject to influences from human and machine failures. 

Additional resources and materials might not be available in 

due time and new demands often have to be taken into 

account on a short-term notice. A comprehensive overview 

about the execution of production plans under uncertainties 

is given by Aytug et al. [2]. They develop a taxonomy to 

classify uncertainties, to be able to classify numerous facets 

of disturbances within operational procedures. These are 

characterized by four dimensions: 

• Cause (e.g., machine failure) 

• Context (e.g., materials have not been delivered) 

• Effect (postponed starting times) 

• Inclusion (reaction upon interruptions, either  

predictive or reactive) [2] 

These aspects illustrate uncertainties within the 

production planning process. The effect of disturbances and 

interruptions depends upon the robustness of the scheduling. 

Schneeweiß [15] gives a basic definition of a robust plan: A 

plan is robust, when it is insensitive against random 

environmental influences. Based on this expression one 

cannot find any quantitative measurements however. Scholl 

[16] expanded upon this definition. We mainly consider two 

of the criteria he developed: If a plan is always valid, no 

matter what environmental influences may effect it, it is 

called “total validity robust”. One cannot assume to reach 

this level in practical applications though. Therefore, one is 

able to analyze the validity robustness in greater detail 

instead of using a binary value.  One could analyze the 

amount of broken model restrictions or also weight them 

after their importance. Within production planning, it is 

especially important to stay within the machine capacities 

and to adhere to given deadlines. We can consider the 

objective function of the planning models as the result of a 

production planning process. Therefore, one can define the 

criteria of result robustness: A plan is result robust, when its 

result only differs in a minimal way from the original plan 

when random environmental influences occur. However, a 

good result for one scenario may often lead towards a bad 

result for another scenario. Additionally result and validity 

robustness conflict with each other: a higher validity often 

causes higher costs. 

Simulations can fulfill two roles within robust 

production planning: on the one hand, one can use a 

simulation to simply assess and evaluate the robustness of a 

plan to confirm the validity of other approaches to create 

robust production plans. On the other hand they can be used 

to create robust production plans to include uncertainties. 

Aytug et. al [2] identified three main approaches in prior 

literature to create robust production plans: completely 

reactive procedures, robust scheduling and predictive-

reactive scheduling. Completely reactive procedures only 

take action when disturbances in the production process 

already occurred. They sort and filter all jobs given to the 

current machine and continue with the job that appears to be 

the best based on this evaluation. 

Robust scheduling approaches instead are creating plans, 

which minimize the effects of disturbances within the 

production procedure. Therefore, a plan for a worst-case 

scenario is created. Such a plan aims to be able to be 

processed in many different scenarios without greater 

difficulties. Both of these approaches share the issue, that 

available capacities will not be used to their full extend. 

A large amount of research happens within the area of 

predictive-reactive scheduling. First, a plan for the whole 

planning horizon is created. This plan will be adapted later 

on. This can happen in a periodic fashion, on the occurrence 

of new events or in combination of both methods. In 

practice, these hybrid approaches are mostly used [12], [7]. 

Simulations are a standard tool to evaluate the 

robustness of production plans. This can be done based 

upon different target measures. Honkomp et al. [10] 

compare a basic deterministic simulation with multiple 

stochastic replications. To measure the robustness they use 

metrics that either compute the relation between the average 
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objctive function of the stochastic simulations and the 

deterministic objective function or calculate the standard 

deviation of the stochastic simulations towards the best 

deterministic objective function. Apart from cost analysis, 

Pfeiffer et al. [13] also consider the plan efficiency and 

stability. This is also done in the overview about 

rescheduling approaches. Usually one obtains simple 

efficiency measurements (e.g., delays, backlogging amounts 

and production times). One can also evaluate these values 

visually [8]. Plan changes caused by stochastic events are 

processed to optimize the efficiency values. However, 

effects of changes within the scheduling are not taken into 

account within these approaches. Instead of optimizing the 

efficiency values one might also aim to create plans that 

only differ minimal from the original plan. A framework to 

evaluate different techniques to generate robust production 

plans has been developed by Rasconi et al. [14]. 

III. PRODUCTION MODEL 

To receive meaningful results we base our work on a 

close to reality production model with a corresponding 

complexity. Leaned upon a company in the supply industry 

of average size the model contains 21 machines with a 

general production structure, meaning that converging, 

diverging and linear substructures appear. Some of the 44 

products can be produced on several machines in a parallel 

matter. This may possibly lead to different production and 

setup times as well as costs. 11 products with external 

consumer demands exist in total. Based on this assumption, 

a high degree of freedom exists, when a concrete production 

plan shall be created. Figure 2 shows the overall machine 

plan and material flow of the production model. 

Typically, two different optimization models are used to 

create a production plan. Initially we calculate the lot sizes 

using a Multilevel Capacitated Lotsizing Problems 

(MLCLSP) based upon macro periods. Subsequently one 

creates a plan based upon micro periods using a Discrete 

Lotsizing and Scheduling Problem (DLSP) to determine 

exact production timings. As a result, the order in which the 

machines process their corresponding lots is decided.  

A. Lotsizing  

To determine the production amounts for each given 

period we use a MLCLSP in this paper. The basic version of 

the MLCLSP, as described by Tempelmeier and Helber [9] 

develops a cost optimal multiperiod production plan based 

on given demands, production costs, setup costs, inventory 

costs and machine capacities. For this purpose the 

optimization problem tries to take advantage of possible 

synergy effects that occur when production lots for several 

demands are combined, creating less need for setup 

processes. In contrast, this might create capital commitment 

and inventory costs when products are created in an earlier 

period. Therefore, a compromise between these factors has 

to be found. The model considers machine capacities in 

particular. Each machine can only be operated for a limited 

amount of time per period, for example for one or several 

working shifts. This does force an inventory increase. 

The MLCLSP is a model based on macro periods. 

Therefor it only determines which amounts of which 

products are produced on which machine in every given 

period. The model explicitly does not determine a lot 

scheduling. To reproduce dependencies between different 

products lead times are used. If a product needs another 

product from an earlier production level as an input, it has to 

be produced in an earlier period. A production of 

intermediate products is triggered whenever a final product 

is created. A bill of materials is used to determine the 

needed amounts.  

The MLCLSP we are using contains several 

enhancements over the basic models used in most literature. 

Several additional constraints are used to comply with the 

complexity of real production planning. Additionally to the 

standard model, we allow backlogging for products that 

have a direct external demand. Products can be 

manufactured on several machines in a parallel matter. We 

include transport lots and the machine capacities are 

determined upon a flexible work shift model. The 

mathematical formulation of the used model is as follows: 

Model MLCLSP: 
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In the objective function the sum of setup-, stock-, 

production-, backlog and personal costs are minimized. The 

following constraints enforce the creation of a valid 

production plan which fulfills external demands in due time 

whenever possible. 
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Figure 2: Machine Plan 

 

Constraint 4.1.1. creates a balance between external 

demands on one side and production- stock and backlog 

amounts as well as secondary demands on the other side. To 

be sure that intermediate products are assembled before the 

final product is created, products must be created a day 

before the secondary demand takes place. Machine 

capacities are taken into account in constraint 4.1.2. It is 

only possible to perform a limited amount of production and 

setup activities within a single period. Using constraint 

4.1.3. ensures that one can only produce a product on a 

machine when a machine is was set up for that product. 
Additionally constraint 4.1.6. ensures that machines can 

only produce products that they can be set up for. Constraint 
4.1.8 expresses that production lots always have to be a 
multiple of transport lots. Within constraint 4.1.9, maximum 
backlog amounts for each product are defined. This way we 
can ensure that demands for intermediate products cannot be 
backlogged. The constraint 4.1.10 and 4.1.11 determine the 
amount of working shifts used for a machine in a certain 
period. The other constraints are used to design meaningful 
bounds to the variables, for example, stock amounts always 
have to have a positive value. 
 

Variables and constants meanings: 
    Direct demand coefficient of products k and i 

    Available capacity of resource j in period t 

    Primary demand for product k in period t 

     Personal costs for resource j in period t 

   Stock expense ratio for product k 

   Penalty costs for backlogging of product k 

J Amount of Resources (j= 1,2,…,J) 

   Index set of operations performed by resource j 

M Big number 

   Index set of followers of product k 

    production costs of product k in period t 

     
Production amount of product k on resource j in 

period t 

     
Amount of containers of product k processed by 

resource j in period t  

      Container size/Transport lot size for product k 

    Setup costs for product k on resource j 

T 
Length of planning horizon measured in periods 

(t=1,2,…,T) 

     Production time for product k on resource j 

     Setup time for product k on resource j 

    Stock for product k at the end of period t 

     
Binary setup variable for product k on resource j in 

period t 

     Backlog variable for product k in period t 

       
Maximal backlog amount for product k (always 0 for 

intermediate products) 

   
     

     
  

Binary variables used to calculate the amount of used 

working shifts 

B. Scheduling 

Using a DLSP one can assess a plan based upon micro 
periods to determine exact production timings. The 
solutions of the MLCLSP can be used as parameters for the 
DLSP. This way one can create a complete machine 
scheduling plan. A basic version of the DLSP can be found 
at Fleischmann [11]. The production amounts within a 
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period that have been determined using the MLCLSP can be 
used as external demands for the DLSP. Periods within the 
DLSP are chosen as the smallest meaningful unit, for 
example the smallest common denominator of setup- and 
production times. The MLCLSP includes lead times; 
therefore, it is not needed to take dependencies between 
production levels into account. Hence, we can solve the 
DLSP for each machine individually. This means that the 
solution times are rather short. The problem complexity is 
appropriately low. We do however not include a DLSP 
within our work, as we use a rule-based machine control to 
create a scheduling plan within the simulation in an even 
shorter amount of time.   

IV. FUZZY PARAMETERS IN THE MODEL CREATION 

Fuzzy parameters and uncertain information can be 
reproduced using stochastic methods inside the model 
classes we described earlier. Ideally, we already know exact 
probabilities for possible events in advance. Where 
applicable we can use appropriate prognosis methods to 
estimate this probabilities. Otherwise, we can only use a 
normal or similar distribution. 

The stochastic optimization tries to find a solution that is 
the best for all possible combinations of parameters. Finding 
a solution for these models already is an np-hard problem 
for sharp levels of information. Finding a solution for a 
stochastic problem is an extremely time consuming task. 
Fuzzy parameters might even lead to a state explosion, 
meaning that an exponentially rising amounts of possible 
parameter combinations exist. The overwhelming amount of 
combinations cannot be used to create a valid solution. This 
situation gets even more complicated, as we use a 
multiperiod, multilevel production structure. A problem in 
early periods or on a low level can lead to even more 
problems in later periods or levels. In many situations, one 
cannot find a solution that is applicable for all possible 
situations. Therefore, one cannot assume that that it is 
practical to include uncertainties in the planning process 
using stochastic optimization methods. Even when such a 
solution exists, it is unlikely that it can be found within a 
reasonable amount of time.  

Most stochastic optimization approaches are based on 
three different methods. Multilevel stochastic models with 
compensation are based upon Dantzig [6]. Decisions on one 
level are made at an early point of time and fixed for all 
following levels. We consider a huge amount of possible 
events; therefore, we would have to model a corresponding 
amount of model levels. Stochastic programs with 
probabilistic constraints date back to Charles and Cooper 
[4]. Within these models, the breach of constraints is 
permitted for certain parameter combinations. One can only 
find proper solutions for this type of models when it is 
possible to transform the models into an equal deterministic 
model. Additionally, the expressive value of the model can 
be reduced due to the loosened constraints. Bellman [3] 
introduced stochastic dynamic programming. Based upon a 
decision tree a backward chaining is used to conclude the 
ideal choice at the decision situation. All this approaches 

share the issue that they can only be solved efficiently, if the 
amount of possible scenarios can be reduced to a certain 
amount. However, when looking at a real production 
problem many decisions are possible. Therefor we have to 
find different methods to include uncertainties within the 
production planning process.   

V. INTERFACES TO THE OPTIMIZATION SOFTWARE 

To be able to simulate the results of an optimization, the 
solution data has to be preprocessed in order to prepare the 
data for the simulation model. CPLEX can export a XML-
based file-format, which contains the mathematical 
programming solution for all variables of the problem. The 
Converter module reads the file line by line, whereas each 
line represents a variable. We mainly need two decision 
variables to be able to simulate the plan: The production 
variable      determines the products that are produced on a 

certain machine in a given time period. Additional data like 
production- and setup times as well as costs can be read 
from the database based on this production lots. Because a 
work shift model has been included in the mathematical 
optimization, every machine can have a different capacity in 
each period. Therefore, we also have to take the variable 
    into account, which describes these capacities. As we 

included lead times within the MLCLSP, all needed 
intermediate products should be available at the beginning 
of a new period. This means that there are no special 
requirements for the machine scheduling. We are able to 
schedule the lots in the same order as they appear within the 
exported XML file. The real scheduling and date 
safeguarding will be done within the simulation process. 
Based upon the given data we are able to calculate all 
needed information in a deterministic fashion. For example, 
we are able to calculate the stock or backlog amounts via a 
difference of production amounts, demands and secondary 
demands. Thus, we have all information needed to control 
the simulation procedure. These calculations are also needed 
to evaluate the simulation results. Therefore, it is a sensible 
approach to calculate these values for the original plan 
instead of importing every information from the 
mathematical model. 

C. Simulation 

The simulation model is implemented using the discrete 
event simulator d³FACT developed by our workgroup, 
Business Computing, esp. CIM. The extensible Java API 
provides a high-performance, petri-net-based material flow 
component [1]. 

The production plan information is first transferred 
towards the simulation logic. During the initialization of the 
simulation model, all machines are loading their fixed 
schedules for the complete planning period. It holds for each 
machine, which products in what amount have to be 
produced in each period. Furthermore, it holds the planned 
durations for the maintenance, production and setup 
processes. The lot release order is fixed and stays so, even in 
the case of blocked lots due, to late secondary demands. All 
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released lots are stored in a FIFO-Queue, to be processed in 
their incoming order. At the beginning of each new period, 
all planned lots are enqueued and the production cycle 
starts. Prior to nearly any lot, a setup is intended for rigging 
the machine. If planned, a routine maintenance of the unit is 
performed after a given amount of work pieces. 

If multiple products or machines demand the same 
intermediate product, a Fork is needed to control the 
material flow. It stores and routes the tokens as needed 
towards the point of consumption. The built-in buffer stores 
the tokens until a machine starts a job and signals its 
demand. The fork uses a FIFO-Queue to handle the 
incoming requests and to minimize the mean waiting time 
for supply. The machine uses a strict FIFO-Queue for lots to 
dispatch. In this naïve version, even a blocked lot with 
unfulfilled secondary demands waits until its demands are 
met. If all lots for a period are finished, the shift ends and 
the next jobs are dispatched in the next period. 

Under certain circumstances, it is possible that in case of 
unmet secondary demands and fully loaded periods, lots are 
pushed into the following period. In this case, the moved 
lots are scheduled prior to the regular lots to dispatch the 
longer waiting jobs first. Because the planning methods 
calculates with one day lead-time it is easily possible that 
delayed lots are blocking further following demands. 

D. Uncertainties in the production planning process 

The production schedule execution is typically affected 
by unforeseen interruptions und disturbances. In the 
simulation model, maintenance, cycle, and setup times are 
considered stochastically influenced, due to their high 
influence on the overall flow shop production process and 
their deterministic usage in the production-planning model. 
Material shortages, which arise from supplier 
unreliableness, are not taken in account and all materials are 
assumed of as supplied in time. 

The maintenance, cycle and setup times that are 
incorporated in the formulation of the production-planning 
problem, are forming the lower bound for the process 
execution and are modeled in the simulation. 

The stochastic influences are modeled with two 
parameters. On the one, hand the likeliness of an increased 
process time and on the other hand the amount of the 
deviation.  The probability that the planned process time 
varies, is modeled with a uniform distribution, whereas for 
the duration a normal distribution is used. Ideally, one is 
able to use historical data to determine the probabilities for 
each machine individually; however, this is not possible in a 
hypothetical model. 

E. Rule-based machine control 

To be able to improve the production plan within the 
simulation we are using a rule-based machine control. We 
are allowing a machine to change its own scheduling plan. 
As a day of lead-time is included in our planning process, 
this should not have a negative effect on later production 
levels.  One possible rule that we also implemented appears, 

when a machine is unable to produce a lot because the 
secondary demands cannot be met. In this case, the machine 
logic tries to find other lots for this period, which do not 
need the missing intermediate products. When such a lot 
exists, it is processed first while the original planned lot will 
be processed later. This way, we are able to ensure an even 
utilization of the given machine capacities. Additionally we 
reduce the danger of possible backlog amounts. This way 
we increase the validity robustness of the production plan. 
Another possible decision rule concerns setup carryovers. If 
production lots of the same product exist in successive 
periods, it is sensible to change the scheduling in a way, 
which allows this product to be produced in the end of the 
first period and in the beginning of the second period. 
Therefore, the need to setup the machines for both 
production lots is not applicable anymore. If one introduces 
a setup, carryover into the mathematical optimization highly 
increased solution times may occur. The discussed rule-
based mechanisms however only lead towards a small 
increase in processing time within the simulation process. 
Additional rules can always be applied in a model specific 
fashion. 

F. Evaluation 

The evaluation calculates performance figures for the 
validity and result robustness. For measuring the validity 
robustness, we compare the objective value of the simulated 
plans with the objective value of the original plan from the 
mathematical optimization. A comparison of single cost 
values is also possible, like evaluating the influence of 
capital commitment costs. A plan is considered validity 
robust, when it does not violate any of the optimization 
models restrictions. The model we use does allow 
backlogging however. Backlogging always incurs penalty 
costs, which also influence the result robustness. However, 
one cannot assess the influence of delivery dates that could 
not be met, as it might lead to the loss of a customer in the 
extreme cases. Therefore, it is sensible to protocol every 
appearance of backlog amounts. 

Important information considers the machine load 
factors. It can happen that the planned or even the maximum 
capacity of a machine is not sufficient to produce all lots 
allocated to it. These events are protocolled and evaluated 
separately as well. This allows for the search of admissible 
alternatives.  

G. Post-Processing 

Within the post-processing component, we are able to 
use additional simulation external methods to generate an 
improved production plan with an increased robustness 
based upon the simulated production plan. An increase of 
validity however usually creates increased costs. Therefore, 
we cannot assume that increased validity robustness also 
correlates with high result robustness. 

The simplest way to increase the robustness of a plan is 
to extend the given capacities where possible. Our model is 
based on a possible three-shift production. Generally, one 
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tries to avoid using all three shifts to avoid high personal 
costs during nighttime. By courtesy of the simulation we 
can however estimate the increase of robustness when 
considering the introduction of additional shifts. This allows 
the production planner to decide whether the additional 
costs are justified or not. One possible way to do this 
automatically is to calculate the average of the production 
timings after a higher number of simulations. Afterwards we 
can determine the average machine load factor and decide 
upon the amount of needed work shifts.  

Another possible way to increase the robustness of the 
production plan is to move several lots into an earlier 
period, when this period contains larger capacity reserves. 
This process is considerably more complicated, as 
secondary demands also have to be fulfilled in due time.  
Therefor one cannot simply review available capacities for 
the final product. One also has to check whether available 
capacities for the production of all needed intermediate 
products exist, which often is not the case when the overall 
machine load factor is constantly high. Additionally an 
earlier production causes further inventory and capital 
commitment costs. Thus, this way often is not an opportune 
choice. In general, it lies in the responsibility of the 
production planner to decide which amounts of cost 
increases he accepts to increase the validity robustness of 
his production plans. All production plans that are created 
within the post-processing can be simulated and evaluated 
again. The production planer consequently can access all 
information he needs to come to a corresponding decision. 

VI. RESULTS 

We executed several simulation runs based upon the 
production plan created by the mathematical optimization, 
using a planning horizon of 56 periods with a dynamic 
demand structure. We assumed a failure rate of 10% for 
each machine. The corresponding processes were prolonged 
by a standard deviation of 15% and 30%. Table 1 shows 
several performance indicators in a comparison of 
simulations with a naïve and rule-based machine control, in 
particular focusing delays for final products... We calculated 
the average values of 100 simulation runs. The rule-based 
machine controls objective function costs are considerably 
lower than the costs caused by the naïve machine control. It 
is noticeable that less final parts get delayed when using the 
rule-based machine control. Therefore, the ability to supply 
is increased and lower delay penalty costs occur. These also 
explain the lower objective cost values. 

 
TABLE 1: COMPARISON BETWEEN DETERMINISTIC (D), RULE-BASED 

(RB) AND NAIVE (N)MACHINE CONTROL 

 

 
However, a deterministic simulation of the production 

plan without stochastic influences shows that no penalty 
costs occur. The deterministic objective function value is 
correspondingly low. The rule-based machine control causes 
an improvement in result robustness as well as validity 
robustness. Table 2 shows the corresponding evaluation 
metrics by Honkomp et al. [10].  

TABLE 2: METRICS BY HONKOMP 

Standard 

Deviation 
Sim-Type             ̅̅ ̅̅       

15% 
Rule-Based 40,00% 1,42 

Naive 40,09% 1,52 

30% 
Rule-Based 42,90% 1,57 

Naive 44,40% 1,69 

 

The first column represents the relations between the 

standard deviation of all objective function values of all 

stochastic simulation runs and the objective function value 

of the deterministic simulation. A lower value indicates that 

disturbances and environmental influences have less impact 

on the ability to supply. The second column represents the 

relations between the objective function values of stochastic 

and deterministic simulations. The value shows the cost 

increase caused by the disturbances and directly shows the 

result robustness. Normally, a higher robustness is gained 

by increased costs. However, the inclusion of penalty costs 

into the objective function value causes lower cost for the 

more robust plan.  

Another reason for increased costs are the personal 

costs. The simulation showed that more working shifts have 

to be introduced to be able to satisfy customer demands. The 

original plan was using working shift per day. The resulting 

plans when using either simulation method mostly used two 

or three shifts. The rule-based machine control delays 13% 

less products beyond the planned capacity restrictions, 

therefore needing less working shifts and causing less 

personal costs as well. When analyzing the problems within 

the production process one needs to find out where a 

possible bottleneck occurs. During the simulation we 

protocol all occurrences of backlog amounts and the 

connected machines, products and periods. For further 

analysis we can determine which products are delayed most 

as shown in figure 3. 

 

 
Figure 3: Delayed Final Parts according to products 

Standard 

Deviation

Sim-

Type

Objective 

Function

Delayed Final 

Products 

(Absolute)

Delayed Final 

Products 

(Relative)

Delay Penalty 

Costs
Stock Costs

D 2.769.282,95 € 2.769.282,95 € 2.769.282,95 € 2.769.282,95 € 2.769.282,95 €

RB 3.944.976,12 € 3.944.976,12 € 3.944.976,12 € 3.944.976,12 € 3.944.976,12 €

N 4.211.949,84 € 4.211.949,84 € 4.211.949,84 € 4.211.949,84 € 4.211.949,84 €

RB 4.355.206,90 € 4.355.206,90 € 4.355.206,90 € 4.355.206,90 € 4.355.206,90 €

N 4.670.432,31 € 4.670.432,31 € 4.670.432,31 € 4.670.432,31 € 4.670.432,31 €

15%

30%

1,66% 

98,34% 

Product 10

Product 11

19Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                           29 / 204



 

Surprisingly, most delays are caused by one final part. 

This is an obvious sign that the production capacity for this 

part might not be sufficient. Alternatively, production 

capacities for needed intermediate products might be 

insufficient. This can be found out by analyzing internal 

delays for the intermediate products. Table 3 shows the 

absolute and relative internal delays for both simulation 

types averaged over 100 simulations. We define internal 

delays as the amount of intermediate products that couldn’t 

be produced in the planned period. 
The usage of the rule-based machine control also shows 

an improvement when considering the internal demands. 

Despite not leading to direct revenue losses due to unmet 

demands, internal delays can cause costs when changes in 

the production plan have to be made. These costs aren’t 

implicitly included into our production model, but it is in 

the interest of the production planner to reduce these costs 

as well. When considering the internal delays per product 

we are able to find out that product 10 and product 11 are 

based on the same intermediate product. This product 

possesses several internal delays, which influence the 

production of the final products. We were able to find the 

bottleneck in our production model and can take action to 

reduce the impact of this issue. 

 
TABLE 3: ANALYSIS: ACCUMULATION OF INTERNAL DELAYS 

Standard 

Deviatio

n 

Sim-Type 
Internal Delays 

(Absolute) 

Internal Delays 

(Relative) 

15% 
Rule-Based 10194,38 1,81% 

Naive 11172,92 1,99% 

30% 
Rule-Based 16172,68 2,88% 

Naive 17266,10 3,07% 

VII. CONCLUSIONS 

We have shown in this paper that a material flow 

simulation can be used to analyze a production plan created 

in a mathematical optimization and to evaluate its 

robustness. It is easily possible to read the results of an 

optimization process, to transfer this data into our 

simulation framework. We are able to simulate the plan 

including probabilities for unforeseen events and fuzzy 

information. The results of the simulations can be used to 

find possible weak spots in the given plan. In several cases, 

we might be able to fix these weak spots through automatic 

post-processing or with manual changes. The effect of these 

changes can also be evaluated using additional simulation 

runs. Therefore, a production planner can decide whether he 

wants to implement these changes or not. Performing a large 

number of simulations is substantially faster than running 

another instance of the optimization problem. In the end, we 

recommend this approach for practical and economic usage. 
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Abstract—We describe the construction and performance eval-
uation of a new distributed discrete events simulation (DDES)
tool, based on the Peer-to-Peer (P2P) paradigm. This approach
allows the utilization of redundant resources in order to withstand
failures on the very processing entities in charge of the simulation
work. Our results show that the mechanisms supporting depend-
ability are expensive and are only recommended for long-lasting
and very processing-demanding simulations.

Keywords-DDES; P2P; redundancy; snapshot; fault-tolerance.

I. INTRODUCTION

Distributed Discrete Events Simulation (DDES) has found
applications to study those systems made up from a massive
number of components interacting over a time scale, where
it is also necessary to reproduce their complex behavior under
controlled conditions and with very fine granularity, i.e., with a
high degree of realism. This is the case, for instance, of modern
telecommunications systems, very large scale of integration
(VLSI) circuits or even some biological models.

The basic operation of DDES consists in dividing the model
that represents the system under study, in such a way that each
of the resulting parts is simulated using a different computer.
This also implies that the supporting computers should be
connected by means of a communications network, in order
to simulate the possible interactions among the parts of the
model.

It is considered that the fundamentals of DDES were settled
by Misra [1] with his seminal paper from 1986. Nevertheless,
the major breakthroughs on the subject were achieved with
the development of high speed networks over the last fifteen
years about. Despite of the fact that DDES has evolved to be
part of the ordinary toolbox of many research teams, there are
open issues on the subject representing a challenging area of
opportunity. This is the case of dependability. Suppose that
in the middle of a long-lasting simulation, a given computer
crashes. The ongoing simulation should be restarted from zero
unless a fault-tolerant mechanism is implemented.

In the meantime, new paradigms have been developed in
the fields of parallel and distributed computing. These new
approaches foster the cooperative work among the components
of the very system, in order to tackle complex problems. P2P
systems, for instance, have found applications in situations
where it is required to split up a big task to render smaller
problems that can be assigned to a given number of appointed
peers. Projects like seti@home [22], or einstein@home [23],
and more recently folding@home [21] or rosetta@home [24],
are representatives of this new trend.

In this work, we introduce the construction and performance
assessment of a new prototype DDES tool based on the P2P
paradigm. Our proposal supports crash failures as well as peer
departures. If necessary, a missing component can be replaced
by a spare peer and the ongoing simulation can be restored to a
previously recorded global state, instead of starting over again.
Our prototype is built using JXSE [20], the Java platform for
P2P applications development.

The rest of this paper includes the following parts: Section
II introduces the basic concepts of discrete event simulation,
Section III gives a general view about related work, Section IV
describes the operations of our prototype, Section V presents
the results of the tool’s performance evaluation, and Section VI
shows our conclusion and future work.

II. BASIC CONCEPTS

A discrete event simulation can be understood as a collection
of logical processes. The interaction between any couple of pro-
cesses is modelled by the exchange of time-stamped messages.
This exchange is said to follow the restriction of local causality,
if and only if each logical process dispatches all its schedulled
events, including the messages that receives, according to their
timestamps.

Notice that a logical process should stop any activity until it
receives a message from each of the processes that interact
with it, to be sure that it chooses the message with the
smallest timestamp. Nevertheless, this approach poses the risk
of creating a deadlock among a set of entities interacting in a
circular way.

There exist two types of methods that deal with the risk
of blocking in distributed simulations. On one side, we found
the optimistic procedure. In the other side, we have the
conservative procedure. In the first case, messages can be
exchanged as they are produced. This decision may lead to
a potential violation on the causal order of events, which is
detected when a given entity receives a straggler message and
it finds out that its corresponding timestamp is smaller than
the timestamps of a number of messages already processed.
This means that the straggler should have been dispatched
before any of them. To fix this condition, the receiver starts
a local procedure called rollback, that restores its local state to
a previous one where the new set of messages can be processed
accordingly. If necessary, the entity in charge of rollback must
send the corresponding anti-message(s) to cancel the effect of
any message that could have been issued out of order. In the
other side, the conservative procedure avoids the possibility of
executing actions out of chronological order. This time, entities
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exchange the so-called null-messages, which do not carry any
physical meaning. The transmitter of a null-message sets a
lower bound on the timestamp for the next meaningful message
that could be issued. Each entity knowing the least timestamp
that can receive from any of its incoming channels, will be able
to dispatch any message in the right order.

The use of an optimistic synchronization mechanism also im-
plies that the involved participants should take the responsibility
of saving their local states to support rollback. Therefore this
solution implies the utilization of bounded storage capacities.
To prevent storage overflow, it is necessary to implement a
fossil recollection mechanism. This is, a mechanism to dismiss
previous recorded states that can not be reached, by no means,
during rollback. It is known that no rollback can restore the
state of any processing unit beyond the so-called global virtual
time (GVT) [1][11][14][15].

Let pi be a process that takes part in a distributed execution,
such that σ0

i is the initial state of pi, and let σk
i be the state

of the process right after executing its k-th local event eki . The
global state of the distributed execution will be the n-tuple Σ =
(σ1 . . . σn), made up with the local states of the participating
processes. We now define a cut C = hc1

1 ∪ . . .∪hcn
n , where hck

i

is the ordered set of events dispatched at process i, up to its last
local event ck. Indeed, the cut can also be described in terms
of the tuple (c1 . . . cn). The set (ec11 . . . ecnn ), including the last
event on each process, is called the border of the cut. Evidently,
each cut (c1 . . . cn) defines a global state (σc1

1 . . . σcn
n ). Based

on the “happened before” relation (→), it is possible to define
a consistent cut if, for any to events e y e′:

(e ∈ C) ∧ (e′ → e) ⇒ e′ ∈ C. (1)

Otherwise, we said that we deal with an inconsistent cut.
Therefore, a consistent global state will be a global state
corresponding to a consistent cut. There exist a well-known
collection of distributed mechanisms that can be employed to
produce the global state of an ongoing distributed execution
[18][10].

III. RELATED WORK

In this section, we present a collection of discrete events sim-
ulators, whose functionalities address many of the features of
our proposal. By no means we intend to present an exhaustive
description, but a sample of the systems that we consider to be
closely related to ours.

The list of tools that we decided to consider includes the
following simulators: Parsimony [2], GPDES [3], Omnet++ [4],
POSE [6], µsik [7], and Aurora [8]. We also present Table I,
where we describe the features that led our search. These are
general purpose tools. The label “C-C” stands from “Client-to-
Client”, which means that the tool supports the communications
between any processing unit. In contrast, “C-S” means that each
client, or processing unit, is only aware of the existence of the
server from which receives workload and to which sends the
results of its local processing. The rest of the columns are self-
explanatory.

It is apparent that only Aurora supports either fault-tolerance,
or changes on the underlying communications network. Nev-
ertheless, it is also important to point out that this system can

not be considered a real DDES tool, as it does not partition
the instance of the model under study to allocate each of
the resulting parts to a different processing unit. Instead, it
allocates a completely different instance of the model to each of
the available processing components, pretty much in the spirit
of systems like seti@home, folding@home, among others. In
contrast, distributed DES techniques take for granted that the
processing units are required to exchange information among
themselves in order to produce the trace that represents the
behavior of the system under study.

Fault-tolerance is a pending issue do not addressed on any
of the tools of our list. The difficulties of building a DDES
supporting fault-tolerance lie on the fact that it is required a
thorough design including three types of redundancy: i) space
or component redundancy offering spare units to replace any
possible active unit that may go out of service, ii) information
redundancy to regularly record a snapshot or global state of
the ongoing distributed execution, and iii) time redundancy to
repeat a given distributed execution from a previously recorded
snapshot, when a faulty component was still active (before
the last failure ocurred). For this purpose the missing unit is
previously replaced by a spare unit, which now starts from
the corresponding local state of the unit that replaces. Previous
works [9][19] have recognized that the toughest problem comes
from the construction of a global state of the underlying
asynchronous execution, specially when it can not be granted
the existence of FIFO channels.

IV. ARCHITECTURE

The design of our proposal is based on two types of entities,
in charge of a simulation: the coordinator, implemented by a
rendezvous type peer, and the workers, implemented by full-
featured edge peers [13]. A worker contacts the coordinator to
offer its processing capacities. From the coordinator’s perspec-
tive these cooperative peers are regarded to be either as idle,
or active workers (see Figure 1).

Coordinator

Rendezvous Peer

 Full - edge peers

Active Workers

Idle Workers

 Full - edge peers

Figure 1. Architecture of our P2P-based simulator.

At the starting stage, the coordinator considers that any
available worker is idle. The coordinator knows the graph
representing the system about to be simulated (see Figure 2(a)).
Then, it splits up (partitions) the graph into a fixed number o
subgraphs (see Figure 2(b)) and allocates each of the resulting
parts to an idle worker, which now is consider to be active (see
Figure 2(c)) and (see Figure 2(d)).
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Table I
SOME GENERAL PURPOSE DDES

Project Comms. Synch. Network Fault-tolerance
Parsimony C-C both static N

GPDES C-S — static N
OMNeT++ C-C both static N

POSE C-C optimistic static N
µsik C-C both static N

Aurora C-S — dynamic Y

The coordinator triggers the simulation sending a message
to the active worker(s) in charge of the node(s) which is (are)
supposed to receive the starting event(s). On each active worker
there is a single execution thread that processes all possible
messages sent to the given peer.

(a) System Model

(b) Partition of the system

(c) Allocation and logic communication

(d) Real communication

Figure 2. System’s graph partition and allocation.

Our simulation tool supports two different restoration me-
chanisms, the so-called local rollback or restoration of type
1, which is trigered when some straggler message is received
out of order and threatens the causal delivery of events. The
restoration of type 2, or global rollback, happens when an active
worker leaves the system or crashes, and the whole system
must be restarted from a previously recorded global state. In
both cases the evolution of any logical process is recorded by
3 complementary queues: the input message queue, the output
message queue, and the former states queue.

In the case of local rollback, only the logical processes
directly involved are restored to a previous state in order to
guarantee the causal delivery of the late message. If necesary,
this procedure may imply the transmission of some anti-
messages that start a similar procedure at the receiving peers.
Also, each peer is required to store by itself the states of
the local processes that allocates. In contrast, global rollback
happens when the coordinator detects that an active peer is
missing. In this condition, it stops the overall ejecution, then
it enables an idle peer to replace the missing one. Finally,
the coordinator “rewinds” the whole system to a previously
recorded snapshot. This also means that the coordinator is
responsible for storing and updating the snapshots that regularly
takes. By updating we mean that when the last state has
been recorded, the coordinator eliminates the previous one, in
order to maintain a limited amount of storage to support this
mechanism.

It is apparent that the coordinator is also responsible for
recording the global state or snapshot (SN) of the ongoing
distributed execution. To accomplish this task, it regularly stops
the overall execution and sends a snapshot message to an
appointed worker which starts the Chandy-Lamport protocol
among the active workers. When each worker recognizes that
it has finished the protocol, it sends its local records to the
coordinator which collects these results to put the pieces
together and store the resulting snapshot. This procedure is
the key to support the global rollback mechanism.

Similarly, the coordinator is also responsible for triggering
the distributed procedure that determines the GVT. When each
worker has finished its local procedure, it sends its local
proposal to the coordinator, which collects this value from
every worker and picks up the smallest result, now considered
the new GVT. Finally, the coordinator broadcast this new value
to every active peer. The GVT enables the active workers
to proceed with their fossil recollection process which, in
turn, complements the local restauration process. SN and GVT
messages have the first and second highest priority above any
possible message that can be received at any worker.

Last, the coordinator collects the traces generated by the
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active workers, containing the partial results of the simulation.
It is able to recognize when the GVT reaches a predefined value
+inf , which implies that the running simulation is finished.

V. PERFORMANCE ASSESSMENTS

We devised a comprehensive set of experiments to evaluate
our tool’s performance under different conditions. We also
considered that the selection of the type of system to be
simulated was a key aspect for this experimental assessment.
We looked for a simple system with a deterministic behavior,
where the complexity of its operations comes from the size
of the system and the connection among its elements. We also
looked for a type of system ranging from very small to massive
instances.

Each instance of the system to be studied is represented
by a connected graph, called the communications graph. The
simulation to be run on this graph consists in the execu-
tion of the PIF algorithm (which stands from Propagation of
Information with Feedback)[17]. An appointed node in the
communications graph, from now on called the root, starts
sending an information unit to each of the nodes that share an
edge with it, i.e., to its neighbors. A node is said to be “woken”
(see Figure 2(a)), when it receives this information unit for the
first time, it also considers that its “father” is the node that woke
it. On due time, each of the receiving nodes forwards the same
unit to its corresponding neighbors but to its father. Only when
the node has received this unit from each incoming link, it is
able to send this information back to its father. The global effect
of this simple algorithm is observed in two consecutive phases.
During phase one (propagation or broadcast) we can imagine
an expanding wave that goes from the root to the rest of the
graph. When this wave reaches the boundaries of the graph it
starts the second phase (convergecast). This time, information
travels back to the root on top of the three induced on the graph
during phase one.

We selected this simple algorithm to simulate, for we know
in advance the place where action starts and finishes. Indeed,
we fix this point. Also, we know the total number of infor-
mation units to be exchanged. Besides, the simulation time
depends only on the underlying graph diameter.

We stressed our tool with three different types of experi-
ments:

a. In the first group of experiments, we tested a fixed set
of systems under 3 different conditions, using a centralized
simulation, using a distributed simulation with 2 active workers
in charge and finally, a distributed simulation with 3 active wor-
kers. We compared the time required to finish the simulation
under each of these cases.

b. In the second group of experiments, we measured the
global added cost required to support a fault-tolerant sys-
tem. We considered that this feature is mainly based on the
capability of recording snapshots and the evaluation of the
GVT. Therefore, we ran new system instances, but this time
with the snapshot and GVT procedures switched on and off,
respectively. Notice that, we did not inject faults, but we
evaluated the price of the “insurance” mechanisms, although
these mechanisms were never invoked.

c. In the third group of experiments, we wanted to evaluate
the tool’s resilience. In order to trigger the global restoration

procedure, we dismissed an active worker immediately after
the first snapshot was already stored at the coordinator. We
used the same system instances from the previous study. We
compared the time required to finish the simulation under each
of the cases, with and without failure.

About the graph representing the model of the system under
study, we tested 10 different graph orders, from 100 up to 1000
nodes. For each order we created 10 different graph instances.
Each instance is a graph randomly created.

A. First group of experiments: centralized vs distributed

In this experimental design we simulated the PIF algorithm,
with two types of configurations: centralized (1 active worker)
and distributed (2 and 3 active workers). Communication chan-
nels are assumed to have constant delay. Distributed simulations
include snapshot and GVT mechanisms.

Results show that (Figure 3) the graph order is a key
element to decide the best configuration that supports the fastest
simulation, i.e., a distributed simulation is not necessarily the
fastest, specially when we deal with small graph orders.

Figure 3. Centralized simulation vs distributed simulation.

B. Second group of experiments: the added cost of fault-
tolerance mechanisms

In this new set of experiments we evaluated the involved
cost, measured in simulation time, required to deploy the
fault-tolerance mechanisms. We consider that this capabil-
ity basically depends on the utilization of the snapshot and
GVT procedures. For this purpose we tested 2 distributed
configurations, with 2 and 3 active workers, respectively. On
each case, we measured the elapsed time required to finish a
given simulation, with and without fault-tolerance mechanisms
included. It is very important to quote that not any worker was
dismiss, but we simply switched on and off these mechanisms
to measure how much the processing time is lengthened, when
these “insurance policies” are included. Also, it is important
to notice that, for those cases where mechanisms are included,
they are only executed once, during the overall elapsed time.

Results show that (see Figures 4(a) y 4(b)) the extra re-
sources, required to support fault-tolerance, depend on the
number of involved peers that share these mechanisms. In these
particular cases, 3 peers apparently have a smaller impact on
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(a) 2 Workers

(b) 3 Workers

Figure 4. Simulation with/without GVT and SN.

the simulation added cost, compared to the impact observed on
the configuration made up with 2 peers only.

C. Third group of experiments: fault injection

Finally, in this set of experiments we wanted to know
whether it is worth using fault-tolerance mechanisms or it is
better to start over a simulation from the very beginnig. In
order to compare these two possibilities, we assume that an
active worker may go out of service an instant before the fi-
nalization of the underlying simulation. We tested 2 distributed
configurations with 2 and 3 active workers. In both cases we
compared the elapsed simulation time with and without fault
injection. A fault is produced by dismissing an active worker
immediately after the snapshot and the GVT mechanisms have
been executed. Results show that (see figs. 5(a) y 5(b)) the
graph order is the key to answer this question.

VI. CONCLUSION AND FUTURE WORK

In this work, we described the construction of a prototype
that demonstrates the viability of a DDES tool based on P2P
entities. The design of our proposal is based on two types of
peers: the coordinator, implemented by a rendezvous type peer,
and the workers, implemented by full-featured edge peers. This
solution supports workers failures, as well as departures. We

(a) 2 Workers

(b) 3 Workers

Figure 5. The effect of fault injection

focused our work on measuring the costs associated to de-
pendability. Fault-tolerance mechanisms are expensive and it is
worth their utilization provided that we deal with a long lasting
simulation. New open issues are pending, such as the optimal
snapshot recording frequency, the efficient storage of the global
state, the possibility of load rebalancing on the fly and the
possibility of supporting a failure at the very coordinator. In
contrast to the “@home” type applications, DDES requires a
strong interaction between participants. Therefore, we consider
that this new approach will turn into a feasible solution only
when final users, behind the altruistic peers, will be connected
by high-speed channels.
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Abstract—By extending previous approaches, we develop an
agent-based model for the simulation of large, dense groups
(crowds) of individuals. The model reflects behavioral complexity
by assigning psychological and physiological attributes to the
agents. In order to cope with the computational complexity,
we design and implement a distributed, multi-server simulation
framework in which the user can flexibly change both the simula-
tion environment and parameters at runtime. We implement the
simulation system using our Real-Time Framework (RTF) and
demonstrate its scalability and speedup over multiple servers.

Index Terms—Crowd simulation, Agent-based simulation, Par-
allel and distributed simulation, Real-Time Framework (RTF).

I. INTRODUCTION AND STATE OF THE ART

The simulation of the behavior of large and dense human
crowds is a socially important and technologically challenging
task. To represent the behavior of a crowd, three different kinds
of models have been proposed in the literature: flow-based,
entity-based, and agent-based models.

This paper develops an agent-based model for computer-
based simulations that reproduces the motion of a crowd of
individuals by a combination of psychological and geometrical
rules with social and physical forces. We also design and
implement a new approach to parallelize the simulation across
several servers, using the Real-Time Framework (RTF) [2],
developed at the University of Muenster.

In developing our model for crowds, we start with the
HiDAC (High-Density Autonomous Crowds) model [5] based
on the previous work [3] and improving the models suggested
in [1], [4]. The resulting agent-based model has no central
controlling unit; each agent corresponds to a simulated person
with its own individual behavior.

We aim at a model for the challenging case with dense
crowds, complex indoor scenarios with many rooms and large,
unobstructed areas, with a possibility of panic situations. Our
agents are designed to react dynamically to changes in their
environment (e.g., if a door is interactively closed during
simulation) and can select alternative routes. Agents pursue a
global goal, e.g., leaving the building by following a sequence
of waypoints at those doors that lead to the exit.

The high density of crowds and the complicated scenarios
lead to highly intensive calculations. Therefore, we develop a
distributed implementation of the simulation system that can
run on multiple servers. We address the critical problem of
scalability, which should allow for significantly higher num-
bers of agents than the sequential version, and we demonstrate
the achieved speedup of simulation by conducting experiments
with real-world scenarios.

II. THE MODEL FOR CROWDS

We implement several extensions and optimizations to Hi-
DAC [5], in particular: a) the opportunity for dividing big
rooms in several smaller rooms in order to balance the com-
putations; b) adaptable creation of rooms, with nearly arbitrary
number and arrangement of walls; and c) the introduction of
local waypoints which are used for avoiding collisions and for
moving around walls standing in the way.

Virtual World Representation. A map of the virtual world,
e.g., a building, consists of several rooms which are augmented
with walls and obstacles. We construct maps under the con-
dition that walls and doors geometrically form polygons. This
quite realistic assumption allows us to apply Jordan’s curve
theorem and to use the so-called ”Ray casting algorithm” for
deciding about the viewfield of the agents.

Collision recognition. Figure 1 shows how an agent recog-
nizes a wall standing in its way (for that, test calculations are
performed which we omit here because of lack of space) and
runs around the wall. The values used for the corresponding

Fig. 1: Recognizing a wall standing in the way

calculations are as follows: the normalized vector nw , the
orientation vector ow, the startpoint S and enpoint E, the
current (global or local) goal T of the agent, the position P
and its shortest distance to the wall dw, and L is a potential
local waypoint on one of its ends.

Pathfinding. Agent’s movement is simulated by first as-
signing the agent a start room and a target room. Pathfinding
reduces to the problem of finding the shortest path along the
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Fig. 2: Alternative routes for closed (left) and open (right) doors

edges of the graph that represents the simulated rooms. The
weight of the graph edges plays an important role: the more
agents stand before a door, the greater is door’s weight: every
single agent contributes to it by its diameter. The agent is
excluded from the door weighting, as soon as it crosses the
door or chooses another door. By using Dijkstra’s algorithm
for finding the shortest path, we determine the list of rooms
which the agent should cross. During simulation, every agent
selects the way on which it would bump into as few other
agents as possible. Using door weights, the agent learns about
the blocked and free passageways beyond its current room.

Alternative routes. An agent decides from one path to
another in one of two cases: either a door on agent’s way
turns out to be closed or this door is blocked by other agents.

Closed doors which are located in the direct viewfield of
an agent (see Figure 2, left) trigger a re-calculation of the
shortest path; doors which are known to be closed/blocked are
removed from this calculation by removing the corresponding
edges from the graph of the building. For the doors which are
blocked but not closed (Figure 2, right), the patience attribute
of the agent is used for deciding either to wait or to aim
at another door. The patience attribute is implemented as a
counter: our model avoids too long detours by comparing the
advantage of an alternative route with its overhead.

Agent’s perception. Agents are designed to be similar to
people in their perception of the environment. Every agent has
its viewfield, which we also call its influence rectangle.

Within its viewfield, the agent tries to avoid collisions,
see Figure 3. A collision is interpreted geometrically as
an overlapping of an agent with another agent, an obstacle
or a wall. The recognition and the consequent handling of
the collisions is based on recognizing this overlappings and
restoring an overlapping-free situation.

In the model, we express also pushing behaviour which
means that an agent is actively pushing onto other agents,
in order to reach its goal faster, in spite of possibly bringing
the others to falling down. An opposite behavior to pushing is
the agent waiting patiently: every agent owns a circular area

Fig. 3: The viewfield of an agent

within its viewfield, so-called circle of influence, such that if
another agent appears within this circle then the agent waits
till the other leaves. In order to avoid the situation that two
agents block each other, each agent has a timeout value, which
limits its waiting and which depends on its level of patience.
Similarly, we model the effects of hectic running forwards and
backwards in very dense scenarios.

Intelligent collision avoidance. In the model, we must
avoid the situation that if after the collision of an agent with
an object, the priorities and the external influences on the
object do not change, then the agent will collide with the
same object again and again. Therefore, we implement two
additional features: a) intelligent collision avoidance changes
the priorities of the agent for a short period of time after the
collision; b) modified collision avoidance changes the external
influence onto the agent after the collision, such that the same
collision becomes very improbable.

Agents’ falling down. An agent can be brought to falling
down when other agents are pushing it too hard. In order to
ensure that the simulation is near to reality, the other agents
try to avoid the fallen agents considering them as obstacles;
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Fig. 4: Dynamic change of viewfield

however, if the pushing is too hard then it may happen that the
agents are running directly on the fallen agents. This is done
by assigning parameter values in the equations which compute
agents’ movements.

Panic propagation. For modeling panic behaviour, we
modify physiological and psychological parameters of an
agent. The panic factor of an agent, if increased, allows for
a higher maximum speed and acceleration rate. In addition,
panicing agents do not wait for others, and their personal
circle is decreased, thus making such agents more active at
pushing. Panic propagation is modeled by means of the panic
level parameter: this level gets increased by each contact with
a panicing agent, and as soon as it is greater than the patience
factor, the agent itself becomes panicing.

Right move preference. In order to realistically model the
collision prevention among two agents, we provide agents with
a preference to move rather to the right than to the left.

Dynamic sight adaptation. We adapt the viewfield of
agents depending on the density of the crowd: in a very dense
environment, the agent takes care of its near neighborhood and
ignores the agents which are far from it, see Figure 4.

III. DISTRIBUTED SIMULATION SYSTEM

In order to organize an efficient simulation process for our
crowd model, we address two issues: 1) we reduce the amount
of information which is updated in each simulation step by
means of the intelligent interest management, and 2) we par-
allelize/distribute the simulation computations by employing
multiple servers and thus accelerating the computations.

Interest management. Interest management stands gener-
ally for the differentiation between important and not im-
portant information. With it, each client receives only those
information updates which are relevant of its simulation state.
The AoI (Area of Interest) management deals with the updates
of not only agents but also other entities, e.g. obstacles.
Figure 5 shows the effect of applying the AoI management.

Distribution of simulation. For distributing the simulation
among several servers, we use the Real-Time Framework

Fig. 5: Area of Interest: off (left) and on (right)

(RTF). The intuitive technique traditionally used in many
distributed applications is ’zoning’: the environment is split
into disjoint zones, in which computations are handled by
different servers. For crowd simulations, the ’zoning’ approach
has several drawbacks. First, agent interaction over zone
borders is prevented, since information is exclusively available
only to one responsible server. Thus, an agent cannot make a
decision based on observing other remote agents, which is
often necessary in practical scenarios. Moreover, when simu-
lating dense crowds, we cannot distribute the computational
workload where it is especially needed: zone borders can
only be placed in sparsely populated areas, thus eventually
leaving the simulation of a very densely populated area to one
server. Finally, strict separation of data among servers requires
the client, responsible for visualization, to communicate fre-
quently with every single server in order to render a complete
picture of the simulation state.

The novelty of our system is the use of ’replication’ rather
than ’zoning’ for computation distribution. Replication means
that each server holds the complete simulation data, see Fig. 6.
Each server is computing updates only for its so-called active
agents; all other agents are called shadowed on this server,
and their updates are computed by other servers (every agent
is active on exactly one server) and received from them. This
allows us to distribute the workload evenly between servers,
even in densely crowded scenarios, without hindering agent
interaction as with ’zoning’. Additionally, a client now only
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Fig. 6: Replication: active and shadow agents

needs to connect to one server to receive a complete picture of
the simulation state for visualization. Replication in our system
is implemented using RTF which supports both replication and
zoning and advanced combinations of both. The simulation
environment is described on a high level of abstraction in
an RTF-specific ’map’ which determines the distribution of
geometrical space on available servers. Our current system
employs a single area replicated over the network: each server
comes with its own HiDAC unit. Using mechanisms offered
by RTF, agents can be added to a unit, removed from it, and
migrated to a different unit at runtime.

IV. EVENT MANAGEMENT

An event in our simulation system is a short-lived, seri-
alizable object which is used within the simulation process
to send messages between the hosts (clients and servers). The
event management subsystem is usually initiated by the client,
e.g., to add or remove a particular obstacle. Another kind of
interactions happen among servers in order to reflect changes
of the simulation state.

The transparent distribution of simulation is supported by
event management: interactions concerning the whole sim-
ulation are implemented as atomic multicasts; interactions
concerning different servers are forwarded automatically; in-
teractions must not bring the simulation into a non-consistent
state.

Fig. 7: Event ClientRefreshCameraPosition

As an example, we consider the situation when a client
changes its camera focus (viewfield) during the simulation
process. In this case, the new position and the orientation of
the camera are read from the data of the virtual camera. As
soon as these values’ changes are greater than a predefined
threshold, the client sends an event with the actual data to the
server to which this client is connected. The server updates the
viewfield of the client and uses it for the AoI management.
The event is implemented as a message which is sent only to
the connected server, see Figure 7.

Another example is the ClientToggleDoorState
event for opening/closing a particular door. As a rule, doors
are managed by a single server, such that a client which is not
connected to this server should forward the event to it, see
Figure 8.

Fig. 8: Event ClientToggleDoorState

A special case is the event ClientAddAgent, with a
possibility for a server to forward the event to another server.
This happens if this other server manages fewer agents than
the server to which the event was initially sent. Forwarding
the message allows to balance the load between servers.

The only exception in the event management is the event
ServerSendDoorWeights which is not sent from a client
but rather from each replicated server to the activating server.
This server manages a global object which contains the actual
door weights of the simulation. The event sends the difference
vector which reflects the change during the previous simulation
step on the server. This vector is then used for computation
on the server which manages the global object.

V. EXPERIMENTAL RESULTS

In order to assess the performance of our simulation system,
we conducted a series of tests in a high-load setup which
emphasized those elements of a simulation scenario that
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Fig. 9: Simulation speed on 1 to 12 servers.

lead to bottlenecks in the system’s performance. We studied
a complex indoor environment with many rooms and one
large, unobstructed area, which is much more challenging
than the simpler scenarios which are usually studied in the
literature. While other agents hidden from agent’s sight can
be disregarded in many calculations, open space takes away
this potential performance gain. Also, our testing setup ensures
permanent agent movement because this induces additional
computational workload. E.g., a scenario with 400 stationary
agents may require less computing power than a scenario with
200 moving agents. Measurements were conducted on a local
network of common desktop PCs (servers).

The measured value in the experiments is the rate of
simulation in frames per second (fps) on the weakest system
server. Measurements were done as follows: First, the server
environment was prepared, comprising 1, 2, 4, 6, 8, 10, or
12 servers. Then, the test scenario was populated with 20
agents. After 1 minute runtime, the server simulation speed
was measured. The simulation then again was populated with
40 to 400 agents, with a step of 20 agents, and measurements
were taken again after 1 minute.

Our series of tests with the evacuation scenario for the St.
Paulus Cathedral in Muenster (a medieval building of about
5000 sqm with a complex system of doors) produce the results
shown in Figure 9. We observe that an increase in the number
of servers allows for the simulation of more agents, or, at a
fixed number of agents, increases the rate of simulation in
fps. A value of 10 fps is an empirically found threshold to
ensure correct calculations in our implementation: rate <<10
fps may lead to calculation errors, e.g., agents passing through
walls. As shown in Figure 9, four servers already suffice
to achieve this threshold for up to 395 simulated agents.

Regarding scalability, one server can simulate 170 agents at
10 fps, whereas two servers manage 280 agents at the same
frame rate (an increase of 64%), and four servers can increase
this number further to 395 (132%).

VI. CONCLUSION

In this paper, we extended and modified the HiDAC ap-
proach to crowd simulation [5]. The advantages of our system
include: flexibility (interactive changes at runtime), extensi-
bility (accommodating new behavioral factors) and efficiency
(real-time response) and, most importantly, the scalability over
the number of servers used for the simulation of especially
large, dense crowds. We also demonstrated that our Real-
Time Framework (RTF) [2], originally created for applications
like multi-player online games, supports high-performance dis-
tributed implementation of agent-based simulations at runtime
and ensures their high scalability.
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Abstract—Parallel Discrete Event Simulation (PDES) using
distributed synchronization supports the concurrent execution of
discrete event simulation models on parallel processing hardware
platforms. The multi-core/many-core era has provided a low
latency “cluster on a chip” architecture for high-performance
simulation and modeling of complex systems. A research many-
core processor named the Single-Chip Cloud Computer (SCC)
has been created by Intel Labs that contains some interesting
opportunities for PDES research and development. The features
of most interest in the SCC system are: low-latency messag-
ing hardware, software managed cache coherence, and (user
controllable) core independent dynamic frequency and voltage
regulation capability. Ideally, each of these features provide
interesting opportunities that can be exploited for improving
the performance of PDES. This paper reports some preliminary
efforts to migrate an optimistically synchronized parallel simu-
lation kernel called WARPED to an SCC emulation system called
Rock Creek Communication Environment (RCCE). The WARPED
simulation kernel has been ported to the RCCE environment
and several test simulation models have also been ported to the
RCCE environment. Based on initial efforts, some preliminary
insights on how to exploit some of the exotic features of SCC for
increasing the performance of PDES applications is noted.

Index Terms—Parallel and Distributed Simulation, Time Warp,
Many-core processors.

I. INTRODUCTION

Discrete Event Simulation (DES) is widely used for perfor-
mance evaluation across many disciplines, including: computer
systems, computer networks, wired and wireless networks,
emergency evacuation management, wargaming, and others
[1], [2]. Often the simulation models grow very large and
can easily exceed the capabilities of large single-processor
compute platform. Thus, many simulation analysis activities
are based on fairly small simulation models whose behavior
is projected into the larger reality that the simulation is
attempting to model. The results from these projections can be
highly inaccurate [1]. PDES propose to help solve this problem
by running the simulation on a cluster of computers, but it has
thus far failed to deliver a promise of reliable speedup across
many applications. This failure is largely due to the huge
mismatch in speeds of execution vs communication of classic
parallel platforms. The integrated solution and more uniform
performance between communication and computation on

Support for this work was provided in part by the National Science
Foundation under grant CNS–0915337. The Intel c++ compiler used for this
project is provided by Ohio Super Computing Center.

Intel’s SCC [3], [4] many-core solution will provide a key
opportunity for parallel simulation to begin having a dramatic
role in the cloud services community.

In PDES, the concurrently executed simulations commu-
nicate by exchanging time-stamped event messages. Unfor-
tunately, the event processing step in most simulation ap-
plications are fine-grained computations that generate one or
more (but only a few) new events per event execution. One of
the key problems in optimizing parallel simulation is finding
adequate event processing work during the higher latency
event communications. Intel’s SCC many-core processor chip
provides a low latency on-chip communication medium that
should substantially reduce the time disparity between event
processing costs and event communication costs.

The Intel SCC chip also has other features that present
exciting and unique opportunities for optimizing parallel soft-
ware codes. For example, the current SCC chip has cache
memory that does not enforce coherence; it also has program
controlled power and frequency islands allowing independent
frequency/voltage settings among subsets of the processor
cores. From the perspective of optimistically synchronized
parallel simulation (e.g., Time Warp [1], [5]), the ability
to use software to modulate power and frequency islands
provides an opportunity for the simulation kernel to slow the
processing that occur off the critical path and accelerate the
processing on the critical path (within the bounds of satisfying
the total processor thermal envelope). Thus, balancing the
load and potentially accelerating the critical path of the total
parallel simulation (similar to Intel’s dynamic overclocking).
The optimistic nature of Time Warp synchronized simulations
may also allow one to exploit the incoherent caches by
allowing continued execution for some time without forcing
unnecessary coherency checks. However, suitable algorithms
to successfully exploit this are not yet known to the authors.

This work focuses on the potential opportunities between
Time Warp parallel simulation and the Intel SCC many-core
platform. The principle objective of this work is to develop
techniques to affect ultra-high performance parallel simulation
on many-core processors and ultimately on cloud services
provided by clusters of many-core processors. To pursue these
investigations, the WARPED simulation kernel [6] is used.
WARPED was developed at the University of Cincinnati for
supporting large scale simulations (millions of concurrently
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executed simulation objects) on smaller (32-64 node) Beowulf
clusters. WARPED is an excellent starting point for this project
because it is a modular design setup with threaded objects
setup for execution on a heterogeneous Beowulf platform that
contains local (shared memory) and remote (Message Passing
Interface, MPI, based messaging) communication capabilities.

This paper reports on some preliminary explorations to
effectively utilize the SCC many-core processor for efficient
parallel simulation modeling and analysis. This work throws
light on further research for running PDES on many-core
Beowulf clusters. The rest of the paper is organized as follows:
Section II presents some background and related work. Section
III provides a brief introduction to parallel simulation and
WARPED. Section IV describes the challenges faced while
porting WARPED to the RCCE environment. Section V de-
scribes the experimental setup and presents some preliminary
performance results. Section VI presents some future research
directions that we hope to follow with SCC. Finally Section
VII concludes the paper.

II. BACKGROUND AND RELATED WORK

Cloud computing will play a significant role in the future for
providing general purpose and high performance computing
capabilities. Furthermore, the cloud computing platform will
almost certainly be composed primarily of multi-core and
many-core processing nodes. Hence the issues of efficiently
running PDES on multi-core and many-core processors in
cloud infrastructure is an important area of research worth
exploring. Fujimoto et al [7] has analyzed this area and studied
the different issues encountered while running PDES on cloud.
One of the issues is the processing delays of the PDES
simulation due to the load sharing of the node with other
tasks in the cloud. Malik et al [8] has analyzed this issue and
come up with a modified version of the Time Warp protocol
to mitigate this issue.

PDES researchers have also worked to enhance the per-
formance of PDES execution on multi-core processors [9],
[10]. When PDES runs in a cluster of multi-core nodes,
communications between the cores will have substantially
lower latencies than communications between nodes. Bahulkar
et al [9] has studied the behavior of communication between
the cores and between the nodes and their overall impact in
the performance of the simulation. They found that if the
frequently communicating cores are present in the same chip,
it greatly enhances the performance of the PDES. This has lead
them to focus their studies on partitioning and load balancing.

Intel’s SCC chip is an experimental many-core processor
created by Intel Labs mainly for the purpose of many-core
research efforts. SCC is the first Intel chip with x86 compliant
cores on a single die. The die has 48 cores organized into
24 Tiles with 2 x86 cores per Tile (Figure 1). The principle
features of the SCC platform are: (i) hardware support for
message passing between cores implemented by a 2-D on-chip
mesh interconnection network, (ii) an absence of hardware
cache coherency on the Tile caches, and (iii) a fine grained,

software controllable, dynamic power and frequency manage-
ment capability.

Each SCC Tile contains a hardware router, 256KB of L2
cache for each core (2) on the Tile, a 16KB shared Message
Passing Buffer (MPB), and 16KB of L1 caches in each core.
The MPB provides high-performance on-chip message passing
capabilities. The message bandwidth is around 1 GB/s and on-
die 2D mesh bisection bandwidth is 2 Tb/s. The MPB memory
is cached only in L1 cache of the core and hardware coherence
is not enforced. Hence care must be taken while accessing
the MPB memory. Typically the programmer will invalidate
the cache entry before accessing the MPB memory. Since the
caches are incoherent, a shared memory application running
across multiple cores must use software managed coherence
to ensure correct memory accesses.

One more interesting feature of SCC is that the software
control of the operating frequency and voltage of the process-
ing cores. Specifically the operating frequency of the cores
and the 2D communication network can be controlled by the
executing software. As illustrated in Figure 1, the frequency
and voltage adjustment occurs in groups of cores (called
islands) on the chip. Each Tile forms a frequency island and
2x2 groups of Tiles form voltage islands. Thus there are a total
of 28 frequency domains (24 for the processing cores; one each
for the system interface, the voltage regulator controller, and
the 2D communication network and memory controller) and 7
voltage domains (6 domains for the cores and 1 domain for the
2D communication network). All of the cores in a frequency
island will share the same frequency and all cores in a voltage
island will share the same voltage. Frequency changes take
only a few cycles whereas voltage changes occur on the
order of a million cycles. Hence in addition to voltage change
instructions, additional instructions are also provided to check
whether the voltage change is complete. The inter-core latency
within the SCC chip over a 2D-message network is directly
proportional to the number of hops taken by the packet. As
Figure 1 shows, by default 12 cores in each quadrant are
mapped to a specific memory controller. External memory
requests are serviced by these memory controllers.

III. PARALLEL SIMULATION AND WARPED

Research in parallel and distributed simulation focuses
primarily on distributed synchronization mechanisms and the
methods to optimize them [1]. A distributed simulation will
organize a sequential simulation into concurrently executing
parts that are called Logical Processes (LPs). The LP will
concurrently process events (following some synchronization
protocol) and exchange timestamped messages to communi-
cate event information designated for another LP.

There are two main categories of synchronization protocols
for distributed simulation, namely: (i) conservative [11], and
(ii) optimistic [5], [12]. Conservative techniques implement
a strict enforcement of the “happens-before” relationship be-
tween events [13] to synchronize the LP event processing
activities. In contrast, optimistic techniques do not strictly
enforce the event causality relations. Instead optimistically
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Fig. 1. Architecture of Intel’s SCC Processor

synchronized simulations will have some mechanism to de-
tect and recover from an event causality error. This permits
optimistic techniques to aggressively process the distributed
events and permit greater amounts of parallelism. Of course
this comes at the cost of also potentially triggering causality
violations that must be repaired.

This paper studies parallel simulation on many-core pro-
cessors using a simulation kernel called WARPED [6], [10],
[14]. WARPED is both a general purpose discrete event API
for building simulation models and an implementation of a
discrete event simulation kernel (implementing the aforemen-
tioned API). The WARPED simulation kernel is highly config-
urable and has optimized implementations of a sequential and
a parallel execution mode. The parallel version implements
the Time Warp protocol [1], [5] for synchronization. The
design goals of WARPED are to support exploratory research
in PDES and to simplify the construction of simulation
models for parallel execution. More precisely, the WARPED
API hides the implementation details from the simulation
model developer. The WARPED code also includes several test
simulation models, namely: (i) the classic PHOLD model used
by many parallel simulation researchers [1], (ii) a configurable
simulation model of a RAID-5 storage array, and (iii) a generic
shared memory multi-processor (SMMP). Parallel execution of
VHDL models using the WARPED kernel is also possible using
the SAVANT/TyVIS tools [15].

Originally WARPED was configured as a collection of highly

optimized heavy-weight processes designed to run on Beowulf
clusters containing (single or multiple) single-core processors
using primarily distributed memory and message passing for
communication [6]. More recently the kernel has been ex-
panded and tuned for multi-core processing [10]. While the
work to optimize WARPED for execution on multi-core pro-
cessors is underway, the architecture of many-core processors
contain exotic features such as on die network interconnect,
no hardware cache coherency, dynamic voltage and frequency
regulation, and so on that are not found on conventional multi-
core processors. Hence the results obtained for running PDES
on multi-core processors cannot necessarily be generalized to
many-core processors.

IV. PORTING ISSUES

The experiments with the SCC many-core platform were
performed in a software emulation environment that executes
on a conventional x86 platform. The emulation environment is
called RCCE. The RCCE environment provides a framework
for software development that closely emulates the SCC com-
munication environment. The WARPED kernel and simulation
models are written in C++ and must be migrated to the
constrained, shared memory environment and support libraries
available for the SCC platform.

The primary language environment for SCC is C and the
message passing environment is primarily designed to support
a SPMD/synchronous communication application program-
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ming environment. Fortunately interfacing the WARPED C++
code with the RCCE API is fairly straightforward. However,
there were several challenges to be overcome before the
WARPED simulation models could be successfully executed
in the RCCE emulator, namely: (i) the use of complex static
variables in WARPED, (ii) the asynchronous communication
patterns used in the WARPED simulation models, (iii) WARPED
has variable length messages sent between LPs, and (iv) issues
with the RCCE emulator while executing PDES on more than
30 cores (While this is not a problem that is overcome in
these experiments, this section explains why experiments were
limited to 30 cores in the emulator). Each of these issues is
discussed more fully in the sections below.

A. Static variables issue

The RCCE emulator uses OpenMP to emulate the SCC
message passing environment. If the program running in
RCCE emulator contains static variables, then they will be
initialized only once and shared between all threads. Un-
fortunately WARPED code contains a significant amount of
static variables that are designed to be static to a specific
thread, not to all threads. To overcome this issue the RCCE
manual recommends the usage of the #pragma openmp
threadprivate directive on static variables whenever they
are encountered and the code is compiled. However, in the
current versions of g++, the threadprivate directive only
works for Plaid Old Data-types (POD) such as int, float,
etc and do not work for non POD types such as class objects.
Fortunately Intel’s icpc C++ compiler can process complex
data types in the threadprivate directive. Thus, a licensed
version of the Intel compiler had to be obtained from the Ohio
Supercomputing Center and the WARPED code was modified
to build correctly with the icpc compiler.

B. Asynchronous Communication Pattern

The RCCE communication system is designed to support
synchronous communication, where a message send request
must wait for the corresponding message receive request. This
is not a good match for the asynchronous message passing
scenario programmed into WARPED. That is, a WARPED LP
sends the message asynchronously and continues with other
work. It then periodically polls back to check whether new
messages incoming have arrived. Fortunately there exists an
asynchronous communication library for the RCCE platform
called immediate RCCE (iRCCE) [16]. Unfortunately, the
ping-ping example pattern in the iRCCE manual and other
sample codes in the Many-core Applications Research Com-
munity (MARC) [17] forums have all used both non-blocking
send or receive in the same function of the application and
then they use a blocking call to poll and check whether the
requests have completed. Even this communication pattern is
not useful for WARPED. WARPED completely decouples the
send and receive primitives into separate functions and no
blocking call can be used after the send or receive.

The solution that was ultimately successful is to put the
asynchronous send and receive requests in a per thread global

wait-list. Whenever the application needs to check for mes-
sages, it simply checks this global wait-list for completed
tasks. This test can be achieved in a non-blocking manner. This
method was programmed into the WARPED code for execution
with RCCE.

C. Arbitrary length messages

The LPs in a WARPED simulation can exchange multiple
message types of varying lengths. Examples of these message
types are: initialization, event message, Global Virtual Time
(GVT) estimation messages, tests for termination, and so
on. As explained in the previous subsection, when messages
are obtained from the global waitlist, any type of message
can be received from LPs on any other core. Therefore, the
message type and size for the next message cannot be known.
Unfortunately, the RCCE/iRCCE platform requires that the
message size in the send and receive operations match. Thus,
the ported WARPED messaging subsystem was modified to
send each message in two parts, the first part is a message
header containing the length of the actual message and the
second part is the actual message. The receive operation
is likewise broken into two receives: the first receive reads
the message length information and uses that information to
trigger the specific command to receive the actual message.
Since the order of the messages is guaranteed, this is a
workable solution.

D. #pragma omp flush issue

The ported version of WARPED runs in parallel on the RCCE
emulator up to 30 cores. However when core count is in-
creased beyond 30, the message headers become polluted, with
payload data from the previous message. Problems similar to
this are reported in the MARC forums. This may be due to a
#pragma omp flush issue reported in the MARC forum
where the MPB does not reflect the latest content after being
written by a thread. As a result, no experimental results are
shown in this paper with SCC node counts above 30.

V. EXPERIMENTAL SETUP AND RESULTS

The simulation experiments were run on two machines.
The first is an Intel Core i7-920 with 4 hyper-threaded cores
supporting 8 threads and operating at 2.67 GHz. The second is
a dual core Intel Core2Duo supporting 2 threads operating at
2.00GHz. Both machines have 3 Gb of RAM and are running
Linux (version 2.6.x).

Four simulation models are packaged with the WARPED
simulation kernel, namely: PHOLD, RAID, SMMP, PING-
PONG. PHOLD is a synthetic simulation widely used by
the parallel simulation community for showing performance
results. The PHOLD configuration used in these experiments
contains 4 LPs with an event density of 4 and with an expo-
nential distribution and a seed of 1.0. The RAID simulation
simulates a RAID 5 disk array composed of 4 disks and with
total of 100 I/O requests issued by two LPs. SMMP is a
simulation model that simulates a symmetric multiprocessing
environment containing 8 processors, with cache speed 10
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Model Runtime (secs)
PHOLD 835.50
RAID 72.40
SMMP 229.50
PINGPONG 49.50

TABLE I
SIMULATION ON 30 CORES WITH THE INTEL I7

MPB Size i7 Runtime (secs)
(bytes) PHOLD RAID SMMP PINGPONG
100 1.03 0.16 5.32 4.08
150 1.01 0.15 5.32 2.10
200 1.00 0.15 5.27 2.53
8K 0.98 0.14 5.27 1.93

TABLE II
MPB ANALYSIS WITH 8 EMULATED SCC CORES ON THE I7

times that of main memory and with cache hit ratio of 0.85.
During the simulation 1,000 memory requests are made to the
memory space by each of the 8 simulated processors. Finally,
the PINGPONG simulation contains a fixed set of balls that
are circulated among a fixed set of players (LPs). A subset of
players start the simulation by circulating the balls to other
players. The simulation ends when all the balls are received
back at the originating LP.

A summary of the simulation runtimes for the emulated 30
core SCC platform is shown in Table I. These results were run
on the Intel i7 platform and they simply show the completion
of all of the simulation models on an emulated configuration
of 30 cores for the SCC platform. In the next two sections,
studies to evaluate the impact of message size and to show the
potential impact that voltage and frequency adjustments might
have are described.

A. Analysis of MPB size

To show the impact of the message passing buffer size on
simulation performance, the above simulation models were run
in the SCC emulator for varying sizes of the MPB (Table
II). By default, the MPB for each core is 8K. However, the
maximum message size used by the simulation models is 235
bytes. Hence the default 8K is more than sufficient for these
simulation models. The simulations were run on the Intel i7
and results are presented in Table II. The Table clearly shows
that the MPB size affects mainly the PINGPONG simulation
and other simulations are not significantly affected. Thus the
performance impacts depends not only on computation load
of the processors but may also be due to their communication
pattern. This is because, of the 4 simulations, SMMP and
PINGPONG have simulation objects executing on all the 8
cores and even SMMP have more simulation objects than
PINGPONG. But interestingly PINGPONG is more affected
by MPB variation than SMMP. This may be due to more inter-
core communications in PINGPONG than in SMMP. But this
needs to be verified further by a detailed investigation on this
subject.

Model # SCC cores Core id Time (sec) Rollbacks
PHOLD 4 0 346.87 2462

1 352.06 3794
2 352.57 2911
3 352.76 2640

RAID 4 0 26.36 381
1 26.53 175
2 26.52 1344
3 26.54 836

SMMP 4 0 71.92 20052
1 71.91 2359
2 71.94 1201
3 71.92 4531

TABLE III
SIMULATION RESULTS FROM CORE2DUO

VI. PDES RESEARCH DIRECTIONS WITH SCC

With the changes outlined in Section IV, all of the WARPED
example simulation models (except VHDL, which was not yet
attempted) were run on the RCCE simulator. The work is still
embryonic and just barely scratched the surface of possibilities
and opportunities with the SCC platform. However, even in
this preliminary state, one can draw some interesting insights.
These are described below.

A. Harnessing voltage and frequency control of SCC

The dynamic voltage and frequency control features of
SCC could be highly useful for balancing and optimizing
the performance of Time Warp synchronized PDES simu-
lations. In particular, the concurrent LPs of a Time Warp
simulation process events aggressively without regard for all
event causalities. Thus, some LPs may have frequent rollbacks
while others (on the critical path) may have minimal rollbacks.
For example, the above simulation models were run for a
configuration of 4 emulated SCC cores and detailed run-
time and rollback numbers were collected. These results are
shown in Table III. The Table shows that the simulation
results for RAID show that the LP on core #1 has only 175
rollbacks while the LP on core #2 has 1344 rollback. Likewise
SMMP shows widely varying rollback performance among the
various cores. By decreasing the frequency of the cores having
excessive rollbacks and increasing the frequency of cores
having minimal rollbacks, the simulation may actually be able
to accelerate the critical path of execution for faster overall
simulation throughput. Thus, on many-core processors with
suitable thermal monitoring and frequency control capabilities,
application specific dynamic overclocking can function to
maximally increase overall throughput. Unfortunately there is
no way known to test this hypothesis with the RCCE software
emulator.

B. Impact of communication on simulation performance

Another interesting area would be to study the communi-
cation between the cores of SCC within a single chip and
communication between cores of SCC on different nodes and
their impact on the overall performance of PDES. This is
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similar to the study of Bahulkar et al [9] but now on many-
core processors.

C. Combining shared memory and distributed memory Time
Warp protocols

In addition to the per-core private memory and message
passing buffer, SCC has a significant amount of off die mem-
ory shared between the cores. The amount of shared memory
is configurable. Time Warp protocol is conventionally used
on either shared memory or distributed memory architectures
and the design of each system varies significantly [6], [18].
The SCC provides a unique opportunity to take the best
of both worlds and to come up with an efficient combined
solution. A similar work is done by Sharma et al [19] on
clusters of multiprocessors. The emphasis of their work is
on exploiting the parallelism of Symmetric MultiProcessing
(SMP) node rather than integrating both shared and distributed
memory time warp designs. One important hurdle to cross in
this direction is maintaining the cache coherency. In SCC no
hardware cache coherency is present for want of scalability of
the cores. Hence cache coherency in SCC has to be maintained
in software which by itself is an interesting research direction.

D. Multilevel Time Warp

Traditional Time Warp optimizations are designed to hide
the high network latency by performing useful work during
the network communications. However, the high speed on
chip network on the SCC processors supports a relatively low
network latency. Hence it may be time to revisit the classical
Time Warp optimizations such as lazy cancellation to see
whether their overhead outweighs their merit in many-core
chips. Finding optimizations for PDES on many-core chips is
a new avenue for research. Further, in the cluster of many-
core processors, the events can be obtained from a local or
remote cores. Hence classical Time Warp optimizations can
applied to remote events and switch to many-core specific
optimizations for events from local core. Hence multilevel
Time Warp protocol can be used to efficiently handle both
the local events and remote events. More study needs to be
done in this area to see the extent of practical usefulness.

VII. CONCLUSION

This initial work with parallel simulation on the RCCE
emulator has provided a few insights on programming needs
for future many-core processors. This is a first step in analyz-
ing the potential perform of the many-core SCC platform for
efficiently supporting Time Warp synchronized parallel simu-
lation. The possibility to adjust frequency and voltage settings
to optimize critical path performance (while maintaining safety
under the processor’s thermal limits) is an interesting prospect
for study. Likewise, the incoherent caches on the SCC plat-
form present opportunities. The dynamic state saving in Time
Warp and the opportunity to repair damage from incorrect or
premature computations may allow for the development of
algorithms to exploit the incoherent caches in interesting ways

to increase performance. In any event, the features of many-
core processors present numerous interesting opportunities and
challenges for the parallel simulation community.

REFERENCES

[1] R. M. Fujimoto, “Parallel discrete event simulation,” Commun. ACM,
vol. 33, pp. 30–53, October 1990.

[2] A. M. Law and W. Kelton, Simulation Modeling and Analysis, 3rd ed.
Mc Graw Hill, 2001.

[3] Intel Press Release, Intel Corporation, “Futuristic intel chip could
reshape how computers are built, consumers interact with their pcs
and personal devices,” Intel Press Release, Intel Corporation, Tech.
Rep., Dec. 2009. [Online]. Available: http://www.intel.com/pressroom/
archive/releases/20091202comp sm.htm

[4] J. Howard et al., “A 48-core IA-32 message-passing processor with
DVFS in 45nm CMOS,” in Solid-State Circuits Conference Digest of
Technical Papers (ISSCC), 2010 IEEE International, 7-11 2010, pp. 108
–109.

[5] D. Jefferson, “Virtual time,” ACM Transactions on Programming Lan-
guages and Systems, vol. 7, no. 3, pp. 405–425, Jul. 1985.

[6] D. E. Martin, P. A. Wilsey, R. J. Hoekstra, E. R. Keiter, S. A. Hutchinson,
T. V. Russo, and L. J. Waters, “Redesigning the warped simulation kernel
for analysis and application development,” in Proceedings of the 36th
annual symposium on Simulation, ser. ANSS ’03, 2003, pp. 216–223.

[7] R. Fujimoto, A. Malik, and A. Park, “Parallel and distributed simulation
in the cloud,” SCS M&S Magazine, 2010.

[8] A. Malik, A. Park, and R. Fujimoto, “Optimistic synchronization of
parallel simulations in cloud computing environments,” in Proceedings
of the 2009 IEEE International Conference on Cloud Computing, ser.
CLOUD ’09, 2009, pp. 49–56.

[9] K. Bahulkar, N. Hofmann, D. Jagtap, N. Abu-Ghazaleh, and D. Pono-
marev, “Performance evaluation of pdes on multi-core clusters,” in
Proceedings of the 2010 IEEE/ACM 14th International Symposium on
Distributed Simulation and Real Time Applications, ser. DS-RT ’10,
2010, pp. 131–140.

[10] R. Miller, “Optimistic parallel discrete event simulation on a beowulf
cluster of multi-core machines,” Master’s thesis, University of Cincin-
nati, Cincinnati, OH, 2010.

[11] J. Misra, “Distributed discrete-event simulation,” Computing Surveys,
vol. 18, no. 1, pp. 39–65, Mar. 1986.

[12] K. M. Chandy and R. Sherman, “Space-time and simulation,” in Dis-
tributed Simulation. Society for Computer Simulation, 1989, pp. 53–57.

[13] L. Lamport, “Time, clocks, and the ordering of events in a distributed
system,” Communications of ACM, vol. 21, no. 7, pp. 558–565, Jul.
1978.

[14] R. King, “WARPED redesigned: An api and implementation for discrete
event simulation analysis and application development,” Master’s thesis,
University of Cincinnati, Cincinnati, OH, 2011.

[15] P. A. Wilsey, D. E. Martin, and K. Subramani, “SA-
VANT/TyVIS/WARPED: Components for the analysis and simulation
of VHDL,” in VHDL Users’ Group Spring 1998 Conference, Mar.
1998, pp. 195–201.

[16] C. Clauss, S. Lankes, J. Galowicz, and T. Bemmerl, “ircce: A non-
blocking communication extension to the rcce communication library
for the intel single-chip cloud computer,” RWTH Aachen University,
Tech. Rep., Feb. 2011. [Online]. Available: http://communities.intel.
com/message/110482#110482

[17] “Marc - manycore application research community.” [Online]. Available:
http://communities.intel.com/community/marc

[18] S. Das, R. Fujimoto, K. Panesar, D. Allison, and M. Hybinette, “Gtw: a
time warp system for shared memory multiprocessors,” in Proceedings
of the 26th conference on Winter simulation, ser. WSC ’94, 1994, pp.
1332–1339.

[19] G. D. Sharma, R. Radhakrishnan, U. K. V. Rajasekaran, N. Abu-
Ghazaleh, and P. A. Wilsey, “Time warp simulation on clumps,” in
Proceedings of the thirteenth workshop on Parallel and distributed
simulation, ser. PADS ’99, 1999, pp. 174–181.

37Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                           47 / 204



Simulation of Particle Deposition in an Airplane Cabin Mockup 

 

 

Miao Wang 
School of Mechanical Engineering 

Purdue University 
West Lafayette, IN 47906, USA 

wang283@purdue.edu 
 

Chao-Hsin Lin 
Environmental Control Systems 
Boeing Commercial Airplanes 

Everett, WA 98124, USA 
chao-hsin.lin@boeing.com 

Qingyan Chen 
School of Mechanical Engineering 

Purdue University 
West Lafayette, IN 47906, USA 

yanchen@purdue.edu 
and 

School of Environmental Science and Technology 
Tianjin University 

Tianjin 300072, China 
yanchen@tju.edu.cn 

 
 
 

Abstract— Accurate prediction of particle deposition in 
airliner cabin is important to estimate exposure risk of 
occupants to infectious diseases. This investigation simulated 
airflow field, particle dispersion and deposition in a half-
occupied four-row cabin mockup using a Detached-Eddy 
Simulation (DES) model with a modified Lagrangian method. 
Three types of particles with diameters of 0.7, 10 and 100 μm 
were studied that represent different particle dispersion and 
deposition processes. This study tested two flow scenarios: one 
is a breathing case in which particles were released from an 
index occupant with very small inertial force; and the other is 
a coughing case in which the particles were released by a high 
momentum jet flow. This study found that the DES model with 
the modified Lagrangian method can predict reasonably good 
results for air velocity, particle concentration and deposition in 
the cabin environment. The particle deposited depended on 
particle size and inertial forces. For the breathing case, the 
deposition rate on the cabin surfaces was 35% for the small 
(0.7 μm) particles, 55% for the medium (10 μm) particle and 
100% for the large (100 μm) particles. In the coughing case, 
the particle deposition was enhanced due to the high initial 
velocity. The particle deposition rate was 48%, 69%, and 
100% for the small, medium and large particles, respectively. 

Keywords-CFD; experiment; particle; deposition; indoor  

I.  INTRODUCTION 

Over four billion people arrive at and depart from 
airports all over the world every year. This figure will double 
by 2025, according to a long term traffic forecast [1]. 
Commercial airplane passengers travel in an enclosed cabin 
environment at close proximity [2]. During the long time of 
air travel, the exposure risk to infectious diseases can be very 
high. Mangili and Gendreau [3] evaluated the risk of 
infectious disease transmission in commercial airplane 
cabins and concluded that air travel was an important factor 
in the worldwide spread of infectious diseases. 

Infectious disease transmission in airplane cabins can 
occur in many ways, such as direct contact with contagious 

particles generated from an infected person, inhaling 
pathogenic airborne agents or droplets, or touching 
contaminated surfaces. These different disease transmission 
paths are all closely related to the deposition and transport of 
contaminant particles or droplets. For example, saliva 
droplets generated by an index person through coughing or 
sneezing can deposit directly on the mouth or eyes of another 
person. The dose of airborne infectious agents and droplets is 
associated with their deposition rate and transport path, and a 
surface in an airplane cabin can be contaminated by the 
trapping of contaminant particles. As the commercial 
airplane cabins are crowded and packed with different solid 
surfaces, their influence on particle deposition and transport 
can be significant. Therefore, it is essential to evaluate the 
level and distribution of particle deposition in a cabin 
environment. 

The rapid growth of computer power makes CFD a 
promising tool for predicting airflows, particle 
transportation, and deposition in enclosed environments 
[4,5]. For cabin airflow and contaminant transport 
simulation, Baker et al. [6] validated their CFD prediction of 
air velocity and mass transport inside an aircraft cabin using 
measurement data. Zhang et al. [7] measured and simulated 
gaseous and particulate contaminant transport in a four-row 
cabin mockup. Poussou et al. [8] simulated transient flow 
and contaminant concentration field in a small-scale cabin 
mockup with a moving body. These studies explored 
complicated airflow and contamination concentration fields 
inside a cabin environment. However, particle deposition on 
cabin surfaces was neglected in these cases, which could be 
significant for a crowded cabin environment. 

Particle deposition has been studied by many researchers, 
however, for other enclosed environments. Lai and Nazaroff 
[9] applied an analogous model for particle deposition to 
smooth indoor surfaces and predicted a reasonable result for 
simple geometry. Lai and Chen [10] conducted a Lagrangian 
simulation for aerosol particle transport and deposition in a 
chamber and found good agreement between their CFD 
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result and the empirical estimation. Zhao et al. [11] 
simulated particle deposition in ventilated rooms. Their 
deposition results agreed with the measured data at low 
turbulence level, but failed to match the experimental data 
when the turbulence was high. Zhang and Chen [12] 
simulated particle deposition on differently oriented surfaces 
inside a cavity using a modified Lagrangian method and 
predicted improved results. Although reasonable prediction 
of deposition was reported by many studies, the relatively 
simple geometry and airflow conditions in these cases may 
not guarantee a good result in a much more complex 
environment such as an airplane cabin. A study of the 
literature showed that particle deposition inside an airplane 
cabin has not been well investigated by either numerical or 
experimental studies.  

Using numerical simulations, this paper aims to extend 
the understanding of contagious particle depositions inside 
an airplane cabin environment. This investigation first 
evaluated a modified Lagrangian particle deposition model 
with Detached Eddy Simulation (DES) [13] and applied it to 
a four-row cabin mockup. The simulation included two flow 
scenarios, one breathing and talking case, and the other a 
coughing case. The particle depositions on different cabin 
surfaces were determined from the simulation results. The 
study discussed the deposition statistics and identified key 
factors related to particle depositions in airplane cabins. 

Section I of this paper introduces the background 
information of this study. Section II shows the numerical 
models used in the simulation. Section III shows the test case 
and simulation results. Section IV discusses the result. 
Section V concludes this study. 

II. AIRFLOW AND PARTICLE PHASE MODELS 

Accurate models of airflow and turbulence in an indoor 
environment are important for predicting the particle 
transportation and deposition process. This study used the 
DES Realizable k-ε model [13], which can provide accurate 
prediction of air velocity and turbulence quantities [14]. Due 
to limited space available, the formulation of this model was 
not included in this paper, but can be found from literature 
[13].  

With the airflow information, this study modeled the 
particle dispersion and deposition with a Lagrangian method, 
which can be expressed as: 

    pp

D p

p

g ρ -ρdu
=F u-u + +F

dt ρ

  
 

where pu


 and  u


 are the particle and air velocities, 

respectively;  pρ and  ρ  are the densities of particles and air 

respectively; g


 is the gravitational force;  F


 is other forces 
such as the Thermophoretic force, Saffman lift force, and 
Brownian force; and   is the drag coefficient. 

In (1), the term u


 represents the actual airflow velocity, 
which should be written as: 

 u=u+u'


 

where u  is the velocity solved by the DES model,  u'  is 
the turbulence velocity component that should be properly 
modeled. Although there is no model available for the DES 
model used in this study, many models have been developed 
for different RANS models, which may be used by the DES 
in its near wall region. This study applied a deposition model 
proposed by Matida et al. [15]. 


* +2 +

i'

i +

i

ζ Au y y 4
u =

y >4ζ 2k/3

 



 

where 0.008A  is a constant, *u is the shear velocity,  
and +y is the distance from a particle to the nearest wall in 
the wall unit. 

III. PREDICTION OF PARTICLE DEPOSITION IN A FOUR-
ROW AIRPLANE CABIN 

A. Case Description 

Fig. 1 depicts the schematic of the four-row twin-aisle 
cabin mockup. In the experiment [7], the cabin mockup had 
28 seats, 14 of which were occupied by human simulators, as 
shown in red in the figure. The air was supplied from two 
groups of linear diffusers located near the center of the 
ceiling. The total airflow rate was 0.23 m3/s, or 8.2 L/s per 
passenger seat. Three-dimensional air velocity and air 
temperature were measured at two planes, as depicted in 
green in Fig. 1. The air velocity and temperature profiles at 
the inlet diffuser and the temperature of different surfaces 
were also measured. 

The particle source was located at the center seat of the 
third row (seat 3D), as shown in Fig. 1. Non-evaporative, 
monodispersed Di-Ethyl-Hexyl-Sebacat (DEHS) particles 
were released from the source into the cabin with a small 
momentum. After the airflow and particle field reached a 
steady-state, the particle concentration was measured at eight 
positions, as shown in Fig. 1. The particle used in the 
experiment had a diameter of 0.7μm. However, in the CFD 
simulation, three sizes of particles (0.7, 10, and 100μm) were 
simulated to study the influence of particle size on the 
particle deposition. 
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Figure 2.  Schematic of the four-row cabin mockup [7]. 

0.3 m/s

 
(a) 

0.3 m/s

 
(b) 

Figure 1.  Comparison of simulated (black vectors) and measured (red 
vectors) airflow field at: (a) the cross-section through the third row, and 

(b) the mid-section along the longitudinal direction.

The numerical simulation was conducted based on CFD 
code ANSYS FLUENT (version 12.1). The study applied the 
DES Realizable k-ε model with the modified Lagrangian 
method as discussed before. The simulation used a solution 
from the RNG k-ε model as the initial field and calculated 10 
minutes of flow time to reach the steady-state flow field. 
Then, the particles were continuously released from the 

source into the cabin and were mixed with the cabin air. For 
each particle size, 1000 particles were generated every 
second. The case was calculated for another 15 minutes of 
flow time until the particle concentration field reached 
steady-state, which corresponded to six complete air changes 
in the cabin. The averaged air velocity, particle 
concentration, and deposition results were obtained in the 
next five minutes of flow time. 

B. Air Velocity Field 

Fig. 2 compares the simulated and measured air velocity 
vectors at the cross-section through the third row and at the 
mid-section along the longitudinal direction. In the cross-
sectional view (Fig. 2 (a)), the ceiling diffusers and the 
thermal plume in the middle generated two large circulations 
at each side of the cabin. The prediction agreed with the 
measurement in terms of circulation pattern. But significant 
discrepancies can be found in a quantitative comparison. 
Similar results were also reported by Zhang et al. [7], who 
concluded that the simulation was very sensitive to the 
accuracy of the boundary conditions, which may not have 
been accurately measured. Note that the airflow field was 
asymmetrical due to the inlet and wall-boundary conditions. 

In the mid-section along the longitudinal direction, the 
vector field shows an upward motion due to the two 
circulations and the thermal plume in the middle of the 
cabin. The CFD result agreed reasonably well with the 
measured data as shown in Fig. 2 (b), though differences can 
be found at some positions. For example, at the third row, the 
CFD model predicted a backward airflow motion, which was 
not supported by the measurements. At the same location, 
the CFD results also predicted a smaller upward velocity 
than did the experiment. 

C. Particle Deposition onto Different Surfaces 

1) Breathing and Talking 
In the experiment, the particles were released with a very 

small initial velocity, which could be representative of the 
particle release from the breathing or talking of a passenger. 
The distribution of the particle deposition at solid walls and 
exhaust vents was also calculated for five minutes of flow 
time in this investigation. The density of the deposition was 
calculated as: 

 dA

total

N
C=

N dA
 

where dAN was the number of particles deposited on 

surface area, dA , during a certain amount of time; totalN was 
the total number of particles generated during the same time; 
and dA was a small surface area, which was the same as the 
computational mesh. 

Fig. 3 shows the normalized particle deposition density 
of the 0.7, 10, and 100 μm particles. Due to the asymmetrical 
airflow pattern, the deposition was also asymmetrical. For 
the small (0.7 μm) particles, a high particle deposition 
density was observed at the ceiling and side walls along the 
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path of the major circulation (Fig. 3(a)), while the floor and 
seat had relatively low deposition density (Fig. 3(d)). This is 
because the particles were small, and mainly followed the 
airflow pattern. The small 0.7 μm particles were carried by 
the thermal plume to reach the ceiling, where most particles 
joined the airflow circulation formed by the supply jets. The 
particles deposited at the ceiling and side walls along their 
path to the exhaust.  

For the medium (10 μm) particles, Fig. 3(b) shows that 
their deposition at the ceiling and side walls was similar to 
that of the small particles, but the deposition rate was much 
lower. The deposition density at the floor was higher. As the 
particle size increased, the gravitational force became 
comparable to the drag force, which changed the deposition 
distribution.  

For the large (100 μm) particles, Fig. 3(c) shows no 

deposition on the ceiling and side walls. All the particles 
were deposited at the surfaces of passenger 3D, as shown in 
Fig. 3(f). For particles of this size, the gravitational force was 
dominant. The particles had a free fall motion from its source 
(mouth/nose) and deposited within a very small area on 
passenger 3D. 

2) Coughing 
This study further modified the initial conditions for the 

particles so as to study the particle deposition with a cough 
from a passenger. The inlet velocity, flow rate, area of 
opening, and angle of the jet flow from the cough were 
chosen according to Gupta et al. [16]. As in the previous 
case, seven sizes of particles were continuously released 
from the cough by the passenger at seat 3D. All the models 
and simulation procedures were the same as in the breathing 
and talking case. 

Fig. 4(a) shows the normalized particle deposition 
density of the 0.7 μm particles at the ceiling and side walls. 
Compared with the previous case, the deposition on the 
ceiling and side walls was significantly reduced. This was 
because the jet flow that carried the particles could penetrate 
the thermal plume. Therefore, most of the particles did not 
enter the major circulation so they could not reach the 
ceiling. For the deposition on the floor and seats, Fig. 4(d) 
shows a high deposition density on the seat back of 
passenger 2D, the surface of passenger 3D, and the floor area 
close to seat 3D, due to the jet impingement. 

For the 10 μm particles, Fig. 4(b) shows a lower 
deposition density at the ceiling and side walls than that for 

the breathing and talking case. As shown in Fig. 4(e), a high 
deposition density was observed in the areas of jet 
impingement. Unlike the 0.7 μm particles that mostly 
suspended in the air after entering the air, a majority of the 
10 μm particles deposited due to the jet momentum and the 
gravity. 

For the 100 μm particles, Fig. 4(c) shows that no particles 
deposited on the ceiling and side walls. All the particles 
deposited on the back surface of seat 2D, the surface of 
passenger 3D, and the floor close to seat 3D due to direct 
impingement and gravity because these particles were too 
heavy to be carried by the airflow. 

IV. DISCUSSION 

Table I shows the statistics of the particle deposition on 
different types of surfaces. For the breathing and talking 
case, 65% of the 0.7 μm particles were removed by air 
through the exhaust. The side walls and ceiling trapped a 
large portion of the particles (12% and 8%, respectively). 
These surfaces may not be frequently contacted by 
passengers. The passenger surfaces had 7% of the 0.7 μm 
particles. Despite the large area, the floor only received 3% 
of the particles. The two section ends trapped 2% of the 
particles because the airflow along the longitudinal direction 
was small. The seat front, seat back, and tray tables trapped 
3% of the particles that could likely be touched by the 
passengers. For the 10 μm particles, the number of particles 
exhausted was reduced to 55%, but was still a majority. The 
deposition on the ceiling decreased to 2% since gravity 
became important for this size of particle. For the 100 μm 
particles, all the particles deposited on the surface of the 
index passenger, which can be explained by their free fall 
motion. In general, the gravity force played a major role in 
the particle deposition. 

In the coughing case, the jet could penetrate the thermal 
plumes and could transport the particles to the lower part of 
the cabin. The jet impingement enhanced particle deposition 
on the floor, thus increasing the total particle deposition by 
13% and 14% for the 0.7 μm and the 10 μm particles, 
respectively. For the two particle sizes, the deposition on the 
passenger also increased. The deposition on the ceiling and 
side walls decreased slightly. About 91% of the 100 μm 
particles deposited on the floor, with the rest on the seat back 
and tray table in front of the index passenger. 

 

V. CONCLUSION 

This study applied the DES model with a modified 
Lagrangian method to predict the particle dispersion in a 
four-row airplane cabin mockup. By comparing with the 
experimental data, this investigation found that this new 
model can predict reasonably good results for air velocity, 
particle concentration, and particle deposition. 

For the cabin case, three sizes of particles were assumed 
to be released by an index passenger sitting in the middle of 
the cabin due to breathing with zero velocity and due to 
coughing with suitable jet velocity. This study found that the 
distribution of particle deposition onto surfaces depended on 
particle size, particle release mode, and the airflow pattern in 

TABLE I.  STATISTICS OF PARTICLE DEPOSITION ON DIFFERENT TYPES 
OF SURFACES 

Surfaces 
Deposition Percentage 

Breathing and talking Coughing 
0.7 μm 10 μm 100 μm 0.7 μm 10 μm 100 μm 

Exhaust 65% 55% 0 52% 31% 0 
Passenger 7% 8% 100% 20% 14% 2% 
Floor 3% 21% 0 15% 49% 91% 
Ceiling 8% 2% 0 4% 1% 0 
Side wall 12% 10% 0 4% 1% 0 
Section end 2% 1% 0 2% 1% 0 
Seat back 1% 1% 0 1% 1% 4% 
Seat front  1% 1% 0 1% 1% 0 
Tray table 1% 1% 0 1% 1% 3% 
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the cabin. In the breathing case, 35% of the small (0.7μm) 
particles, 55% of the medium (10μm) particles, and 100% of 
the large (100μm) particles deposited onto the cabin surface 
and the rest were removed by the cabin ventilation. In the 
coughing case, the number of small, medium and large 
particles deposited changed to 48%, 69%, and 100%, 
respectively. 
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Figure 3.  Particle depositions at different surfaces for the breathing and talking case: the top row is for the ceiling and side wall surfaces and the bottom 
row for the floor and seats surfaces (a) and (d) for 0.7 μm particles, (b) and (e) for 10 μm particles, and (c) and (f) for 100 μm particles. 
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Figure 4.  Particle depositions at different surfaces for the coughing case: the top row is for the ceiling and side wall surfaces and the bottom row is for the 

floor and seats surfaces (a) and (d) for 0.7 μm particles, (b) and (e) for 10 μm particles, and (c) and (f) for 100 μm particles. 
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Abstract - An analytical model of random walk of par-
ticles on one-dimensional lattices and two-dimensional
ones is considered. This model can be used for study of
traffic on multi-lane road, traffic on crossroads, etc. We
have obtained new exact formulas that allow to calcu-
late the average velocity of particles. The steady state
probabilities have been found also. We developed also
an appropriate simulation model. The values, obtained
with aid of analytical calculations, were compared with
simulation results, and the result of this comparison was
that the accordance of the models is good correspondence
of the values found with aid of the two models.

Keywords-stochastic models; random walk; multi-lane
traffic; optimization.

I. INTRODUCTION AND FORMULATION OF PROBLEM

Models of random walk on a lattice, which are used
for the traffic study, help to study characteristics of multi-
lane traffic, the behaviour of traffic on crossroads, etc. Such
models help to solve problems of traffic optimization.

The appearance of cellular automata models in the prob-
lem of traffic flows is associated with publications of Nagel
et al. [1–2], which were published in mid-nineties. In [1–
2], the dependence of the average velocity and intensity of
traffic on the model parameters was studied. The following
factors, which contribute to the activation of this approach
development, can be noted

1) Desire to explain the discrepancy between the solutions
of traffic equations and experimental observations, which
discovered chaotic behaviour in the so-called unstable mode;

2) Desire to create models discrete in time and space
or only by one coordinate, which would be independent
of infinite-dimensional models and take into account the

presence of individual behaviour of ”particles with motivated
behaviour”.

We enumerate papers known to us that contain exact
mathematical results and relate to the theme of our paper.

It has been noted that the scheme considered in [1–2]
is similar to monotone random walks on a lattice. This
theme has its own history. In particular, the papers of Soviet
mathematician Belyaev and his students [3, 4] are devoted
to traffic flows in the underground and contain exact results
for one-dimensional random walk (not only monotone).

There are a lot of experimental results obtained with aid
of cellular automata models. That is apparently due to the
relative availability of computational tools. A Russian math-
ematician Blank gave well-defined statements and achieved
exact results in a number of important cases, [5–6].

For example, one of problem in this scope is the problem
of percolation of fast particles through a lattice with a slow
particles on it.

Here we are talking about exact estimates, while sim-
ulation results such as the experimental observation about
the significant influence of the presence of heavy trucks on
traffic intensity certainly exist.

In [7], a model of particles (vehicles) movement on a
multi-lane road was considered. In this model the velocity
of movement is the sum of determinate and stochastic
components, i.e., vmodel = vdeterm+vstochast. In the model
considered in [7] the determinate component of movement
corresponds to the background movement on lane and the
stochastic component corresponds to individual manoeuvres
of particles. Each lane corresponds to the sequence of cells.
The size of the cell is determined by the dynamic dimension
of the vehicle. The dynamic dimension takes into account the
safety requirement and depends on velocity of movement,
[8]. Stochastic movement is described by monotone walk
on cells of lane and the regular movement is described by
uniform movement of the lane, [7], [9].
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In [10], a model of random walk on one-lane ring has
been considered. The formula has been found for the average
velocity of particles. This formula is a generalization of
formula, obtained in [5], for the model of random walk,
where randomness occurs only for initial configuration of
particles.

In [11–13], models of random walk on a discrete lattice,
similar to models introduced in [7, 9], have been used for
the solving some problems of traffic optimization.

The present work considers a stochastic model, which
describes movement of particles (vehicles) on the multi-
lane road. The steady state probabilities and the average
velocity of particles have been obtained. The configurations
of particles on the lattice determine the model states. The
limiting case is studied, in which the length of lane is
infinitely large.

Some simulation models have been developed, which are
used for the study of characteristics of single-lane and multi-
lane movement.

The developed simulation models were realized using
Delphi 7 environment.

The volume of PC computers memory was sufficient for
the case of nearly 200 cells of the lattice.

A minute of computer program time corresponds to nearly
500 units of discrete model time.

If the simulation time interval is equal nearly 30000 units
of discrete model time, the difference between values of
average particles velocities found with aid of simulation and
analytical models does not usually exceed 1 %.

II. SINGLE-LANE AND MULTI-LANE FLOWS

A. Single-lane flows

Let us describe the stochastic model of movement on the
circle, which was considered in [10]. The ring contains n
cells and m < n particles. If at the current time there is
a particle in the cell and the next cell is empty then the
particle moves to the next cell with probability p. The steady
states probabilities and the average velocity of particles have
been found. States of the model are determined by the
configurations of particles on the lattice. As shown in [10],
the probabilities of states depend on the number of particle
clusters only.

Let us consider a mathematical model of movement on
the lane.

This model is the limiting case of the model studied in
[10]. In this case the number of cells is big. The formula
for average velocity v has been obtained:

v =
1−

√
1− 4rp(1− r)

2r
, (1)

where r is the flow density, r = m/n.
In [10], a formula has been obtained for average velocity

v(n,m) of the stochastic movement on non-moving lane
for number of cells equal n, number of particles equal m,

Figure 1. Average velocity (y-axis) of particle movement on the ring for n
equal to 10 (the upper curve), equal to 100 (the second curve from the top),
170 (the second curve from the bottom) and ∞ (the lower curve), simulation
for n = 30 (the second curve from the top). Values of density are indicated
on x-axis. The same curves are represented on both the diagrams but the
scale of left diagram is larger

and the probability of realization of attempt equal p. In
accordance with this formula

v(n,m) =
n

m

min(m,n−m)∑
k=1

Cp

(1− p)k−1
Ck−1

m−1C
k−1
n−m−1,

where

C =

min(m,n−m)∑
k=1

n

k
· Ck−1

m−1C
k−1
n−m−1

1

(1− p)k−1

−1

,

Ck
m is the number of combinations of k elements from m

ones.
Diagrams of v(n,m) for values of n, equal to 10, 100 and

170, and the diagram of function (1), which corresponds to
an infinitely great value of n, is showed in Fig. 1. Value
of p is supposed to be equal to 0.5. In this figure the
corresponding values of the average velocity of particles,
which have been obtained by simulation, are also shown.
Interval of simulation was supposed to be equal to 10000
simulation steps.

In the case p ∼ 1 we have, using formula (1),

v ∼

{
1, 0 < r ≤ 1

2 ,
1
r − 1, 1

2 < r < 1,

that corresponds to the results of work [5], where a similar
model has been considered for p = 1.

In case p ∼ 0 we have

v ∼ p(1− r).

Function (1) is convex on the flow density. Due to this fact
the problem of the optimal distribution of particles on the
lanes has been solved for canalized movement. This problem
has been formulated in [11].

B. Multi-lane flows

A model of stochastic movement on torus was studied
(Fig. 2). There are several lanes. Each lane is a circle that
consists of some number of cells. The sections of the torus
are also circles and every section contains cells of different
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Figure 2. Torus

lanes. The movement of particles is monotone with respect
to each coordinate, i.e., the particles can move only in
one and the same direction for every coordinate. At the
current time with probability 1/2 the transition of particle
in the direction of the first coordinate and with probability
1/2 the transition of particle in the direction of the second
coordinate is planned. The transitions in the given direction
are planned simultaneously for all the particles. But every
transition is realized with probability that does not depend on
behaviour of the other particles. Suppose that at the current
time the transition of particle in direction of s-th coordinate
is planned, s = 1, 2. If the particle is in cell (i, j) and the
next cell, in direction of the s-th coordinate, is empty, then
with probability 0 < ps < 1, which does not depend on
results of attempts of the other particles, the particle passes
to the next cell in the direction of s-th coordinate, s = 1, 2.

The states of the model correspond to configurations of
particles. It has been proved that in the case of small values
of probabilities p1 and p2 probabilities of all the states
are asymptotically equal to 1/N , where N is the number
of states. Exact formulas have been found for the average
velocity of movement. It is proved that the distribution of
particles on the lanes is hypergeometric for the number of
lanes equal 2 and a generalization of the hypergeometric
distribution if the number of particles is greater than 2.

The behaviour of the model is studied for the case of arbi-
trary values of p1 and p2 and great values of number of cells.
It occurs for this case that the particles are distributed on
the lanes uniformly. The average velocity can be calculated
using formula (1).

III. SIMULATION MODEL OF MULTI-LANE MOVEMENT.
COMPARISON WITH THE ANALYTICAL MODEL

A. The case of non-moving lane

A multi-lane traffic simulation model has been developed.
We consider the case of non-moving lane, i.e. vdet =

0. The model contains a two-dimensional array. There are
K lanes. Each lane is a sequence of n cells. There are m
particles. The transitions of particles occur at integer time
steps. Each cell contains no more than one particle. If at
the current time the cell ahead of a particle is empty then it
passes to the next cell with probability p. If the cell ahead of
the particle is occupied and the neighbouring cell of another
lane is empty then the particle passes to the neighbouring

cell. If the both neighbouring cells on the other lanes are
empty then each of them can be chosen with probability
1/2. If two particles can come to the same cell the priority
is given to the particle that is located on the right.

The results of analytical calculations were compared with
the results of simulation.

The differences of the models are the following
1) Movement is monotone in direction of two coordinates

in the analytical model and movement is monotone in
direction of only coordinate in the simulation model.

2) In the analytical model all the lanes are inner.
3) In the simulation model collisions of particles are pre-

vented by restrictions on changing the lane. This collisions
are impossible in the analytical model as at each time the
transitions in direction of the only coordinate are allowed.

In the analytical model some simplifications are used and
analytical results can be obtained. The simulation model
describes the real situation more detailed.

In accordance with the rules of movement in the sim-
ulation model a particle moves to another lane if there is
another particle in the next cell ahead.

Therefore we should expect that the average velocity
of particles in this model will be slightly higher than the
average velocity of a particle in the mathematical model
(Section II), in which transitions to another lane are inde-
pendent of whether the cell, neighbouring to the cell to be
occupied, is empty or occupied.

In Figure 3 the results of analytical calculations and
results of simulation are given for the models of two-lane
movement. Values of flow density and average velocity are
indicated on x-axis and y-axis respectively.

We suppose that the number of cells on each lane is equal
to 100. Let p and r be defined as in Section II. Let v∗(r)
be the average velocity of a particle that has been found
by simulation and v∗∗(r) be the average velocity calculated
using formula (1). As it was expected the maximum value
of the relative differences

∆ =
u∗(r)− u∗∗(r)

u∗(r)

is attained at r = 0.5 approximately. This can be explained
with the following. By small values of the flow density
a situation, where particles pass to the other lane, occurs
rarely. By great values of flow densities transitions of
particles to the other lane are complicated and therefore
occur also rarely.

As the number of cell on the torus tends to infinity, the
average velocity converges to values calculated with the aid
of formula (1). Therefore data, represented in Fig. 3, give
an estimation of difference between values of the average
velocities in the analytical model of movement on torus and
the simulation model of multi-lane movement.
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Figure 3. Dependence of average velocity on density for p = 0.5.
Lower curve corresponds the analytical model. Upper curve corresponds
the simulation

Figure 4. Results of comparing of the two-lane simulation model (the
upper curve) and model taking into account a determined component of
average velocity (the lower curve). Values of flow density and average
velocity are indicated on x-axis and y-axis respectively.

B. Comparison with the analytical model, which takes into
account the determinate component of the traffic velocity

In Section IIIa, the comparison of the values of average
velocities is represented. We compared also the values of
average velocities of particles in simulation and analytical
models, developed in [7, 9]. In these models the velocity
of movement is represented as sum of the determinate
component and the stochastic one. The approach using such
representation is mentioned in the Section I.

Results of comparison are represented in Fig. 4. This
comparison allows to estimate the differences between the
average velocities, which are obtained with the analytical
and simulation models. This difference can be explained by
that in the simulation model the particles can change lanes
and by this reason the average velocity of movement is some
higher.

As for models which are considered in Section IIIa the
maximum value of the relative differences between values
of velocities is attained at r = 0.5 approximately.

IV. THE ”RING WITH JUNCTIONS” MOVEMENT MODEL.

We consider simulation model of traffic with crossroads,
that is ”figure-of-eight”. This model contains the main ring
and k rings of smaller size, each of that has one common
cell with the main ring, Fig. 5. The flow passing such a cell
(crossroads) divides into two parts.

Figure 5. Movement model ”ring with junctions”

Figure 6. ”Figure-of-eight” model

Some of them remain on the main ring and others begin
to move on the small ring.

In one of version of the model the particles coming to
the crossroads from the main ring have priority and in the
second version the particles coming to the crossroads from
the small ring have priority.

If k = 1 then we have the model of ”figure-of-eight”.
Each ring in the ”figure-of-eight” is represented by one-
dimensional array, Fig. 6. Two arrays have a common
cell, which is a model of cross-road. The common cell
is called cell 0. The first ring contains n1 cells (1, j),
j = 1, 2, . . . , n1. The second cell contains n2 < n1 cells
(2, j), j = 1, 2, . . . , n2. Coming through the crossroads,
particles coming from the first ring have priority over the
particles coming from the second ring.

So there are n = n1 + n2 + 1 cells in the model. There
are m < n1 particles. Each of them occupies one cell. There
is no more one particle in each cell. Transitions of particles
occur at integer time steps. If at integer time k the particle

47Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                           57 / 204



Figure 7. Comparison of diagrams of dependence of average velocity
on density for the ”figure-of-eight” (the lower curve) and one-lane ring
(the upper curve) models. The values of model parameters are supposed as
n1 = 20, n2 = 10, p = 0, 5. Values of flow density and average velocity
are indicated and on x-axis and y-axis respectively.

occupies cell (i, j) and cell (i, j + 1) is empty then with
probability 0 < p < 1 this particle at time k+1 will occupy
cell (i, j + 1) and with probability 1 − p will occupy still
cell (i, j), j = 1, 2, . . . , ni − 1, i = 1, 2.

The results of comparison of values of average velocity
of particles in the ”figure-of-eight” model and the model of
one-lane movement on ring which contains the same number
of cells are represented, Fig. 7.

We can see in the figure that for values of m which are
sufficiently less than n1 differences between values, obtained
using two models, are small. For values of m, close to n2,
sharp decrease of the average velocity occurs. If m ≥ n2

movement stops in some number of simulation steps.

V. CONCLUSION AND FUTURE WORKS

An analytical model have been developed where traffic
is represented by random walk. Exact results for traffic
characteristics have been obtained.

We have developed simulation models taking into account
some features of real traffic more detailed. The values, ob-
tained with aid of the analytical calculations, and simulation
results was compared. It allows to estimate the difference
between average velocities in models with different rules of
movement of particles.

We plan to use the simulation model so that it could help
to obtain new analytical results.
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Abstract—Testing and evaluating advanced traffic video
detection algorithms and systems requires photorealistic source
material to be generated. As recording real life traffic situations
has severe limitations, a Tunnel Simulator is developed to create
custom test scenarios within tunnels. The Tunnel Simulator
enables the creation of custom tunnels by setting properties
for the tunnel and individual traffic events. Based on the
settings, a photorealistic scene is generated with the specified
tunnel, traffic events and ground truth. The scene can then
be previewed in real time 3D view and/or rendered in order
to test the video detection algorithms on it. The presented
Tunnel Simulator is the first high-quality traffic simulator that
succeeds in generating photorealistic source material that can
be used to evaluate traffic video detection algorithms.

Keywords-simulator, traffic video detection, photorealism.

I. INTRODUCTION

Over the years, traffic volume and complexity have been
growing at a steady pace. As a result, traffic managers
are faced with an increased demand in automated traffic
monitoring systems. These systems do not prevent primary
incidents, but once an incident has been positively identified,
protocols for reducing secondary incidents are initiated such
as tuning green-red cycles of traffic lights, closing the tunnel
entrance to prevent collisions, adjusting tunnel ventilation to
cut off oxygen supply to fires, or providing paramedics with
accurate information and images.

New algorithms and features for automated traffic moni-
toring using video image processing need extensive testing
in order to assess quality and reliability under various condi-
tions. In order to test and evaluate new detection algorithms,
accurate video source material is required. This real life
recorded video source footage is then fed to the traffic
monitoring system and the generated output is compared
to a ground truth. In order to do so, a ground truth needs to
be manually created for each relevant video feed. As traffic
and system complexity grows, developers no longer find
the appropriate source material. Despite numerous videos
documenting real traffic incidents, many possible scenarios
and events remain uncaptured on film. Up till now this has
been resolved by creating and recording custom traffic sce-
narios. However, this method does not allow for dangerous
situations to be created, e.g., driving a burning bus through
a tunnel filled with regular traffic. Such an event is a good

example of potentially catastrophic situations that have to be
detected as soon as possible in order to minimize casualties.

As a solution, a Tunnel Simulator was designed and
developed that generates user specified video source material
and ground truth. The choice for focusing on tunnels was
straightforward as a tunnel is potentially the most dangerous
place for incidents, illustrated by the tragic disaster in the
Gotthard tunnel in 2001 where a collision between two
trucks resulted in a fire incident in which eleven persons
died and that lasted over 24 hours before fire-fighters were
able to bring the situation under control. Ever since, traffic
video detection is mandatory in tunnels. Road tunnels must
be equipped with the appropriate equipment for detection
and monitoring, including sensors for temperature, visibility,
CO2, and smoke, as well as video cameras [1]. Incident
detection in tunnels became a key safety aspect for every
major traffic manager, and, even today, it remains a very
important aspect of automated traffic detection systems.

The remainder of this paper is as follows. Section II
outlines the state of the art. Subsequently, Section III defines
the advanced features of our tunnel simulator. Section IV
covers the internal design details. Next, Section V covers
the evaluation results, after which we summarize the most
important conclusions of our work in Section VI.

II. STATE OF THE ART

During the past decades, a considerable amount of re-
search has been done on developing real-time traffic surveil-
lance algorithms based on roadside video aiming to extract
reliable traffic state information [2]-[4]. However, the re-
search is limited to detecting events such as stopped vehicles
or car collisions in open road. As a result, ground truth
material is widely available.

Also different traffic models [5] and simulators have
been built [6]-[9]. These simulators are however intelligent
transportation systems (ITS) and flow control systems and
focus on optimal traffic flow control and calculating the most
efficient route to go from A to B.

Closests to our research goal is the tunnel simulator of the
Swedish Road Administration (SRA). The SRA has built
a Tunnel Simulator [10] in order to provide training for
traffic managers, staff, and paramedics. The large variety
of objects (e.g., grass, trees, vehicles, billboards, buildings,
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railings and lights) allows to create accurate descriptions of
real tunnels, but the quality of rendered computer-generated
imagery (CGI) is low compared to today’s standards. To
the authors’ knowledge, no high-quality traffic simulator has
been reported upon yet.

III. TUNNEL SIMULATOR

Road tunnel operation depends heavily on traffic control
and monitoring, as well as on well prepared and tested
emergency and rescue plans [1]. However, the principle
risk in road tunnels is the driver, a risk that can never
be excluded. Therefore, new algorithms using video image
processing are constantly developed to positively identify
incidents better and faster.

In order to allow extensive testing of these algorithms
to assess quality and reliability, a Tunnel Simulator was
designed and developed to generate user specified video
source material and ground truth. Figure 1 presents the
general concept and Figure 2 a screenshot of the final result.

Figure 1. General concept of the Tunnel Simulator

As can be seen on Figure 1, the Tunnel Simulator consists
of a scene generating module, a traffic generating module
and a module to gather the user’s input. The front-end
enables users to create a custom tunnel by setting and
editing tunnel properties such as height, length, lighting,
angle and direction. Similar steps can be followed to cre-
ate custom traffic events inside the tunnel. The front-end
checks if properties are valid before passing them on to
the scene and/or traffic generator. Communication between
the generators and the 3D application is necessary to create
a virtual world with traffic events. The scene generator
provides the necessary information to build the tunnel, while
the traffic generator adds vehicles and animation paths to
the scene, to set up the animations. Each generator provides
information to the ground truth module in order to build
the based Object Video File (OVF). The 3D application will
use its internal render engine to render the CGI. Optional
tools (e.g., a render farm) are provided to speed up the
rendering process. These loosely coupled modules ensure
easy adaptation/replacement to meet future requirements.
The Tunnel Simulator will generate two outputs: a video

containing the rendered animation and a reference OVF file,
containing a description what happens in the video. This
video can then be fed to a detection system that will generate
a second OVF file. Both OVFs can then be compared in
order to assess and evaluate detection accuracy and quality.

Figure 2. Screenshot of a created tunnel scene by the Tunnel Simulator

The Tunnel Simulator offers advanced features listed
below:

1) User-friendly creation and configuration: Creating
and configuring the tunnel and according scenes is
straightforward by using a user-friendly interface so
that application training can be minimized. Within this
user interface (see Figure 3) all parameters can be set
to shape a tunnel and define a traffic situation.

Figure 3. User interface for tunnel creation and traffic event configuration

2) Photorealism: The traffic detection algorithms use
specular lightning spots, intensity and reflections to
detect vehicles and objects so photorealism is required.
In order to achieve this, for example, two light types
are used per car: spots to light up the environment,
and normal lamps as visible lights on car. Figure 4
shows the result.

3) Adjustable tunnel shape and driving lanes: Dif-
ferent shapes of tunnels can be created using the
simulator by configuring straight and curved sections,
the tunnel shape (e.g., cylinder, rounded rectangle), the
height and width, amount of lanes, uni- or bidirectional
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Figure 4. Modeling the car lights using two light types

traffic, and dead zones at the sides. Also markings are
added on the road to visualize individual driving lanes.
Both markings and lanes are in accordance with road
administration guidelines.

4) Custom traffic events: Users can create a tunnel with
custom traffic events by setting properties for each
individual event. As each car gets a speed description
in advance, this description will determine the car’s
behaviour during the animation. This way, any traffic
event can be generated. Currently supported traffic
events are: regular traffic, cars stopping on specific
lane, traffic jam, falling objects (see Figure 5), and
ghost driver. More events will be added in the future.

Figure 5. Traffic event in which fallen object hinders regular traffic

5) Adjustable lighting: Lighting is another crucial ele-
ment for the scene generation as it changes perception
dramatically. Height, position and amount of light
sources can be configured, as well as the color, inten-
sity and range for each light source. Slight variations
in color and intensity change the level of perceived
realism. This way, physically correct lighting can be
achieved in the tunnel. This is important for detec-
tion algorithms as changes in intensity (e.g., specular

lighting spots) and reflections are means of detecting
vehicles and other objects.

6) Adjustable camera settings: According to the ad-
justable lighting, the amount, height and position of
cameras can be configured, as well as the viewing
angle, focal point and lens.

7) Modular design: The simulator is designed in a mod-
ular way, with loosely coupled modules so that third
parties can create and/or integrate their own modules
into the simulator. This way, the Blender render engine
can be easily replaced by more performant render
engines such as 3ds Max and Maya. Additionally, new
scenarios, such as urban settings and highways, can be
built and easily integrated into the tunnel simulator.

8) Material / texture for road and tunnel: As each
material has unique properties and reacts differently
to light, the best materials are chosen in order to
ensure proper perceived realism. Currently one preset
material is used for the road, and another preset
material is used for the tunnel. However, due to the
modular design, easy integration of new materials and
textures is possible, should the need arise.

9) Preview functionality: The simulator provides the
ability to preview current settings at all times, in order
to facilitate fine tuning and check settings before start-
ing the rendering process. A simplified visualization
of the generated tunnel and traffic events is herefore
constructed and allows real time 3D preview. Once
a satisfactory tunnel is constructed, users can save
the tunnel settings in an XML-file. Scene and traffic
specifications can be saved separately, enabling users
to create custom content blocks and linking them.

10) Performance optimization: Based on the parameters
set in the user interface, a scene is built and the traffic
flow is created. The animation is rendered at a chosen
quality, resulting in a video file and photorealistic,
accurate image suitable for video detection. In order
to improve performance, only what can be seen is
created. As viewing distance inside tunnels is ob-
structed by curves, this improves the rendering process
by not wasting resources on visualizing invisible ob-
jects. Additionally, quality options such as resolution,
oversampling, ambient occlusion and motion blur can
be turned down to speed up the render process. And
finally, a render farm can be used for quicker results.
In our implementation, Farmerjoe was used, but thanks
to the modular design, this can easily be replaced by
another render farm.

IV. INTERNAL DESIGN DETAILS

The Tunnel Simulator has been implemented and is cur-
rently evaluated by Traficon. Below is an overview of the
main internal design details.
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A. Constructing the 3D tunnel using Blender

Due to the high license costs of 3ds Max and Maya,
Blender was chosen to develop the Tunnel Simulator.
Blender features an internal render engine capable of fea-
tures such as ray-tracing, motion blur, oversampling and
ambient occlusion, but lacks real global illumination capa-
bilities, apart from using the radiosity solver, which requires
enormous amounts of processing power.

Creating a 3D tunnel model using Blender can be done
in several ways. One approach is to use basic objects such
as triangles and squares, and use them like building blocks
by scaling, translating and rotating them in order to create
surfaces. Joining multiple surfaces creates objects, called
meshes. The process of joining multiple surfaces can be
compared to welding two metal sheets together. Another
method for constructing a 3D tunnel, and the one we used, is
by moving a cross section along a path in order to define the
tunnel’s shell, similar to extrusion. The first step is creating
a guiding path for the cross section, such as a curve. Blender
has three main types of curves: Bezier curves, NURBS and
paths. Essentially, paths are the same as Bezier curves, but
are initially locked to a 2D plane and have a start and ending
point, giving them a direction from start to end. Any of
these types can be used as a guiding path for the cross
section. Figure 6 displays a path, which was used to create
the outer shell. The path is constructed by seven control
points, called knots. The curve is generated by a Bezier
algorithm. All kinds of free form curves can be created by
manipulating knots (e.g., translations, insertions and adding
weight to knots).

Figure 6. A path created by using Blender

Once the path is created, a cross section needs to be
constructed. This cross section will then be extruded along
the path in order to create the shell. The cross section is
created by using a closed curve such as a Bezier circle or
NURBS circle. The actual shape in Figure 7 is generated by
four Bezier circles, each one creating a quadrant and joined
together. The final step for creating the shell is extrusion,
realized by setting the cross section as the curve’s bevel
shape (see Figure 7). The main advantage of this method is
its easy adjustability. By adjusting the knots and handles, the
shape, length and curvature of the tunnel can be adjusted.

Finally, a road needs to be constructed and placed inside
the shell. This process is similar to creating the shell. A new

Figure 7. Modeling the 3D tunnel with Blender

cross section needs to be constructed. This object is a line
with identical width as the tunnel cross section. An identical
path is created by duplicating the tunnel path and placing it
on top of the tunnel path.

Once the tunnel shape is created, materials are assigned
to it in order to define its appearance. Each material has
unique properties, and reacts differently to light. Therefore,
different (fixed) materials are chosen for the tunnel and road
to ensure proper perceived realism. As already stated, due
to the modular design, easy integration of new materials and
textures is possible, should the need arise.

Changing the tunnel’s width and cross section shape
cannot be directly controlled by users through the graphical
user interface in order to prevent mismatches between cross
section diameter and road settings. The user is only allowed
to change road settings such as number of lanes, driving
lane width and dead zone space. Adjusting these settings
will automatically cause the tunnel cross section to scale to
a suitable size.

B. Creating the vehicle database
The 3D cars and SUVs used by the Tunnel Simulator are

provided by Marlin Studios. Each vehicle is constructed by
approximately 2100 to 4000 polygons and is made up by
four groups of sub objects and a high resolution texture:
glass windows, body, interior and wheels. The high resolu-
tion texture is improved by implementing normal mapping
and ambient occlusion baking. Most of the car’s interior was
removed since this is not visible when rendering.

As no (free) models of trucks with good quality and level
of detail for Blender could be found, we built the truck
model ourselves. The model uses 3789 polygons and texture
mapping to provide extra detail. Figure 8 presents the three
different trucks currently supported in the Tunnel Simulator.

C. Creating the lighting setup
Now that the scene and vehicle database is created, the

lighting setup needs to be constructed to mimic lighting
conditions inside a real life tunnel. Adding lights to a closed
scene can change perception dramatically.

There are five different kinds of lights available in
Blender: a normal lamp, sun, spot, hemi and area light. Test-
ing indicated that spots produced the most realistic lighting
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Figure 8. Blender truck models

effect inside the tunnel, followed closely by regular lamps.
However, regular lights considerably reduce rendering time,
making these lamps the best choice for the scene generator.

Finding the correct lighting setup was done by studying
real videos taken inside a tunnel and analyzing intensity,
color and positioning, and trying out those settings inside the
virtual environment. Additionally, the lighting setup must be
flexible in order to correspond with tunnel customization. In
Blender this problem can be solved by parenting the lights
to an identical Bezier curve that defines the tunnel’s path.
Next, the lights need to placed at a regular interval along
the tunnel, creating a specific pattern. This process can be
accelerated by using Blender’s DupliFrame function.

DupliFrames stands for Duplication at Frames and is a
modeling technique for objects which are repeated along a
path, such as the wooden sleepers in a railroad, the boards in
a fence or the links in a chain and thus also for creating the
lighting setup along the tunnel’s path. Figure 9 displays the
results from the DupliFrame process. In this case, 22 lights
are equally placed along the tunnel’s path. This process is
also used to position lamp placeholders along the ceiling
and sides of the tunnel and to place markings on the road.

Figure 9. DupliFramed lights are equally placed along the tunnel’s path

D. Adding a camera to the scene and generating traffic

The next step for the scene generator is defining a view
by placing a camera into the scene. Rendered images are
created from the camera’s point of view, similar to shooting
a real life video. At this point the entire 3D tunnel has been

built, a lighting setup has been added, and the camera has
been placed inside the tunnel.

The final step is generating the traffic, linking the traffic
to the tunnel by copying the tunnel’s path, and setting up
individual animations for each vehicle.

The real time event character of game engines, where one
can intervene and influence the scene in real time, is not
possible using Blender to slow down or speed up a car.
Neither is it possible to detect speed changes of cars in order
to slow down or speed up other vehicles too. As Blender can
only render predefined animations, each car needs to have a
given speed description.

Figure 10. Exemplary speed description for a car

Once the animation is created and starts, nothing can
be changed. Whenever the user changes some settings, the
animation needs to be built again. Each animation consists
of three parts: (i) the object that is animated, in this case
the vehicle, (ii) the path to follow, i.e., an offset to the
middle of the tunnel in order to choose a lane, and (iii)
the speed description using interpolation curves. Note that
a small, random deviation is added to the offset so that not
every car drives exactly in the middle of the lane. Figure
10 presents an exemplary speed description for a car. The
speed of a car can be set by tuning the frame rate. This
frame rate is divided by the requested speed (in m/s), and
multiplied with the total length of the visible route section
(in m). This way, the number of frames for the entire route
is retrieved. As presented in Figure 10, from the perspective
of one specific camera, the car starts to drive at frame 100.
About 180 frames later, the car arrives at the end of the
visible route section for that camera. As the speed follows a
straight line from 0 to 1, the position of the car will change
linearly in time. As a result, the car will drive with constant
speed from start to end. The speed description uses Bezier
curves, composed out of Bezier triples (two handlers, one
knot), linked by a smooth line.

Normal traffic occurs when no special events, such as
traffic jams or collisions, occur during the traffic flow. In this
case, the user can set four parameters: speed, flow rate (i.e.,
cars per minute), statistical distribution of vehicle classes,
uni- or bidirectional traffic. These four parameters are used
to simulate the desired traffic by repeating the animation
for a random car and placing it in the scene. A Gaussian
distribution is used to average the distance between the cars.
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Figure 11. Speed description for a car that halfway stops and then speeds
up again

Figure 12. Detection testing using video generated by Tunnel Simulator

Also special traffic events can be implemented. Figure 11
presents the speed description for a car that stops halfway.

The car after a stationary car should also stop to avoid
a collision. Therefore, a custom speed description for these
cars need to be provided as well by slightly shifting the new
speed curve to the right and lowering this curve to make the
car stop after this first car. A for loop is used to repeat this
and let more than one car stop after the stationary car.

In order to make the stops more photorealistic, both back
lights and flashes are added to the cars, lighting up when the
car brakes, respectively warning when standing still. Both
features are implemented using layer descriptions.

The same way, also traffic jams, falling objects, and ghost
driver events are implemented in the Tunnel Simulator.

V. EVALUATION

The Tunnel Simulator fully works according to the speci-
fications. Users are able to create a small tunnel segment (a
single driving lane) to a large (four driving lanes) tunnel
segment. Evaluations at Traficon indicated that all scene
generator properties are intuitive for most of the users.
Users were able to create the desired tunnel with custom
traffic events, which ultimately resulted in a movie and OVF
file. Detection testing at Traficon (see Figure 12) indicated
that the generated movies are well suited for their intended
purpose, with high correlation between both OVF files.
Video footage and a demonstration of the finished project
can be found on [11].

VI. CONCLUSION

The developed Tunnel Simulator enables users to create
a tunnel with custom traffic events by setting properties for
the tunnel and each individual event. As a result, a scene
is generated with the specified tunnel, traffic events and
ground truth. The scene can then be rendered in order to
use it for testing video dectection algorithms. This way, the
quality and reliability of new video detection algorithms can
be extensively tested without the need to create and record
dangerous traffic situations to have video source material.

Future work includes the development of new scenes
(e.g., intersections), vehicle tracking, the addition of fire and
smoke events (e.g., burning vehicle), and pedestrian traffic.
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Abstract— SUMO is an open source traffic simulation package 
including net import and demand modeling components. We 
describe the current state of the package as well as future 
developments and extensions. SUMO helps to investigate 
several research topics e.g. route choice and traffic light 
algorithm or simulating vehicular communication. Therefore 
the framework is used in different projects to simulate 
automatic driving or traffic management strategies. 
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I.  INTRODUCTION 

The German Aerospace Center (DLR) started the 
development of the open source traffic simulation package 
SUMO back in 2001. Since then SUMO has evolved into a 
full featured suite of traffic modeling utilities including a 
road network capable to read different source formats, 
demand generation and routing utilities from various input 
sources (origin destination matrices, traffic counts, etc.), a 
high performance simulation usable for single junctions as 
well as whole cities including a “remote control” interface 
(TraCI) to adapt the simulation online. 

In this paper, we will survey some of the recent 
developments and future prospects of SUMO including 
multimodal simulation and emission modeling. We start with 
an overview of recent projects, then give a more detailed 
description of the two topics mentioned before and finish 
with an outlook on the extensibility especially regarding 
simulation models and online interaction. 

II. THE SUMO SUITE 

SUMO was started to be implemented in 2001, with a 
first open source release in 2002. There are two reasons for 
making the work available as open source. The first is the 
wish to support the traffic simulation community with a free 
tool into which own algorithms can be implemented. While 
there are some open source traffic simulations available, 
most of them have been implemented within a student thesis 
and got unsupported afterwards. A major drawback – besides 
reinventing the wheel – is the almost non-existing 
comparability of the implemented models or algorithms. A 
common simulation platform should be of benefit here. The 
second reason for making the simulation open source was the 
wish to gain support from other institutions.  

SUMO is not only a traffic simulation, but rather a suite 
of applications which help to prepare and to perform the 
simulation of traffic. As the traffic simulation “sumo” 
requires the representation of road networks and traffic 
demand to simulate in an own format, both have to be 
imported or generated using different sources. 

SUMO road networks can be either generated using an 
application named “netgen” or generated by importing a 
digital road map. The road network importer “netconvert” 
allows to read networks from other traffic simulators as 
VISUM, Vissim, or MATsim. It also reads other common 
formats, as shapefiles or Open Street Map. Due to the lack of 
applications, the support for TIGER networks was dropped. 
But TIGER networks are also available as shapefiles and 
were included in the OSM data base. Besides these formats, 
“netconvert” is also capable to read less known formats, as 
RoboCup network format, or openDRIVE. 
 

(a)  

(b)  

Figure 1.  Example conversion of an OpenStreetMap; a) original 
OpenStreetMap view, b) network imported into SUMO. 
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SUMO is a purely microscopic traffic simulation. Each 
vehicle is given explicitly, defined at least by an identifier 
(name), the departure time, and the vehicle’s route through 
the network. If wanted, each vehicle can be described more 
detailed. The departure and arrival properties, such as the 
lane to use, the velocity, or the position can be defined. Each 
vehicle can get a type assigned which describes the vehicle’s 
physical properties and the variables of the used movement 
model. Each vehicle can also be assigned to one of the 
available pollutant or noise emission classes. Additional 
variables allow the definition of the vehicle’s appearance 
within the simulation’s graphical user interface. 

The definitions of vehicles can be generated using 
different sources. For large-scale scenarios usually so-called 
“origin/destination matrices” (O/D matrices) are used. They 
describe the movement between traffic assignment zones in 
vehicle number per time. Often, a single matrix is given for a 
single day what is insufficient for microscopic traffic 
simulations as the direction changes over time are not 
represented. Sometimes, matrices with a scale of 1h are 
available. For large-scale traffic simulations, they are the 
most appropriate source. The SUMO suite includes 
“od2trips”, an application for converting O/D matrices to 
single vehicle trips. Besides disaggregating the matrix, the 
application also assigns an edge from the road network as 
depart/arrival position. The map from traffic assignment 
zones into edges is to be given to application as one input. 

The resulting trips consist of a start and end road together 
with a departure time but no explicit route information. 
Routes are usually calculated by performing a traffic 
assignment employing a routing procedure such as shortest 
path calculations under different cost functions. Details on 
the models in SUMO can be found in section III.B. 

A further route computation application, “jtrrouter”, uses 
definitions of turn percentages at intersection for computing 
routes through the network. Such an approach can be used to 
set up the demand within a part of a city’s road network 
consisting of up to ten nodes. A further application, 
“dfrouter”, computes routes by using information from loop 
detectors. This approach is quite successful when applied to 
highway scenarios where the road network does not contain 
rings and the highway entries and exits are completely 
covered by detectors. It fails on inner-city networks with 
rings and if the coverage with induction loops is low. 

The simulation is time-discrete with a default simulation 
step length of 1s. It is space-continuous and internally, each 
vehicle’s position is described by the lane the vehicle is on 
and the distance from the beginning of this lane. When 
moving through the network, each vehicle’s speed is 
computed using a so-called car-following model. SUMO 
uses an extension of the car-following model developed by 
Stefan Krauß [1]. Changing the lane is done using a model 
developed during the implementation of SUMO [12]. Two 
versions of the traffic simulation exist. The first is a pure 
command line application for efficient batch simulation. The 
second version is a graphical application which renders the 
performed simulation using openGL. 

 

Figure 2.  Screenshot of the graphical user interface coloring vehicles by 
their CO2 emission. 

SUMO allows to generate various outputs for each 
simulation run. These range from simulated induction loops 
to single vehicle positions written in each time steps for all 
vehicles and up to complex values as information about each 
vehicle’s trip or aggregated measures along a street or lane. 
Besides conventional traffic measures, SUMO was extended 
by a noise emission and a pollutant emission / fuel 
consumption model, see also section V.A. 

In 2006 the simulation was extended by the possibility to 
interact with an external application via a socket connection. 
This API was implemented by Axel Wegener and his 
colleagues from the University of Lübeck, and was made 
available as a part of SUMO’s official release. Within the 
iTETRIS project, see section IV.A, this API was reworked, 
integrating it closer to SUMO’s architecture and 
specification. 

TraCI is not the only contribution to SUMO from other 
parties. SUMO Traffic Modeler [13] allows to define a 
population for a given area and compute this population’s 
mobility wishes which can be used as an input for the traffic 
simulation. The same is done by “activitygen” written by 
Piotr Woznica and Walter Bamberger from TU Munich. 
eWorld [14] allows to set up further environmental 
characteristics, such as weather condition and visualizes a 
running, connected simulation. 

III. RESEARCH TOPICS 

A. Vehicular Communication 

The probably most popular application for the SUMO 
suite is modeling traffic within research on V2X – vehicle-
to-vehicle and vehicle-to-infrastructure – communication. 
Here, usually SUMO is coupled to an external 
communication simulation, such as ns2 or ns3 [2] using 
TraCI. For obtaining a functioning environment for the 
simulation of vehicular communications, an applications 
instance which models the V2X application to simulate is 
needed. Additionally, a synchronization and message 
exchange mechanism has to be involved. 

TraNS [15] was a very popular middleware for V2X 
simulation which realizes these needs. It was build upon 

56Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                           66 / 204



SUMO and ns2. Here, the TraNS extensions to ns2 were 
responsible for synchronizing the simulators and the 
application had also to be modeled within ns2. TraNS was 
the major reason for making TraCI open source. With the 
end of the projects the original TraNS authors were working 
on, TraNS itself got no longer maintained and works with a 
very old SUMO version only, as the TraCI API was 
changed. 

A modern replacement for TraNS was implemented 
within the iTETRIS project [7]. The iTETRIS system 
couples SUMO and ns2’s successor ns3. ns3 was chosen, as 
ns2 was found to be unstable when working with a large 
number of vehicles. Within the iTETRIS system, the 
“iTETRIS Control System”, an application written in c++ is 
responsible for starting and synchronizing simulators. The 
V2X applications are modeled in own, language-agnostic 
programs. This clear distribution of responsibilities allows to 
implement own applications conveniently in ones favorite 
programming language. 

A very flexible approach for coupling SUMO with other 
applications is the VSimRTI middleware developed by FhG 
Fokus [16]. Its HLA-based architecture does not only allow 
the interaction between SUMO and other communication 
simulators. It is also able to connect SUMO and Vissim, a 
commercial traffic simulation package. In [16], a system is 
described where SUMO was used to model large-scale areas 
coarsely, while Vissim was used for a fine-grained 
simulation of traffic intersections. 

Besides the named possibilities to simulate vehicular 
applications, other implementations allow to use SUMO in 
combination with other communication simulators such as 
ns2 or ns3. 

Many vehicular communication applications target at 
increasing safety. It should be stated, that up to now, 
microscopic traffic flow models are not capable to compute 
safety-related measures. SUMO’s strength lies in simulation 
of V2X applications which aim at the improvement of traffic 
efficiency. Also, evaluating concepts for forwarding 
messages to their defined destination (“message routing”) 
can be done using SUMO, see for example [17] or [18]. 

B. Route Choice and dynamic Navigation 

The assignment of proper routes to a complete demand or 
a subset of vehicles is investigated both, on a theoretical base 
and as new applications. On the theoretical level, the interest 
lies in a proper modeling of how traffic participants choose a 
route – a path through the given road network – to their 
desired destination. As the duration to pass an edge of the 
road graph highly depends on the numbers of participants 
using this edge, the computation of routes through the 
network under load is a crucial step in preparing large-scale 
traffic simulations. Due to its fast execution speed, SUMO 
allows to investigate algorithms for this “user assignment” or 
“traffic assignment” on a microscopic base. Usually, such 
algorithms are investigated using macroscopic traffic flow 
models, or even using coarser road capacity models which 
do not resemble dissolving road congestions. 

The SUMO suite supports such investigations using the 
“duarouter” application. By now, two algorithms for 

computing a user assignment are implemented, c-logit and 
Gawron’s dynamic user assignment algorithm. Both are 
iterative and due to this time consuming. Possibilities to 
reduce the duration to compute an assignment were 
evaluated and are reported in [19]. A further possibility to 
reduce the computational effort is given in [20]. Here, 
vehicles are routed only once, directly by the simulation and 
the route choice is done based on a continuous adaptation of 
the edge weights during the simulation. 

Practical applications for route choice mechanisms arise 
with the increasing intelligence of navigation systems. 
Navigation systems as Tom Tom’s IQ routes ([21]) use on-
line traffic information to support the user with a fastest 
route through the network regarding the current situation on 
the streets. A set of research is done on finding new ways of 
determining the state on the road network, where vehicular 
communication is one possibility. With the increased 
penetration rate of vehicles equipped with a navigation 
device, a further question arises: what happens if all vehicles 
get the same information? Will they all use the same route 
and generate new congestions? This question is not only 
relevant for drivers, but also for local authorities as 
navigation devices may invalidate concepts for keeping 
certain areas calm by routing vehicles through these areas. 
SUMO allows to address these topics, see, i.e., [9]. 

C. Traffic Light Algorithms 

The evaluation of developed traffic light programs or 
algorithms for making traffic lights adaptable to the current 
traffic is one of the main applications for microscopic traffic 
flow simulations. As SUMO’s network model is relatively 
coarse compared to commercial applications as Vissim, 
SUMO is usually not used by traffic engineers for evaluating 
real-life intersections. Still, SUMO’s fast execution time and 
its open TraCI API for interaction with external applications 
make it a good candidate for evaluating new traffic control 
algorithms, both for controlling a single intersection ([22]) 
and for net-wide investigations. By distinguishing different 
vehicle types, SUMO also allows the simulation of public 
transport or emergency vehicle prioritization at intersections 
[5]. 

The first investigations were performed by implementing 
the traffic light algorithms to evaluate directly into the 
simulation’s core. Over the years, this has showed to be hard 
to maintain. Using TraCI seems to be a more sustainable 
procedure currently. 

D. Evaluation of Surveillance Systems 

SUMO’s capability to simulate large-scale scenarios 
allows the evaluation of new traffic surveillance systems. 
Within the VABENE project, a running traffic simulation 
was calibrated using conventional induction loop measures, 
and using vehicle densities and average velocities obtained 
from an airborne camera system which was mounted under a 
zeppelin. The taken pictures were processed on board of the 
zeppelin and the system sent the positions of vehicles to the 
ground center. Here, the number of vehicles running through 
the simulation was matched to the number of vehicles 
running on the observed street in reality. 
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Within the TrafficOnline project, a system for travel 
speed observation using GSM data was designed, 
implemented, and evaluated. SUMO’s responsibility was to 
generate a virtual telephony behavior. For testing the travel 
speed recognition system, not only road traffic on both 
highways and within urban areas was modeled. Additionally, 
busses, light rail and fast rail were modeled to evaluate 
whether the system is able to detect the speeds on the roads 
even if additional moving participants exist. 

IV. RECENT PROJECTS 

SUMO was and is used and extended in several research 
projects. In the following, only some of the recent ones are 
named. 

A. iTetris 

The interest in V2X communication is increasing but it is 
expensive and may be even dangerous to implement such a 
system. For research studies which measure the benefits of a 
system before it is deployed into the real world, a simulation 
framework which simulates the interaction between vehicles 
and infrastructure of whole cities is needed. The aim of 
iTETRIS project was to develop such framework and to 
couple the communication simulator ns3 and SUMO using 
an open source system called “iCS” – iTETRIS Control 
System which was developed within the project. The iCS is 
responsible for starting the named simulators and additional 
programs which simulate the V2X applications. It is also 
responsible for synchronizing the participating simulators, 
and for the message exchange. Using this simulation 
framework it was possible to investigate the impacts on V2X 
communication strategies.  

Within the project several traffic management strategies 
were simulated e.g. prioritization of emergency vehicles at 
controlled intersections [5] and rerouting vehicles over bus 
lanes using V2X communication [6]. 

B. VABENE 

Traffic is more and more important for large cities. Big 
events or even catastrophes might cause traffic jams and 
problems to the transport systems and might even be 
dangerous for the people who live in the city. Public 
authorities are responsible to take the according action to 
prevent the worst case. The objective of VABENE is to 
implement a system which supports the public authority to 
decide which action should be taken. 

The focus in this project lies on simulating the traffic of 
large cities. The system shows the current traffic state of the 
whole traffic network which helps the traffic manager to 
realize when a critical traffic state will be reached. To 
simulate the traffic of a large region like Munich and the area 
around Munich a mesoscopic traffic model was implemented 
into SUMO which is available for internal proposes only. 

The simulation is restarted every 10 minutes, loads a 
previously saved state of the road network and computes the 
state for half an hour ahead. While running, the simulation 
state is calibrated using induction loop measures and 
measures collected from an airborne traffic surveillance 
system. Both, the current traffic state as well as the 

prediction of the future state is presented to the authorities. 
This system is the successor of demonstrators used during 
the pope’s visit in Germany in 2005 and during the FIFA 
World Cup in 2006. 

C. CityMobil 

Microscopic traffic simulations also allow the evaluation 
of large scale effects of changes in vehicle or driver behavior 
such as the introduction of automated vehicles or 
electromobility. The former was examined with the help of 
SUMO in the EU project CityMobil where different 
scenarios of (partly) automated cars or personal rapid transit 
were set up on different scales, from a parking area up to 
whole cities. 

On a small scale, the benefits of an autonomous bus 
system were evaluated. In this scenario, busses are informed 
about waiting passengers and adapt their routes to this 
demand. On a large scale, the influence of platooning 
vehicles was investigated, using the model of a middle-sized 
city of 100.000 inhabitants. Both simulations showed 
positive effects of the transport automation. 

V. RECENT EXTENSIONS 

A. Emission and Noise Modeling 

Within the iTETRIS project, SUMO was extended by a 
model for noise emission and a model for pollutant emission 
and fuel consumption. This was required within the project 
for evaluating the ecological influences of the developed 
V2X applications. 

Both models are based on existing descriptions. 7 models 
for noise emission and 15 pollutant emission / fuel 
consumption models were evaluated, first. The parameter 
they need and their output were put against values available 
within the simulation and against the wanted output, 
respectively. Finally, HARMONOISE [23] was chosen as 
noise emission model. Pollutant emission and fuel 
consumption is implemented using a continuous model 
derived from values stored in the HBEFA database [24]. 

The pollutant emission model’s implementation within 
SUMO allows to collect the emissions and fuel consumption 
of a vehicle over the vehicle’s complete ride and to write this 
values into a file. It is also possible to write collected 
emissions for lanes or edges for defined, variable 
aggregation time intervals. The only available noise output 
collects the noise emitted on lanes or edges within pre-
defined time intervals. A per-vehicle noise collecting output 
is not available. Additionally, it is possible to retrieve the 
noise, emitted pollutants, and fuel consumption of a vehicle 
in each time step via TraCI. Also, collected emissions, 
consumption, and noise level for a lane or a road can be 
retrieved. 

Besides measuring the level of emissions or noise for 
certain scenarios, the emission computation was also used 
for investigating new concepts of vehicle routing and 
dependencies between the traffic light signal plans and 
emissions [25]. 
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B. Person-based Intermodal Traffic Simulation 

A rising relevance of intermodal traffic can be expected due 
to ongoing urbanization and increasing environmental 
concerns. To accommodate this trend SUMO was extended 
by capabilities for simulating intermodal traffic. We give a 
brief account of the newly added concepts and report on our 
experience with person-based intermodal simulation.  

The conceptual center of intermodal-traffic is the 
individual person. This person needs to undertake a series of 
trips each of which may be taken with a different mode of 
transport such as personal car, public bus or walking.  Trips 
may include traffic related delays, such as waiting in a jam, 
waiting for a bus or waiting to pick up an additional 
passenger. While all trips may be simulated independently it 
is important to note that earlier delays influence later trips of 
the person.  The above concept is reflected in an extension of 
the SUMO route input. One can now specify a person as list 
of rides, stops and walks. A ride can stand for any vehicular 
transportation, both private and public. It is specified by 
giving a starting edge, ending edge and a specification of the 
allowed vehicles. Stops correspond to non-traffic related 
activities such as working or shopping.  A walk models a trip 
taken by foot but it can also stand for other modes of 
transport which do not interfere with road traffic. Another 
extension concerns the vehicles. In addition to their route, a 
list of stops and a line attribute can be assigned. Each stop 
has a position, and a trigger which may be either a fixed 
time, a waiting time or the id of a person for which the 
vehicle must wait. The line attribute can be used to group 
multiple vehicles as a public transport route. 

These few extensions are sufficient to express the above 
mentioned person trips. They are being used within the 
TAPAS [10][11] project to simulate intermodal traffic for 
the city of Berlin. Preliminary benchmarks have shown that 
the simulation performance is hardly affected by the 
overhead of managing persons.  

In the future we would like to address the following 
issues: 
 Online rerouting of persons. At the moment routing 

across trips must be undertaken before the start of the 
simulation. It is therefore not possible to compensate a 
missed bus by walking instead of waiting for the next 
bus.  

 Visualization of persons. 
 Smart integration of bicycles. Depending on road 

infrastructure bicycle traffic may or may not interact 
with road traffic.  

Import modules for importing public time tables. 

VI. CURRENT DEVELOPMENT 

A. Car-Following and Lane-Change API 

Within the iTETRIS project, first steps towards using 
other models than the used Krauß extension for computing 
the vehicles’ longitudinal movement were taken. An API for 
implementing and embedding other car-following models 
was implemented. Some initial implementations of other 

models exist, though not all of them are able to deal correctly 
with multi-lane urban traffic. The work is assumed to 
continue, especially as the decision was taken to concentrate 
on extending the default model instead of sticking to a well-
defined scientific model. What is already possible to do with 
car-following models is also meant to be implemented for 
lane-change models. 

B. Model Improvements 

One of the initial tasks SUMO was developed for was the 
comparison of traffic flow models, mainly microscopic car-
following and lane-changing models. This wish requires a 
clean implementation of the models to evaluate. On the other 
hand, most models are concentrating to describe a certain 
behavior, e.g. spontaneous jams, making them inappropriate 
to be used within complex scenarios which contain a large 
variety of situations. 

As a recent conclusion, next steps of SUMO 
development will go beyond established car-following 
models. Instead, an own model will be developed, aiming on 
its variability mainly. In a first step, the internal 
representation of road networks will be revalidated and 
cleaned. Then, the work will aim on coupling the car-
following and the lane-changing models closer. 

C. Interoperability 

SUMO is not the only available open source traffic 
simulation platform. Some other simulations, such as 
MATsim [26], offer their own set of tools for demand 
generation, traffic assignment etc. It is planned to make these 
tools being usable in combination with SUMO by increasing 
the capabilities to exchange data. Besides connecting with 
other traffic simulation packages, SUMO is extended for 
being capable to interact with driving or world simulators. 
Within the DLR project “SimWorld Urban”, SUMO is 
connected to the DLR driver simulator, allowing to perform 
simulator test drives through a full-sized and populated city 
area. 

D. Network Editor 

Since 2011, a graphical network editor is implemented. It 
allows to set up a complete road network for SUMO, 
including all needed information, such as correct lane 
number, speed limits, connections across intersections, and 
traffic lights. For now, this tool is not part of the open source 
package, but is held for internal purposes only. 

VII. SUMMARY 

We have presented a coarse overview of the microscopic 
traffic simulation package SUMO, presenting the included 
application along with some common use cases, and the next 
steps within the development. We kindly invite the reader to 
participate in the development. Further information can be 
obtained via the project’s web site [8]. 
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Abstract—Special case of amperometric biosensors is inves-
tigated in this paper. Processes of substrate as well as product
inhibition take place during the operation of these biosensors.
The operation of biosensors is modelled by employing non-
stationary reaction-diffusion equations containing a non-linear
term related to non-Michaelis-Menten kinetics. The equation
system is solved numerically using finite difference technique.
Apparent Michaelis constant is chosen as a good indicator
of biosensor reliability. Its dependency on the substrate and
product inhibition as well as the diffusion modulus and the
Biot number was investigated.

Keywords-modelling; simulation; apparent Michaelis constant;
biosensor; inhibition.

I. INTRODUCTION

A biosensor is a device designed to measure concentra-
tion of some specific substance in a solution. Biosensors
incorporate some biological material, usually an enzyme,
thus its name. Enzymes are organic catalysts which catalyze
very specific chemical reactions and do not infuence or
participate in other reactions. This feature of enzymes is
employed in biosensors for the recognition of particular
chemicals in solutions [1]–[3]. Amperometric biosensors
measure changes in the output current on the working
electrode that occur due to the direct oxidation or reduction
of products of the biochemical reaction. The output current
is usually proportional to the concentration of an analyte
(substrate) in a buffer solution. The concentration of an
analyte is determined using the calibration curve prepared
beforehand. Amperometric biosensors are known to be reli-
able, cheap and highly sensitive for environment monitoring,
food analysis, clinical diagnostics, drug analysis and some
other purposes [4]–[7].

Very frequently biosensors operate following the
Michaelis-Menten kinetics scheme [2], [3],

E + S
k1

GGGGGGBFGGGGGG

k−1
ES

k2
GGGAE + P, (1)

where E is the enzyme, S is the substrate, ES is the enzyme
and substrate complex, and P is the reaction product, ki is
the reaction rate constant, i = −1, 1, 2. However, sometimes
the kinetics of enzyme-catalysed reactions is much more

complex. An inhibition, an activation, an allostery and other
types of non-Michaelis-Menten kinetics are known for the
diversity of enzymes [8]–[12].

This paper investigates the case when the standard scheme
(1) is augmented with two more reactions

ES + S
k3

GGGGGGBFGGGGGG

k−3
ESS, (2)

E + P
k4

GGGGGGBFGGGGGG

k−4
EP, (3)

where ESS is a non-active complex with substrate molecule
and EP is a non-active complex with product molecule, ki
is the reaction rate constant, i = 3,−3, 4,−4. The overall
effect of reaction (2) is called substrate inhibition and the
overall effect of reaction (3) is called product inhibition.

It is very important to investigate kinetic peculiarities of
the biosensors [1]–[3]. In order to perform such investigation
a model of a biosensor should be built [13], [14]. A thorough
review on the modelling of the amperometric biosensors
has been presented by Schulmeister [15] and more recently
by Baronas et al. [16]. The same type of biosensors has
been investigated in the paper by the same authors [17].
This paper enhances the results of investigation [17] and
emphasizes on the sensitivity of biosensor at wide range of
the inhibition constants, diffusion modulus and Biot values.
Apparent Michaelis constant is used as a good indicator
of biosensor sensitivity. A numerical simulation has been
carried out using a finite difference technique [18], [19].

The rest of the paper is organised as follows: in Section II
the mathematical model is described; Section III briefly de-
scribes the numerical model and the simulator; in Section IV
we present results of numerical experiments; and, finally, the
main conclusions are summarized in Section V.

II. MATHEMATICAL MODEL

Main parts of the amperometric biosensor are an electrode
and a layer of enzyme applied on the electrode surface. The
mathematical model consists of two layers: enzyme layer
and diffusion layer. In enzyme layer enzymatic reaction and
diffusion take place while in diffusion layer only diffusion
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takes place. Outside the diffusion layer is the part of solution
where the concentration of the analyte is kept constant.

Consideration that electrode and enzyme layer are sym-
metrical as well as consideration of homogeneous distribu-
tion of the immobilized enzyme in the enzyme membrane
allows definition of one-dimensional-in-space mathematical
model of the biosensor [15].

A. Governing Equations

By omitting the details of the catalysis mechanism, re-
action scheme (1)–(3) may be generalized to the following
form:

S
E

GGGGGAP. (4)

Applying the quasi-steady-state approximation the rate of
the reaction (4) may be expressed as follows [17]:

v(se, pe) =
Vmaxse

kM (1 + pe/kp) + se (1 + se/ks)
, (5)

where se(x, t) and pe(x, t) are the molar concentrations of
the substrate S and the product P in the enzyme layer, x and
t stand for space and time, respectively, Vmax is the maximal
enzymatic rate, kM is the Michaelis-Menten constant, ks is
the substrate inhibition rate, and kp is the product inhibition
rate [1], [2], [20]. These latter parameters are expressed as
follows:

Vmax = k2e0 = k2(ee + ees + eess + eep) , (6a)

kM =
k−1 + k2

k1
, ks =

k−3
k3

, kp =
k−4
k4

, (6b)

where ee(x, t), ees(x, t), eess(x, t) and eep(x, t) are molar
concentrations of the enzyme E, the ES complex, the ESS
complex and the EP complex, respectively. e0 is the total
sum of the concentrations of all the enzyme forms, e0 =
ee + ees + eess + eep. e0 is assumed to be constant in the
entire enzyme layer.

Let x = 0 represents the electrode surface, x = de is the
boundary between the enzyme and the diffusion layers, and
x = de+dd is the boundary between the diffusion layer and
the bulk solution.

The governing equations for a chemical reaction network
can be formulated by the law of mass action [1], [21].
Coupling of the enzyme-catalysed reaction in the enzyme
layer with the one-dimensional-in-space diffusion, described
by Fick‘s law, leads to the following equations of the
reaction–diffusion type (t > 0):

∂se
∂t

= Dse

∂2se
∂x2

− v(se, pe), (7a)

∂pe
∂t

= Dpe

∂2pe
∂x2

+ v(se, pe), 0 < x < de, (7b)

where de is the thickness of the enzyme layer, Dse and
Dpe

are the diffusion coefficients of the substrate and the
reaction product in the enzyme layer.

Outside the enzyme layer only the mass transport by
diffusion of the substrate and the product takes place.
We assume that the external mass transport obeys a finite
diffusion regime,

∂sd
∂t

= Dsd

∂2sd
∂x2

, (8a)

∂pd
∂t

= Dpd

∂2pd
∂x2

, de < x < de + dd, t > 0, (8b)

where sd(x, t) and pd(x, t) stand for concentrations of the
substrate and the product in the diffusion layer, dd is the
thickness of the external diffusion layer, Dsd and Dpd

are
the diffusion coefficients in the diffusion layer.

B. Initial and Boundary Conditions

The biosensor operation starts when some substrate ap-
pears in the bulk solution (t = 0),

se(x, 0) = 0, pe(x, 0) = 0, 0 ≤ x ≤ de, (9a)
sd(x, 0) = 0, pd(x, 0) = 0, de ≤ x < de + dd, (9b)

sd(de + dd, 0) = s0, pd(de + dd, 0) = 0, (9c)

where s0 is the concentration of the analyte (substrate) in
the bulk solution.

Due to the electrode polarization, concentration of the
reaction product at the electrode surface (x = 0) is per-
manently reduced to zero [15],

pe(0, t) = 0. (10)

Since the substrate is not ionized, the substrate concen-
tration flux on the electrode surface equals zero,

Dse

∂se
∂x

∣∣∣∣
x=0

= 0. (11)

The external diffusion layer (de < x < de+dd) is treated
as the Nernst diffusion layer [18]. According to the Nernst
approach the layer of the thickness dd remains unchanged
with time. It is also assumed that away from it the solution
is uniform in the concentration (t > 0),

sd(de + dd, t) = s0, (12a)
pd(de + dd, t) = 0. (12b)

On the boundary between two regions having different
diffusivities, the matching conditions have to be defined
(t > 0),

Dse

∂se
∂x

∣∣∣∣
x=de

= Dsd

∂sd
∂x

∣∣∣∣
x=de

, (13a)

se(de, t) = sd(de, t), (13b)

Dpe

∂pe
∂x

∣∣∣∣
x=de

= Dpd

∂pd
∂x

∣∣∣∣
x=de

, (13c)

pe(de, t) = pd(de, t). (13d)
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According to these conditions, the substrate and the prod-
uct concentration fluxes through the external diffusion layer
are equal to the corresponding fluxes entering the surface of
the enzyme layer. The concentrations of the substrate as well
as the product from both layers are equal on the boundary
between these layers.

C. Biosensor Response

The electric current is measured as a response of a
biosensor in a physical experiment. The current depends
on a flux of reaction product at an electrode surface. Thus
the density i of the current at time t is proportional to the
gradient of the product at the electrode surface, i.e., at the
border x = 0, as described by Faraday’s law,

i(t) = neFDpe

∂pe
∂x

∣∣∣∣
x=0

, (14)

where ne is a number of electrons involved in the elec-
trochemical reaction, and F is Faraday’s constant (F =
96486C/mol) [2], [15].

Usually the steady-state current is used as a response of
amperometric biosensor. However usage of steady-state cur-
rent is not convenient when biosensor exhibits substrate and
product inhibition, because steady-state current is directly
proportional to s0 only in part of the calibration curve [17].
The maximal biosensor current does not have this drawback,

imax = max
t>0

i(t), (15)

where imax is the density of the maximal biosensor current.

D. Apparent Michaelis Constant

At the ideal conditions of the Michaelis-Menten model
the rate of generalized reaction (4) is defined as follows:

v(s0) =
Vmaxs0
kM + s0

.

The maximal possible rate of generalized reaction (4) is
equal

lim
s0→∞

v(s0) = lim
s0→∞

Vmaxs0
kM + s0

= Vmax

If the concentration s0 is numerically equal to kM then
the rate of reaction (4) is equal to half the maximal possible
reaction rate,

v(kM ) =
VmaxkM
kM + kM

= 0.5Vmax

If the biosensor would work at ideal Michaelis-Menten
conditions, it would be possible to calculate kM using the
calibration curve imax(s0), because v(s0) is proportional to
imax(s0),

Vmax ∼ lim
s0→∞

imax(s0), 0.5Vmax ∼ 0.5 lim
s0→∞

imax(s0).

When the Michaelis-Menten constant is calculated for the
particular biosensor from the calibration curve it is called the
apparent Michaelis constant kapp,

kapp =

{
s∗0 : imax(s

∗
0) = 0.5 lim

s0→∞
imax(s0)

}
. (16)

Greater kapp value means longer range of substrate con-
centrations in which the calibration curve resembles a linear
function. Whereas other parts of the curve are largely not
suitable for the biosensor operation. This is the reason why
kapp is an attractive parameter that helps to measure the
sensitivity of biosensor.

Usually, for real biosensors kapp 6= kM [3]. Theoretical
modelling has shown that under certain conditions kapp
depends on the biosensor geometry [22]. It has been shown
that kapp can be increased by the restriction of the substrate
diffusivity [23]. This result can be easily applied for the
biosensor improvement by covering the enzyme layer of a
biosensor with a permeable membrane [23].

E. Limitations of Mathematical Model

The presented mathematical model is a simplified view of
processes taking place during physical biosensor operation.
Some processes are not reflected in the mathematical model.
Physical experiments must obey some constraints in order
to minimize the influence of those neglected processes.

The quasi-steady-state approximation used in the math-
ematical model neglects the fact that concentrations of
enzyme forms (ee, ees, eess and eep) change at the beginning
of a physical experiment. If the equilibrium between enzyme
forms is reached fast enough this approximation is quite
accurate though [20].

The enzyme layer should be of uniform thickness and
the enzyme should be homogeneously distributed throughout
this layer. This is an assumption leading to the construction
of one-dimensional mathematical model. This approach is
widely used and reliable, even though these conditions are
not always satisfied because the enzyme layer often has more
complicated geometry [16].

III. NUMERICAL SIMULATION

The non-linearity of the governing equations prevents us
from solving the initial boundary value problem (7)–(13)
analytically, hence the numerical model is constructed and
solved using finite difference technique [15], [18], [24]. An
implicit finite difference scheme was built on a uniform
discrete grid with 200 points in space direction [11], [17],
[25], [26]. The simulator has been programmed by the
authors in C language [27].

In the numerical simulation, the biosensor response time
was assumed as the time when the change of the biosensor
current over time remains very small during a relatively long
term or when the biosensor current reaches local maximum
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(which is the global function maximum too). A special
dimensionless decay rate ε was used,

tr = min
i(t)>0

{
t :

t

i(t)

di(t)

dt
< ε

}
, i(tr) ≈ imax, (17)

where tr is the biosensor response time. The decay rate value
ε = 10−3 was used in the calculations.

In all numerical experiments the following values were
kept constant:

Dse = Dpe
= 100µm2/s,

Dsd = 2Dse , Dpd
= 2Dpe

,

kM = 0.01M, de = 10µm, ne = 1.

(18)

IV. RESULTS AND DISCUSSION

In order to conveniently analyse the simulation results,
five dimensionless parameters were introduced:

Kapp =
kapp
kM

, Ks =
ks
kM

, Kp =
kp
kM

,

α2 =
Vmaxd

2
e

DSekM
, Bi =

de/DSe

dd/DSd

=
DSd

de
DSedd

,

(19)

where Kapp, Ks and Kp are the dimensionless apparent
Michaelis constant, dimensionless substrate inhibition con-
stant and dimensionless product inhibition constant, respec-
tively, α2 is called the diffusion mudulus and Bi is the Biot
number.

A. Apparent Michaelis Constant vs. Substrate and Product
Inhibition

The dependence of the apparent Michaelis constant on
the substrate and product inhibition rates were investigated
in a wide range of inhibition constant values (Ks,Kp ∈
[10−4..104]). The dependence on the substrate inhibition was
investigated at three fixed rates of the product inhibition: no
product inhibition (Kp → ∞, curve 1), moderate product
inhibition (Kp = 1, curve 2) and high product inhibition
(Kp = 0.01, curve 3). In the case of no product inhibition,
the reaction scheme (1)–(3) reduces to scheme (1), (2). The
dependence on the product inhibition was investigated at
three fixed rates of the substrate inhibition: no substrate
inhibition (Ks →∞, curve 4), moderate substrate inhibition
(Ks = 1, curve 5) and high substrate inhibition (Ks = 0.01,
curve 6). In the case of no substrate inhibition, the reaction
scheme (1)–(3) reduces to scheme (1), (3). Other parameters
were kept as follows: α2 = 0.01, Bi = 1/15(dd = 300µm).
The results of the numerical simulation are depicted in
Figure 1.

The apparent Michaelis constant does not dependent
on the product inhibition rate at the very wide range of
product inhibition constant values (Kp ∈ [10−2..104]).
However at extremely high rates of product inhibition
(Kp ∈ [10−4..10−2]) and no substrate inhibition (curve 4),
the apparent Michaelis constant is dependent on product
inhibition rate change. Kapp is inversely proportional to the
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Figure 1. The dependence of the apparent Michaelis constant Kapp on
substrate (1, 2, 3) and product (4, 5, 6) inhibition constants Ks and Kp,
respectively.

Kp. However, the presence of substrate inhibition eliminates
the effect. In the case of a moderate substrate inhibition
(Ks = 1, curve 5) the infuence is barely observable and in
the case of high substrate inhibition (Ks = 0.01, curve 6)
the effect vanishes.

As one can see from the Figure 1 (curves 1, 2 and
3) the apparent Michaelis constant continuously and non-
linearly increases with an increase in Ks. At low rates of
the substrate inhibition the slope of curves starts to decrease
as the function approaches the maximal value of Kapp at
these particular biosensor parameters. As moderate and low
product inhibition rates do not influence Kapp value, all
three curves depicting the dependence on Ks almost entirely
coincide. However at low substrate inhibition values (high
Ks values), the curve 3 representing high product inhibition
(Kp = 0.01) slightly separates from curves 1, 2 representing
no product inhibition and low product inhibition (Kp = 1).
This is the same positive effect of the product inhibition that
is clearly observed on curve 4.

After examination of Figure 1 we can conclude that the
substrate and product inhibitions have opposite effects on
the apparent Michaelis constant. However, the infuence of
the substrate inhibition is evident at the very wide range
of substrate inhibition values, while infuence of the product
inhibition is evident only at the very high rates of product
inhibition and when this effect is not masked by the opposite
effect of substrate inhibition.

B. Apparent Michaelis Constant vs. Diffusion Modulus

To investigate the dependence of the apparent Michaelis
constant on the diffusion modulus α2, Kapp was calculated
simulating biosensor action at three values of the substrate
inhibition: high substrate inhibition (Ks = 0.01), moderate
substrate inhibition (Ks = 0.1) and low substrate inhibition
(Ks = 1) as well as at three values of the Biot number:
Bi = 0.01, Bi = 1 and Bi = 100. Calculation results are
depicted in Figure 2.

As it is evident from Figure 2, the apparent Michaelis
constant is directly proportional to the diffusion modulus
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Figure 2. The dependence of the apparent Michaelis constant Kapp on
the diffusion modulus α2 at three rates of the substrate inhibition (Ks):
0.01 (1, 2, 3), 0.1 (4, 5, 6), 1 (7, 8, 9) and at three rates of the Biot number
Bi: 0.01 (1, 4, 7), 1 (2, 5, 8), 100 (3, 6, 9), Kp = 0.1.

α2, not in a whole range of α2 though. The value of Biot
number determines the point at which the diffusion modulus
starts to infuence the Kapp value. As one can see from
Figure 2, when the Biot number is low (curves 1, 4 and
7) the diffusion modulus starts infuencing the Kapp at the
values as low as α2 = 0.01, when the Biot number is
moderate and high (curves 2, 5, 8 and 3, 6, 9, respectively)
the diffusion modulus starts infuencing the Kapp at the
values of α2 = 0.1. By comparing the steepness of curves
we can deduce that the Biot number also determines the
sensitivity of the Kapp to the α2. The curves 1, 4 and 7 that
represent a small value of the Biot number (Bi = 0.01) are
steeper than curves 2, 5, 8 that represent a moderate Biot
number value (Bi = 1) which are steeper than curves 3,
6, 9 that represent a high Biot number value (Bi = 100)
accordingly. The more steep the curve is, the more sensitive
is the apparent Michaelis constant to the diffusion modulus.

The substrate inhibition rate influences the apparent
Michaelis constant in the whole investigated range of the
diffusion modulus α2 as well as at all investigated values
of the Biot number. Kapp is directly proportional to the
substrate inhibition constant Ks.

The apparent Michaelis constant is inversely proportional
to the Biot number. The values of Kapp are higher at low
Biot number values Bi = 0.01 (curves 1, 4, 7) than at high
and moderate Biot number values Bi = 100 (curves 3, 6,
9) and Bi = 1 (curves 2, 5, 8), respectively. However when
the Biot number is moderate and high and at lower values
of diffusion modulus, the Biot number does not influence
Kapp.

C. Apparent Michaelis Constant vs. Biot Number

Figure 3 represents the effect of the Biot number on
the apparent Michaelis constant. One can see in Figure 3,
that Kapp is a monotonous descreasing function of Bi.
However, at higher values of Bi the function reaches the
steady-state and Kapp value sets in. The range of Bi where
the function Kapp(Bi) is at steady-state depends on the

diffusion modulus though. When the diffusion modulus is
low α2 = 0.1 (curves 1, 4), the range of steady-state is
wide (Bi ∈ [1..100]), when diffusion modulus is moderate
and high α2 = 1 and α2 = 10, respectively, the range of
steady-state is narrower.
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Figure 3. The dependence of the apparent Michaelis constant Kapp on
the Biot number Bi at two rates of the substrate inhibition (Ks): 0.01 (1,
2, 3), 1 (4, 5, 6) and at three rates of the diffusion modulus α2: 0.1 (1, 4),
1 (2, 5), 10 (3, 6), Kp = 0.1.

V. CONCLUSION

The mathematical model (7)–(13) of the amperometric
biosensor with the substrate and product inhibition can
be successfully used to investigate the behaviour of the
biosensor response at various sets of parameters. The model
can be used as a tool to optimize the biosensor configuration
prior to the experimental stage.

The substrate inhibition decreases the value of the ap-
parent Michaelis constant, hence designers of biosensors
should avoid the substrate inhibition if possible. Whereas
the product inhibition may increase the value of the apparent
Michaelis constant and make the biosensor more attractive
(Figure 1).

If the substrate inhibition is unavoidable and the apparent
Michaelis constant is low, the biosensor can be improved
by increasing the diffusion modulus α2 (Figure 2). Practi-
cally this can be achieved be increasing the enzyme layer
thickness de or by increasing enzyme concentration e0.

Another possibility to improve the biosensor is to increase
the external diffusion layer thickness dd or decrease the sub-
strate diffusivity DSd

. This can be achieved be decreasing
the intensity of solution stirring or by covering the enzyme
layer of a biosensor with a permeable membrane which
would decrease the substrate diffusivity. In worst cases this
method may at least move the value of apparent Michaelis
constant close to the Michaelis-Menten constant. In the
best cases, apparent Michaelis constant may overwhelm the
Michaelis-Menten constant by a few orders of magnitude
(Figure 3).
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Abstract—Contemporary aerospace programmes often suffer
from large cost overruns, delivery delays and inferior product
quality. This is caused in part by poor predictive quality of the
early design phase processes with regards to the operational
environment of a product. This paper develops the idea of
a generic operational simulation that can help designers to
rigorously analyse and test their early product concepts. The
simulation focusses on civil Unmanned Air Vehicle products and
missions to keep the scope of work tractable. The research agenda
is introduced along with ideas, initial results and future work.
Designers specify details about their product, its environment and
anticipated operational procedures. The simulation returns infor-
mation that can help to estimate the value of the product using the
value-driven design approach. Information will include recurring
and non-recurring mission cost items. The research aim is to show
that an operational simulation can improve early design concepts,
thereby reducing delays and cost overruns. Moreover, a trade-
off between mission fidelity and model generality is sought along
with a generic ontology of civil Unmanned Air Vehicle missions
and guidelines about capturing operational information.

Index Terms—Aerospace testing; Remotely operated vehicles;
Relational databases; Maintenance; Computational modeling;
Object oriented modeling; Computer simulation; Discrete time
systems; Unmanned aerial vehicles;

I. INTRODUCTION

This paper introduces and explores the concept of an
operational simulation for improving the early design process
of aerospace products. The work aims to sketch out a road map
to obtain a PhD. Section II establishes the current problems
in early design and defines important concepts. Section III
specifies the four main research questions to be answered by
the project. Subsequently, initial results obtained so far are
presented in section IV. Lastly, section V represents the main
part of this paper, introducing the necessary steps towards
answering the research questions.

II. BACKGROUND

This section reviews the most important problems of the
early design phase of aerospace products. Subsequently, it
introduces the concept of Value-driven Design (VDD) and how
it can help to alleviate these problems. Lastly, the concept of
an operational simulation is introduced together with a more
narrow definition applicable for this research.

A. Early design phase problems

Aerospace products are designed according to customer
demand. Customers specify the required product and manufac-
turers focus their effort to meet expectations. During the early
design phase, precise information about the final product and
its environment is unknown [1]. Much work is based on expert
opinion and subjective engineering judgement rather than rig-
orous, systematic and disciplined analysis [2]. However, wide-
ranging decisions taking into account performance, environ-
mental, legal, disposal and operational aspects must be agreed
in a very short period of time. Early design phase decisions are
generally acknowledged to determine the success of aerospace
products to a great extend [3]. Therefore, improvements to
the early design phase procedures can potentially improve
aerospace products.

The current design process is guided by fixed, static spec-
ification documents that cannot account for the dynamic and
complex nature of the product environment. This leads to
unsatisfactory understanding of the product domain, which
can be a primary cause for product failure [4]. The current
processes do not account for the full life-cycle of a product,
fail to evaluate operational costs properly and do not focus
on the value a product generates [5]. Moreover, specification
documents cannot capture all eventualities and details of the
operational environment of the product. Partly due to these
shortcomings, contemporary aerospace products regularly suf-
fer from huge cost overruns, delivery delays and quality
problems. It is becoming essential to found early design
decisions upon tangible, tractable and rigorous decisions to
create competitive products.

One important aspect currently skipped during early product
design decision making is the operational environment the
product will work in. As designers focus to meet customer ex-
pectations, they neglect to investigate how successful a product
design will be in specific operational environments. Simulating
the operational environment and the product interactions early
on can help improve the current situation.

Another major problem occurring in early product design
is the disregard for non-recurring costs in cost estimates [5].
However, non-recurring costs such as payload integration,
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transportation to the operational environment, support person-
nel costs and the influence of the design usually form a large
part of total life-cycle costs. For example, about two thirds
of the total cost of contemporary scientific Unmanned Air
Vehicle (UAV) missions are non-recurring cost items [6]. An
operational simulation can help to estimate these costs and
improve the quality of cost estimates significantly.

B. Value-driven design

VDD emerged as a new approach to designing aerospace
products that tries to reduce the problems of current design
processes [7]. It aims to find the optimal design and not
just any design that satisfies customer specifications. This is
achieved by introducing a value function that incorporates life-
cycle performance, product and operational information. The
value function returns the product’s value and allows intuitive
comparison of different designs. The aim is to optimize a
product for the value it delivers, possibly violating customer
specifications for a better design and higher value [8]. The
value function returns transparent and consistent scores to in-
dividual designs. Thereby, it replaces the traditional customer
requirements like maximum weight or cost.

An optimized design can only be as good as the value
function in use. The quality of the value function depends
in part on the quality of the operational knowledge. In order
to improve the operational knowledge during the early design
process, an operational simulation can be helpful. By simu-
lating operations, performance and environmental processes,
novel insights can be gained into the product concept. More-
over, product performance can now be compared not only
to different product designs but also to various operational
scenarios.

C. Operational simulation

Operational simulations started to become widespread dur-
ing the early 1990ies following growing animation capabilities
and improved computing facilities. In the traditional sense, an
operational simulation is used to support short-term planning
and decisions within manufacturing scenarios. The models
are highly detailed and realistic, feeding on real-time data to
allow “live” decision making for operators [9]. The simula-
tions can also be used to predict the near future to discern
alternative decision scenarios. Today, operational simulations
are predominantly used within transportation management
and manufacturing: Railway timetabling is now conducted
using operational simulations to verify scenarios and ensure
operational stability [10]; operational simulations supported
the development of hybrid cars by assessing the costs and
benefits of batteries for various types of drivers [11].

In the context of this research, an operational simulation
is defined as a non-analytical model recreating anticipated
operations of a product during its service life. The model
does not recreate existing missions. Instead, the aim is to
embed the product into its future operational environment.
Therefore, real-time data management and decision making
are not aspects of the operational simulation presented here.

Fig. 1. The DECODE-UAV

This new approach to operational simulations is explained in
more detail below.

III. RESEARCH QUESTIONS

The aim of this research is to enable designers to create
better products by improving the early design process. Prod-
ucts are tested within an operational simulation to observe how
useful they are, how much value they produce and if important
operational constraints exist. The research will investigate
several key issues:

1) Can an operational simulation improve a product early
on?

2) Is it possible to create a generic operational model
to simulate different aerospace scenarios for various
aerospace products? Where is the trade-off between ad-
equate mission fidelity and sufficient model generality?
What is adequate fidelity?

3) How can operational information be captured during the
early design process?

4) What ontology can be used to unify various aerospace
scenarios?

IV. RESULTS SO FAR

Some of these questions have been answered already while
others remain open. This section presents the results obtained
so far.

As a first step towards answering the research questions, a
specific operational simulation has been created to support the
design of a Search-and-Rescue (SAR) UAV for the DECODE-
project (DEcision Environment for COmplex DEsigns) at the
University of Southampton [12]. This UAV has been build
based (among others) upon the results of the simulation and
can be seen in Figure 1. The software of choice was AnyLogic
[13], a Java-based simulation tool, which is able to combine
Agent-based modelling with a discrete-event paradigm and
visual algorithms.

The operational simulation is implemented into an itera-
tive value-driven design work flow. Computer-aided Design
(CAD), Computational Fluid Dynamics (CFD) and structural
analysis tools supply product information such as weight,
cruise speed and specific fuel consumption. Subsequently, 10
years of operations are simulated and operational parameters
such as the total fuel used, the number of maintenance opera-
tions or the attrition of airframes are returned. This information

68Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                           78 / 204



Fig. 2. The simulation animation

is used to calculate a value for the product design in order to
optimize it.

The simulation helped to improve the product by supporting
the early design phase in two ways: (i) It was used “actively”
by designers as an optimization tool within the operational
environment and (ii) it was used “reactively” to inform about
extensive product attributes such as maximum permissible
cost. It was shown that it is possible to capture, understand
and simulate operational information during the early design
phase (research question 1). This was done through interviews,
data acquisition and careful model building (see Figure 2).

However, the simulation turned out to be highly specific,
restricting its use for SAR operations within a pre-defined
area only. Moreover, the simulation fidelity was very high and
subsequent simplification did not alter characteristic results.
The knowledge and experience gained will be used to create
a flexible and generic operational simulation incorporating an
optimum level of fidelity (research questions 3 and 4).

V. FUTURE WORK

This section details the steps necessary to answer the re-
search questions. First, the scope of the simulation is specified
followed by details on how to unify various mission scenarios.
Subsequently, the model building phase is described followed
by how the results will be obtained and help to answer the
research questions.

A. Model scope

A first step towards a generic operational simulation is to
define the scope of the model. A focus on civil UAV operations
is imposed in order to keep the task manageable. This choice
is based on practical considerations: The civil UAV sector
is starting to grow as it has the potential to support and
replace many “dull, dirty and dangerous missions” [5]. It is
easy to validate simulation results against reality because civil
UAV operations are small in scale compared to commercial
or military operations. However, it is desirable to keep the
simulation open for use in other domains such as commercial
airliners. Despite regulatory and liability issues waiting to be
resolved, the market forecasts for civil UAVs promise rapid
expansion [14]. NASA [5] has identified a number of key
operational areas suitable for viable and cost-effective use of
UAVs. Figure 3 presents a selection of missions planned to be
included into this research. The portfolio covers the majority
of possible civil mission applications.

Fig. 3. Classification of civil UAV missions (adapted from [5])

B. Unify mission specifications

The next step will be to investigate mission characteristics
and unify mission stages, requirements and definitions into a
coherent ontology that can map any one mission into any other.
This will enable designers to test-run products in pre-defined
scenarios and also enable comparison of different missions.
Thereby, a unique way to improve the early product design is
found because one of the major barriers to successful market
introduction is the capability to fly multiple types of missions
[5].

One example of ontological unification are the various
mission goals: Each one can be reduced into one of the
following categories:

• to find something (casualties, animals, pollution)
• to cover a certain area (agriculture, patrolling)
• to stay at a fixed point (traffic, broadcasting)
• to follow a track (pipelines, borders)

Simplifications like this will be sought for other mission
properties such as frequency, length, flight profiles (vertical
and horizontal), typical weather, visibility and the number of
UAVs involved.

The UAVs will be specified by parameters such as spe-
cific fuel consumption, range, endurance and fuel capacity.
The on-board equipment characteristics will include the type
of equipment (camera, sensor or radios), over-the-horizon
communication requirements (what SatCom bandwidth, time
of usage, amount of data) and on-board analysis equipment
(image analysers, etc.), which reduce bandwidth. As with
mission parameters, UAV parameters will be unified into one
ontology.

All specifications will be accompanied by reliability es-
timates in order to increase trustworthiness into simulation
results. Useful reliability figures will help users to estimate
insurance costs as well. Moreover, all specifications can be
entered using confidence intervals in order to reflect informa-
tion uncertainty.

The operational simulation output will enable better cost
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estimation by including traceable and comprehensible opera-
tional information about UAV consumables, transit operations,
maintenance, staff requirements, payload installation and Sat-
Com requirements. However, some aspects will still require
traditional cost estimates such as payload development, data
analysis, documentation or mission planning.

C. Model building

Subsequently, the generic operational simulation will be
constructed based on the developed ontology. Separating data
and simulation logic is good modelling practice to support un-
derstanding of users and developers. As a first step, an external
database will capture the ontology details. This ensures that
more mission scenarios can be added to the simulation later
on. User input will be possible through the external database,
the ontology tool or directly in the runtime environment of
the Java-application. Users can select a pre-defined typical
mission as defined in the database. Alternatively, they vary
specific mission characteristics to suit individual requirements.
Subsequently, users enter UAV parameters and equipment
details. Based on user requirements, the simulation will then
run for one mission only, several missions, or simulate the
whole product life-cycle. Output will be in simple text format
for flexible data analysis.

Throughout model building, the mission scenarios will be
validated and tested by real users such as the DECODE-team
for SAR-missions.

D. Results

Once the model is built and validated, the research questions
can be answered.

The work conducted so far already indicates that an opera-
tional simulation can improve a product early on in the design
process [12]. This will be verified further using the advanced
simulation model. A baseline case for an existing real UAV
will be compared to a UAV optimized by the simulation for a
range of mission scenarios.

The second research question will be answered while build-
ing and testing the model. It will be shown to what extend
it is possible to create a generic operational model spanning
a number of missions and a range of UAV-characteristics.
The trade-off between model fidelity and generality will be
discussed.

The extent of capturing operational information during the
early design process will be defined by the input specifica-
tions required by the user. It will be discussed how much
information is required by the user and how little information
is sufficient to still produce useful results.

The ontology unifying various civil UAV missions will be
explained.

VI. CONCLUSION

The lack of rigorous engineering analysis during the
early design process leads to major problems with complex
aerospace programmes. This research aims to improve the
situation by introducing the concept of a generic operational

simulation. This enables designers to test their product ideas
and concepts in various operational scenarios in order to
support cost and value analysis based on the environment
the product will work in. Ongoing work has already shown
the validity of this approach by optimizing the design of a
civil Search-and-Rescue UAV developed at the University of
Southampton. This work used a unique operational simulation
specifically developed for Search-and-Rescue missions. The
planned generic simulation will include the majority of pos-
sible civil UAV missions in order to give designers flexibility
and the ability to compare designs and scenarios. It will
be shown that an operational simulation can help finding
the best initial concept based on rigorous analysis instead
of engineering judgement and intuition. A trade-off between
model fidelity and generality will be sought. A useful ontology
for civil UAV missions will be developed along with best
practices to capture operational information early in the design
process.
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Abstract—Our earlier research indicated the feasibility of
the PREDIQT method for model-based prediction of impacts of
architectural design changes, on the different quality character-
istics of a system. The PREDIQT method develops and makes
use of a multi-layer model structure, called prediction models.
Usefulness of the prediction models requires a structured
documentation of both the relations between the prediction
models and the rationale and assumptions made during the
model development. This structured documentation is what we
refer to as trace-link information. In this paper, we propose a
traceability scheme for PREDIQT, and an implementation of
it in the form of a prototype tool which can be used to define,
document, search for and represent the trace-links needed.
The solution is applied on prediction models from an earlier
PREDIQT-based analysis of a real-life system. Based on a set
of success criteria, we argue that our traceability approach is
useful and practically scalable in the PREDIQT context.

Keywords-traceability; system quality prediction; modeling;
architectural design; change impact analysis; simulation.

I. INTRODUCTION

We have developed and tried out the PREDIQT method
[1] [2] aimed for predicting impacts of architectural design
changes on system quality characteristics and their trade-
offs. Examples of quality characteristics include availability,
scalability, security and reliability.

Important preconditions for model-based prediction are
correctness and proper usage of the prediction models. The
process of the PREDIQT method guides the development
and use of the prediction models, but the correctness of the
prediction models and the way they are applied are also
highly dependent on the creative effort of the analyst and
his/her helpers. In order to provide additional help and guid-
ance to the analyst, we propose in this paper a traceability
approach for documenting and retrieving the rationale and
assumptions made during the model development, as well
as the dependencies between the elements of the prediction
models.

The approach is defined by a traceability scheme, which
is basically a feature diagram specifying capabilities of the
solution and a meta-model for the trace-link information. A
prototype tool is implemented in the form of a relational
database with user interfaces which can be employed to
define, document, search for and represent the trace-links
needed. The solution is illustrated on prediction models from

an earlier PREDIQT-based analysis conducted on a real-life
system [3].

The paper is organized as follows: Section II provides
background on traceability. The challenge of traceability
handling in the context of the PREDIQT method is char-
acterized in Section III. Our traceability handling approach
is presented in Section IV. Section V illustrates the approach
on an example. Section VI argues for completeness and
practicability of the approach, by evaluating it with respect
to the success criteria. Section VII substantiates why our
approach, given the success criteria outlined in Section III,
is preferred among the alternative traceability approaches.
The concluding remarks and future work are presented in
Section VIII.

A full technical report [4] is available and includes:
1) an outline of the PREDIQT method, 2) guidelines for
application of the prediction models which the success
criteria for our traceability approach are deduced from, and
3) further details on traceability in PREDIQT.

II. BACKGROUND ON TRACEABILITY

IEEE [5] provides two definitions of traceability:
1) Traceability is the degree to which a relationship

can be established between two or more products of
the development process, especially products having
a predecessor-successor or master-subordinate rela-
tionship to one another; for example, the degree to
which the requirements and design of a given software
component match.

2) Traceability is the degree to which each element in
a software development product establishes its reason
for existing.

Traceability research and practice are most established in
fields such as requirements engineering and model-driven
engineering (MDE). Knethen and Paech [6] argue: “De-
pendency analysis approaches provide a fine-grained impact
analysis but can not be applied to determine the impact
of a required change on the overall software system. An
imprecise impact analysis results in an imprecise estimate of
costs and increases the effort that is necessary to implement
a required change because precise relationships have to be
identified during changing. This is cost intensive and error
prone because analyzing the software documents requires
detailed understanding of the software documents and the
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relationships between them.” Aizenbud-Reshef et al. [7]
furthermore state: “The extent of traceability practice is
viewed as a measure of system quality and process maturity
and is mandated by many standards” and “With complete
traceability, more accurate costs and schedules of changes
can be determined, rather than depending on the programmer
to know all the areas that will be affected by these changes”.

IEEE [5] defines a trace as “A relationship between two
or more products of the development process.” According to
the OED [8], however, a trace is defined more generally as
a “(possibly) non-material indication or evidence showing
what has existed or happened”. As argued by [9]: “If
a developer works on an artifact, he leaves traces. The
software configuration management system records who has
worked on the artifact, when that person has worked on it,
and some systems also record which parts of the artifacts
have been changed. But beyond this basic information, the
changes themselves also reflect the developer’s thoughts and
ideas, the thoughts and ideas of other stakeholders he may
have talked to, information contained in other artifacts, and
the transformation process that produced the artifact out of
these inputs. These influences can also be considered as
traces, even though they are usually not recorded by software
configuration management systems.”

A traceability link is a relation that is used to interrelate
artifacts (e.g., by causality, content, etc.) [9]. In the context
of requirements traceability, [9] argues that “a trace can in
part be documented as a set of meta-data of an artifact (such
as creation and modification dates, creator, modifier, and
version history), and in part as relationships documenting
the influence of a set of stakeholders and artifacts on an
artifact. Particularly those relationships are a vital concept
of traceability, and they are often referred to as traceability
links. Traceability links document the various dependencies,
influences, causalities, etc. that exist between the artifacts. A
traceability link can be unidirectional (such as depends-on)
or bidirectional (such as alternative-for). The direction of a
link, however, only serves as an indication of order in time or
causality. It does not constrain its (technical) navigability, so
traceability links can always be followed in both directions”.

In addition to the different definitions, there is no com-
monly agreed basic classification [9]. A taxonomy of the
main concepts within traceability is suggested by [6].

An overview of the current state of traceability research
and practice in requirements engineering and model-driven
development is provided by [9], based on an extensive
literature survey. Another survey [10] discusses the state-of-
the-art in traceability approaches in MDE and assesses them
with respect to five evaluation criteria: representation, map-
ping, scalability, change impact analysis and tool support.
Moreover, Spanoudakis and Zisman [11] present a roadmap
of research and practices related to software traceability.

Traces can exist between both model- and non-model
artifacts. The means and measures applied for obtaining

traceability are defined by so-called traceability schemes. A
traceability scheme is driven by the planned use of the traces.
The traceability scheme determines for which artifacts and
up to which level of detail traces can be recorded [9]. A
traceability scheme thus defines the constraints needed to
guide the recording of traces, and answers the core ques-
tions: what, who, where, how, when and why. Additionally,
there is tacit knowledge (such as why), which is difficult to
capture and to document. A traceability scheme helps in this
process of recording traces and making them persistent.

According to Wieringa [12], representations and visual-
izations of traces can be categorized into matrices, cross-
references, and graph-based representations. As elaborated
by Wieringa, the links, the content of the one artifact,
and other information associated with a cross reference, is
usually displayed at the same time. This is however not the
case with traceability matrices. So, compared to traceability
matrices, the user is (in the case of cross-references) shown
more local information at the cost of being shown fewer
(global) links. As models are the central element in MDE,
graph-based representations are the norm. A graph can be
transformed to a cross-reference. Regarding the notation,
there is, however, no common agreement or standard, mostly
because the variety and informality of different artifacts is
not suitable for a simple, yet precise notation.

Traceability activities are generally not dependent on any
particular software process model. Knethen and Paech [6]
argue that the existing traceability approaches do not give
much process support. They specify four steps of traceability
process: 1) define entities and relationships, 2) capture
traces, 3) extract and represent traces, and 4) maintain traces.
Similarly, Winkler and Pilgrim [9] state that traceability and
its supporting activities are currently not standardized. They
classify the activities when working with traces into: 1)
planning for traceability, 2) recording traces, 3) using traces,
and 4) maintaining traces.

Trace models are usually stored as separate models, and
links to the elements are (technically) unidirectional in
order to keep the connected models or artifacts independent.
Alternatively, models can contain the trace-links themselves
and links can be defined as bidirectional. While embedded
trace-links pollute the models, navigation is much easier
[9]. Thus, we distinguish between external and internal
storage, respectively. Anquetil at al. [13] argue: “Keeping
link information separated from the artifacts is clearly better;
however it needs to identify uniquely each artifact, even
fined-grained artifacts. Much of the recent research has
focused on finding means to automate the creation and
maintenance of trace information. Text mining, information
retrieval and analysis of trace links techniques have been
successfully applied. An important challenge is to maintain
links consistency while artifacts are evolving. In this case,
the main difficulty comes from the manually created links,
but scalability of automatic solution is also an issue.”
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Various tools are used to set and maintain traces. Surveys
of the tools available are provided by [6], [9], [11] and
[7]. Bohner and Arnold [14] found that the granularity of
documentation entities managed by current traceability tools
is typically somewhat coarse for an accurate impact analysis.

III. THE CHALLENGE

Three interrelated sets of models are developed during
the process of the PREDIQT method: Design Model which
specifies system architecture, Quality Model which specifies
the system quality notions, and Dependency Views (DVs)
which represent the interrelationship between the system
quality and the architectural design. The PREDIQT process
consists of three overall phases: Target modeling, Verifi-
cation of prediction models, and Application of prediction
models.

Figure 1 provides an overview of the elements of the
prediction models, expressed as a UML [15] class diagram.
A Quality Model is a set of tree-like structures which clearly
specify the system-relevant quality notions, by defining and
decomposing the meaning of the system-relevant quality ter-
minology. Each tree is dedicated to a target system-relevant
quality characteristic. Each quality characteristic may be
decomposed into quality sub-characteristics, which in turn
may be decomposed into a set of quality indicators. As in-
dicated by the relationship of type aggregation, specific sub-
characteristics and indicators can appear in several Quality
Model trees dedicated to the different quality characteristics.
Each element of a Quality Model is assigned a quantitative
normalized metric and an interpretation (qualitative meaning
of the element), both specific for the target system. A
Design Model represents the relevant aspects of the system
architecture, such as for example process, dataflow, structure
and rules.

A DV is a weighted dependency tree dedicated to a
specific quality characteristic defined through the Quality
Model. As indicated by the attributes of the Class Node, the
nodes of a DV are assigned a name and a QCF (Quality
Characteristic Fulfillment). A QCF is value of the degree
of fulfillment of the quality characteristic, with respect to
what is represented by the node. The degree of fulfillment is
defined by the metric (of the quality characteristic) provided
in the Quality Model. Thus, a complete prediction model has
as many DVs as the quality characteristics defined in the
Quality Model. Additionally, as indicated by the Semantic
dependency relationship, semantics of both the structure and
the weights of a DV are given by the definitions of the
quality characteristics, as specified in the Quality Model.
A DV node may be based on a Design Model element,
as indicated by the Based on dependency relationship. As
indicated by the self-reference on the Node class, one node
may be decomposed into children nodes. Directed arcs
express dependency with respect to quality characteristic by
relating each parent node to its immediate children nodes,

thus forming a tree structure. Each arc in a DV is assigned
an EI (Estimated Impact), which is a normalized value of
degree of dependence of a parent node, on the immediate
child node. The values on the nodes and the arcs are referred
to as parameter estimates. We distinguish between prior and
inferred parameter estimates. The former ones are, in the
form of empirical input, provided on leaf nodes and all arcs,
while the latter ones are deduced using the DV propagation
model for PREDIQT [3].

The intended application of the prediction models does
not assume implementation of change on the target system,
but only simulation of effects of the independent architec-
tural design changes quality of the system (in its currently
modelled state). Since the simulation is only performed
on the target system in its current state and the changes
are simulated independently (rather than incrementally),
versioning of the prediction models in not necessary. Hence,
maintenance of both prediction models and trace information
is beyond the scope of PREDIQT.

Trace-link information can be overly detailed and ex-
tensive while the solution needed in a PREDIQT context
has to be applicable in a practical real-life setting within
the limited resources allocated for a PREDIQT-based anal-
ysis. Therefore, the traceability approach should provide
sufficient breadth and accuracy for documenting, retrieving
and representing of the trace-links, while at the same time
being practically applicable in terms of comprehensibility
and scalability. The right balance between the completeness
and accuracy of the trace information on the one side,
and practical usability of the approach on the other side,
is what characterizes the main challenge in proposing the
appropriate solution for traceability handling in PREDIQT.
Therefore, the trace-link creation efforts have to be concen-
trated on the traces necessary during the application of the
prediction models.

It is, as argued by [9], an open issue to match trace usage
and traceability schemes, and to provide guidance to limit
and fit traceability schemes in a such way that they match a
projects required usage scenarios for traces. One of the most
urgent questions is which requirements a single scenario
imposes on the other activities (in particular planning and
recording) in the traceability process.

Moreover, it is argued by Aizenbud-Reshef et al. [7] that
the lack of guidance as to what link information should
be produced and the fact that those who use traceability
are commonly not those producing it, also diminishes the
motivation of those who create and maintain traceability in-
formation. In order to avoid this trap, we used the PREDIQT
guidelines [4] for the analyst as a starting point, for deriving
the specific needs for traceability support. The guidelines are
based on the authors’ experiences from industrial trials of
PREDIQT [3] [2]. As such, the guidelines are not exhaustive
but serve as an aid towards a more structured process of
applying the prediction models and accommodating the trace
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Figure 1. An overview of the elements of the prediction models, expressed as a UML class diagram

information during the model development, based on the
needs of the “Application of prediction models”-phase.

The specific needs for traceability support in PREDIQT
are summarized below:

1) There is need for the following kinds of trace-links:
• links between the Design Model elements
• links from the Design Model elements to DV

elements
• links from DV elements to Quality Model ele-

ments (i.e. traces to the relevant quality indicators
and rationale for the prior estimates)

• links to external information sources (documents,
measurement, domain experts) used during the
development of DV structure and estimation of
the parameters

• links to rationale and assumptions for: Design
Model elements, the semantics of the DV ele-
ments, as well as structure and prior parameter
estimates of the DVs

2) The traceability approach should have facilities for
both searching with model types and model elements
as input parameters, as well as for reporting linked
elements and the link properties

3) The traceability approach should be flexible with re-
spect to granularity of trace information

4) The traceability approach should be practically appli-
cable on real-life applications of PREDIQT

These needs are in the sequel referred to as the success
criteria for the traceability approach in PREDIQT.

IV. OUR SOLUTION

This section starts by presenting our traceability scheme
for PREDIQT. Then, a prototype tool for trace-link man-
agement, implementing the needs specified through the
traceability scheme, is presented.

A. Traceability scheme

We propose a traceability scheme in the form of a meta-
model for trace-link information and a feature diagram
for capabilities of the solution. The types of the trace-
links and the types of the traceable elements are directly
extracted from Success Criterion 1 and represented through
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Figure 2. A meta model for trace-link information, expressed as a UML
class diagram

a meta-model shown by Figure 2. The Element abstract
class represents a generalization of a traceable element. The
Element abstract class is specialized into the five kinds of
traceable elements: Design Model Element, DV Element,
Quality Model Element, External Information Source, and
Rationale and Assumptions. Similarly, the Trace Link ab-
stract class represents a generalization of a trace-link and
may be assigned a rationale for the trace-link. The Trace
Link abstract class is specialized into the six kinds of trace-
links.
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Pairs of certain kinds of traceable elements form binary
relations in the form of unidirectional trace-links. Such rela-
tions are represented by the UML-specific notations called
association classes (a class connected by a dotted line to a
link which connects two classes). For example, trace-links of
type Design Model Element to Design Model Element may
be formed from a Design Model Element to a Dependency
View Element. The direction of the link is annotated by
the origin (the traceable element that the trace-link goes
from) and the target (the traceable element that the trace-link
goes to). Since only distinct pairs (single instances) of the
traceable elements (of the kinds involved in the respective
trace-links defined in Figure 2) can be involved in the
associated specific kinds of trace-links, uniqueness (property
of UML association classes) is present in the defined trace-
links. Due to the binary relations (arity of value 2) in the
defined trace-links between the traceable elements, only two
elements can be involved in any trace-link. Furthermore,
multiplicity of all the traceable elements involved in the
trace-links defined is of type “many”, since an element can
participate in multiple associations (given they are defined
by the meta-model and unique).

The main capabilities needed are represented through a
feature diagram [9] shown by Figure 3. Storage of trace-links
may be internal or external, relative to the prediction models.
A traceable element may be of type prediction model
element (see Figure 1) or non-model element. Reporting
and searching functionality has to be supported. Trace-link
info has to include link direction, link meta-data (e.g. date,
creator, strength) and cardinality (note that all links are
binary, but a single element can be origin or target for more
than one trace-link). Typing at the origin and the target ends
of a trace-link as well as documenting rationale for trace-
link, are optional.

B. Prototype traceability tool

We have developed a prototype tool in the form of a
database application with user interfaces, on the top of MS
Access [16]. The prototype tool includes a structure of tables
for organizing the trace information, queries for retrieval of
the trace info, a menu for managing work flow, forms for
populating trace-link information, and facilities for reporting
trace-links. A screen shot of the entity-relationship (ER)
diagram of the trace-link database is shown by Figure 4.
The ER diagram is normalized, which means that the data
are organized with minimal needs for repeating the entries
in the tables. Consistency checks are performed on the
referenced fields. The data structure itself (represented by the
ER diagram) does not cover all the constraints imposed by
the meta-model (shown by Figure 2). However, constraints
on queries and forms as well as macros can be added in order
to fully implement the logic, such as for example which
element types can be related to which trace-link types.

The five traceable element types defined by Figure 2

and their properties (name of creator, date, assumption
and comment), are listed in Table TraceableElementType.
Similarly, the six trace-link types defined by Figure 2 and
their properties (scope, date, creator and comment), are listed
in Table TraceLinkType. Table TraceableElement specifies
the concrete instances of the traceable elements, and assigns
properties (such as the pre-defined element type, hyperlink,
creator, date, etc.) to each one of them. Since primary
key attribute in Table TraceableElementType is foreign key
in Table TraceableElement, multiplicity between the two
respective tables is one-to-many.

Most of the properties are optional, and deduced based
on: 1) the core questions to be answered by traceability
scheme [9] and 2) the traceability needs for using guidelines
for application of prediction models (specified in [4]). The
three Tables TargetElements, OriginElements and TraceLink
together specify the concrete instances of trace-links. Each
link is binary, and directed from a concrete pre-defined
traceable element – the origin element specified in Table
OriginElements, to a concrete pre-defined traceable element
– the target element specified in Table TargetElements. The
trace-link itself (between the origin and the target element)
and its properties (such as pre-defined trace-link type) are
specified in Table TraceLink. Attribute TraceLinkName (as-
sociated with a unique TraceLinkId value) connects the three
tables TraceLink, OriginElements and TargetElements when
representing a single trace-link instance, thus forming a
cross-product when relating the three tables. The MS Access
environment performs reference checks on the cross prod-
ucts, as well as on the values of the foreign key attributes.
Target elements and origin elements participating in a trace-
link, are instances of traceable elements defined in Table
TraceableElement. They are connected through the Attribute
ElementId (displayed as ElementName in the tables where it
has the role of foreign key). Thus, multiplicity between Table
TraceableElement and Table TargetElements, as well as
between Table TraceableElement and Table OriginElements,
is one-to-many. Similarly, since primary key attribute in
Table TraceLinkType is foreign key in Table TraceLink,
multiplicity between the two respective tables is one-to-
many.

A screen shot of the start menu is shown by Figure 5.
The sequence of the buttons represents a typical sequence
of actions of an end-user (the analyst), in the context
of defining, documenting and using the trace-links. The
basic definition of the types of the traceable elements and
the trace-links are provided first. Then, concrete traceable
elements are documented, before defining specific instances
of the trace-links and their associated specific origin and
target elements, involved in the binary trace-link relations.
Finally, reports can be obtained, based on search parameters
such as for example model types, model elements, or trace-
link types.
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Figure 3. Main capabilities of the traceability approach

Figure 4. Entity-relationship diagram of the trace-link database of the prototype traceability tool

Figure 5. A screen shot of the start menu of the prototype traceability
tool

V. APPLYING THE SOLUTION ON AN EXAMPLE

This section exemplifies the application of our solution for
managing traces in the context of prediction models earlier
developed and applied during a PREDIQT-based analysis [3]
conducted on a real-life system.

The trace-link information was documented in the proto-
type tool, in relation to the model development. The trace-
links were applied during change application, according to
the guidelines for application of prediction models (specified
in [4]). We present the experiences obtained, while the
process of documentation of the trace-links is beyond the
scope of this paper.

The prediction models involved are the ones related to
“Split signature verification component into two redundant
components, with load balancing”, corresponding to Change
1 in [3]. Three Design Model diagrams were affected, and
one, two and one model element on each, respectively.
We have tried out the prototype traceability tool on the
Design Model diagrams involved, as well as Availability
(which was one of the three quality characteristics analyzed)
related Quality Model diagrams and DV. Documentation
of the trace-links involved within the Availability quality
characteristic (as defined by the Quality Model) scope, took
approximately three hours. Most of the time was spent on
actually typing the names of the traceable elements and the
trace-links.

18 instances of traceable elements were registered in the
database during the trial: seven Quality Model elements,
four DV elements, four Design Model elements and three
elements of type “Rationale and Assumptions”. 12 trace-
links were recorded: three trace-links of type “Design Model
Element to Design Model Element”, three trace-links of type
“Design Model Element to DV Element”, one trace-link of
type “Design Model Element to Rationale and Assump-
tions”, three trace-links of type “DV Element to Quality
Model Element”, and two trace-links of type “Structure,
Parameter or Semantics of DV Element Documented through
Rationale and Assumptions”, were documented.
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Figure 6. A screen shot of an extract of a trace-link report from the
prototype traceability tool

An extract of a screen shot of a trace-link report (obtained
from the prototype tool) is shown by Figure 6. The report
included: three out of three needed (i.e., actually existing,
regardless if they are recorded in the trace-link database)
“Design Model Element to Design Model Element” links,
three out of four needed “Design Model Element to DV
Element” links, one out of one needed “Design Model
Element to Rationale and Assumptions” link, three out
of six needed “DV Element to Quality Model Element”
links and one out of one needed “Structure, Parameter or
Semantics of DV Element Documented through Rationale
and Assumptions” link.

Best effort was made to document the appropriate trace-
links without taking into consideration any knowledge of
exactly which of them would be used when applying the
change. The use of the trace-links along with the application
of change on the prediction models took totally 20 minutes
and resulted in the same predictions (change propagation
paths and values of QCF estimates on the Availability DV),
as in the original case study [3]. Without the guidelines
and the trace-link report, the change application would have
taken approximately double time for the same user.

All documented trace-links were relevant and used dur-
ing the application of the change, and about 73% of the
relevant trace-links could be retrieved from the prototype
tool. Considering however the importance and the role of
the retrievable trace-links, the percentage should increase
considerably.

Although hyperlinks are included as meta-data in the
user interface for element registration, an improved solu-
tion should include interfaces for automatic import of the
element names from the prediction models, as well as user
interfaces for easy (graphical) trace-link generations between
the existing elements. This would also aid verification of the
element names.

VI. WHY OUR SOLUTION IS A GOOD ONE

This section argues that the approach presented above
fulfills the success criteria specified in Section III.

A. Success Criterion 1

The traceability scheme and the prototype tool capture
the kinds of trace-links and traceable elements, specified
in the Success Criterion 1. The types of trace-links and
traceable elements as well as their properties, are specified
in dedicated tables in the database of the prototype tool.
This allows constraining the types of the trace-links and the
types of the traceable elements to only the ones defined, or
extending their number or definitions, if needed. The trace-
links in the prototype tool are binary and unidirectional, as
required by the traceability scheme. Macros and constraints
can be added in the tool, to implement any additional logic
regarding trace-links, traceable elements, or their respective
type definitions and relations. The data properties (e.g. date,
hyperlink or creator) required by the user interface, allow
full traceability of the data registered in the database of the
prototype tool.

B. Success Criterion 2

Searching based on user input, selectable values from a
list of pre-defined parameters, or comparison of one or more
database fields, are relatively simple and fully supported
based on queries in MS Access. Customized reports can
be produced with results of any query and show any infor-
mation registered in the database. The report, an extract of
which is presented in Section V, is based on a query of all
documented trace-links and the related elements.

C. Success Criterion 3

The text-based fields for documenting the concrete in-
stances of the traceable elements and the trace-links, allow
level of detail selectable by the user. Only a subset of fields
is mandatory for providing the necessary trace-link data. The
optional fields in the tables can be used for providing addi-
tional information such as for example rationale, comments,
links to external information sources, attachments, strength
or dependency. There are no restrictions as to what can be
considered as a traceable element, as long at it belongs to one
of the element types defined by Figure 2. Similarly, there are
no restrictions as to what can be considered as a trace-link,
as long at it belongs to one of the trace-link types defined
by Figure 2. The amount of information provided regarding
the naming and the meta-data, are selectable by the user.

D. Success Criterion 4

Given the realism of the prediction models involved in
the example, the size and complexity of the target system
they address, the representativeness of the change applied
on them, the simplicity of the prototype tool with respect
to both the user interfaces and the notions involved, as
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well as the time spent on documenting the trace-links and
using them, the application of the approach presented in
Section V indicates the applicability of our solution on real-
life applications of PREDIQT, with limited resources and by
an average user (in the role of the analyst).

The predictions (change propagation paths and values of
QCF estimates) we obtained during the application of our
solution on the example were same as the ones from the
original case study [3] (performed in year 2008) which
the models stem from. Although the same analyst has
been involved in both, the results suggest that other users
should, by following PREDIQT guidelines and applying the
prototype traceability tool, obtain similar results.

The time spent is to some degree individual and depends
on the understanding of the target system, the models and
the PREDIQT method. It is unknown if the predictions
would have been the same (as in the original case study)
for another user. We do however consider the models and
the change applied during the application of the solution, to
be representative due to their origins from a major real-life
system. Still, practical applicability of our solution will be
subject to future empirical evaluations.

VII. WHY OTHER APPROACHES ARE NOT BETTER IN
THIS CONTEXT

This section evaluates the feasibility of other traceability
approaches in the PREDIQT context. Based on our liter-
ature review and the results of the evaluation by Galvao
and Goknil [10], we argue why the alternative traceability
approaches do not perform sufficiently on one or more of
the success criteria specified in Section III.

Almeida et al. [17] propose an approach aimed at simpli-
fying the management of relationships between requirements
and various design artifacts. A framework which serves as
a basis for tracing requirements, assessing the quality of
model transformation specifications, meta-models, models
and realizations, is proposed. They use traceability cross-
tables for representing relationships between application
requirements and models. Cross-tables are also applied for
considering different model granularities and identification
of conforming transformation specifications. The approach
does not provide sufficient support for intra-model mapping,
thus failing on our Success Criterion 1. Moreover, possibility
of representing the various types of trace-links and traceable
elements is unclear, although different visualizations on a
cross-table are suggested. Tool support is not available,
which limits applicability of the approach in a practical
setting. Searching and reporting facilities are not available.
Thus, it fails on our Success Criteria 1, 2 and 4.

Event-based Traceability (EBT) is another requirements-
driven traceability approach aimed at automating trace-link
generation and maintenance. Cleland-Huang, Chang and
Christensen [18] present a study which uses EBT for manag-
ing evolutionary change. They link requirements and other

traceable elements, such as design models, through publish-
subscribe relationships. As outlined by [10], “Instead of
establishing direct and tight coupled links between require-
ments and dependent entities, links are established through
an event service. First, all artefacts are registered to the
event server by their subscriber manager. The requirements
manager uses its event recognition algorithm to handle the
updates in the requirements document and to publish these
changes as event to the event server. The event server man-
ages some links between the requirement and its dependent
artefacts by using some information retrieval algorithms.”
The notification of events carries structural and semantic
information concerning a change context. Scalability in a
practical setting is the main issue, due to performance
limitation of the EBT server [10]. Moreover, the approach
does not provide sufficient support for intra-model mapping.
Thus, it fails on our Success Criteria 1 and 4.

Cleland-Huang et al. [19] propose Goal Centric Trace-
ability (GCT) approach for managing the impact of change
upon the non-functional requirements of a software system.
Softgoal Interdependency Graph (SIG) is used to model
non-functional requirements and their dependencies. Addi-
tionally, a traceability matrix is constructed to relate SIG
elements to classes. The main weakness of the approach is
the limited tool support, which requires manual work. This
limits both scalability in a practical setting and searching
support (thus failing on our Success Criteria 4 and 2,
respectively). It is unclear to what degree granularity of the
approach would suffice the needs of PREDIQT.

Cleland-Huang and Schmelzer [20] propose another
requirements-driven traceability approach that builds on
EBT. The approach involves a different process for dynami-
cally tracing non-functional requirements to design patterns.
Although more fine grained than EBT, there is no evidence
that the method can be applied with success in a practical
real-life setting (required through our Success Criterion 4).
Searching and reporting facilities (as required through our
Success Criterion 2) are not provided.

Many traceability approaches address trace maintenance.
Cleland-Huang, Chang and Ge [21] identify the various
change events that occur during requirements evolution and
describe an algorithm to support their automated recognition
through the monitoring of more primitive actions made by a
user upon a requirements set. Mäder and Gotel [22] propose
an approach to recognize changes to structural UML models
that impact existing traceability relations and, based on that
knowledge, provide a mix of automated and semi-automated
strategies to update the relations. Both approaches focus on
trace maintenance, which is as argued in Section III, not
among the traceability needs in PREDIQT.

Ramesh and Jarke [23] propose another requirements-
driven traceability approach where reference models are
used to represent different levels of traceability information
and links. The granularity of the representation of traces
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depends on the expectations of the stakeholders [10]. The
reference models can be implemented in distinct ways when
managing the traceability information. As reported by [10],
“The reference models may be scalable due to their possible
use for traceability activities in different complexity levels.
Therefore, it is unclear whether this approach lacks scala-
bility with respect to tool support for large-scale projects
or not.” In PREDIQT context, the reference models are
too broad, their focus is on requirements traceability, and
tool support is not sufficient with respect to searching and
reporting (our Success Criterion 2).

We could however have tried to use parts of the reference
models by Ramesh and Jarke [23] and provide tool support
based on them. This is done by [24] in the context of
product and service families. The authors discuss a knowl-
edge management system, which is based on the traceability
framework by Ramesh and Jarke [23]. The system captures
the various design decisions associated with service fam-
ily development. The system also traces commonality and
variability in customer requirements to their corresponding
design artifacts. The tool support has graphical interfaces
for documenting decisions. The trace and design decision
capture is illustrated using sample scenarios from a case
study. We have however not been able to obtain the tool, in
order to try it out in our context.

A modeling approach by Egyed [25] represents trace-
ability information in a graph structure called a footprint
graph. Generated traces can relate model elements with other
models, test scenarios or classes [10]. Galvao and Goknil
[10] report on promising scalability of the approach. It is
however unclear to what degree the tool support fulfills our
success criterion regarding searching and reporting, since
semantic information on trace-links and traceable elements
is limited.

Aizenbud-Reshef et al. [26] outline an operational se-
mantics of traceability relationships that capture and rep-
resent traceability information by using a set of semantic
properties, composed of events, conditions and actions [10].
Galvao and Goknil [10] state: the approach does not provide
sufficient support for intra-model mapping; a practical appli-
cation of the approach is not presented; tool support is not
provided; however, it may be scalable since it is associated
with the UML. Hence, it fails on our Success Criteria 1 and
2.

Some approaches [27] [28] [29] that use model trans-
formations can be considered as a mechanism to generate
trace-links. Tool support with transformation functionalities
is in focus, while empirical evidence of comprehensibility
of the approaches in a practical setting, is missing. The
publications we have retrieved do not report sufficiently
on whether these approaches would offer the searching
facilities, the granularity of trace information, and practical
applicability needed for use in PREDIQT context (that is,
by an analyst who is not an expert in the tools provided).

VIII. CONCLUSION AND FUTURE WORK

Our earlier research indicates the feasibility of the
PREDIQT method for model-based prediction of impacts
of architectural design changes on system quality. The
PREDIQT method produces and applies a multi-layer model
structure, called prediction models, which represent system
design, system quality and the interrelationship between the
two.

Based on the success criteria for a traceability approach in
the PREDIQT context, we put forward a traceability scheme.
Based on this, a prototype tool which can be used to define,
document, search for and represent the trace-links needed,
is developed. We have argued that our solution offers a
useful and practically applicable support for traceability in
the PREDIQT context.

Performing an analysis of factors such as cost, risk, and
benefit and following the paradigm of value-based software-
engineering, would be relevant in order to stress the effort
on the important trace-links. As argued by [9], if the value-
based paradigm is applied to traceability, cost, benefit, and
risk will have to be determined separately for each trace
according to if, when, and to what level of detail it will be
needed later. This leads to more important artifacts having
higher-quality traceability. There is a trade-off between the
semantically accurate techniques on the one hand and cost-
efficient but less detailed approaches on the other hand.
Finding an optimal compromise is still a research challenge.
Our solution proposes a feasible approach, while finding the
optimal one is subject to further research.

Further empirical evaluation of our solution is also nec-
essary to test its feasibility on different analysts as well
as its practical applicability in the various domains which
PREDIQT is applied on. Future work should also include
standard interfaces and procedures for updating the traceable
elements from the prediction models into our prototype
traceability tool. As model application phase of PREDIQT
dictates which trace-link information is needed and how it
should be used, the current PREDIQT guidelines focus on
the application of the prediction models. However, since the
group of recorders and the group of users of traces may be
distinct, structured guidelines for recording the traces during
the model development should also be developed as a part
of the future work.
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Abstract—This work presents a novel simulation-based 
forecasting approach combining concepts from the Bass 
Diffusion Model and the Discrete Choice Model from a System 
Dynamics perspective. The proposed approach allows for the 
forecasting of the adoption rate and its timing, by 
understanding the underlying preferences of individual 
customers and social forces influencing it. A real-scale 
preliminary application in the German market for electric 
cars, parameterized through a Conjoint Analysis, is provided. 
Simulation results indicate that battery charging technology 
and infrastructures are crucial for the success of electric cars 
in Germany. 

Keywords—Forecasting Innovation; System Dynamics; Bass 
Diffusion Model; Discrete Choice Model; Conjoint Analysis; 
Electric Vehicles (EV); German Electric Car Market. 

I.  INTRODUCTION 
Understanding the adoption process of new products is 

crucial for most businesses. It is also important for 
governments when creating policies to regulate the market or 
to define the necessary infrastructure to support new 
technologies being introduced, such as medical equipment or 
electric vehicles. 

Although largely investigated since the last century, 
diffusion processes still remain complex phenomena. 
Various methodologies, approaches and computer models 
have been developed to investigate the market diffusion of 
new products. 

In order to contribute to the scientific advancement in 
this area, this paper proposes a novel simulation-based 
approach for evaluating how consumers’ preferences and 
social forces influence the introduction of new products. The 
proposed approach merges concepts from the traditional 
Bass Diffusion Model with the Discrete Choice Model from 
a System Dynamics perspective. Compared to other 
approaches, our model offers the following advantages: a. 
both timing and market-share can be jointly estimated; b. the 
model is fully flexible with respect to the number of product 
attributes, and; c. the model is easily parameterized through 
Conjoint Analysis without the need of market data. This is 
illustrated by the real-scale application to the German market 

for electric cars. The results demonstrate the potential of the 
proposed approach, to support the understanding of the main 
drivers for product adoption. 

This paper is organized as follows: section II presents a 
literature review and highlights the research gap; section III 
overviews the theoretical background employed in the 
proposed model; section IV introduces the proposed 
approach; section V presents the preliminary application in 
the German market for electric cars; section VI proposes 
future research; and finally, section VII outlines final 
remarks and conclusions. 

II. RELATED WORKS 
A myriad of innovation forecasting studies is provided in 

the literature. The present work concerns Diffusion models, 
Discrete Choice Models and System Dynamics approaches, 
as well as the ones applied in the electric car market. 

 The Bass Diffusion Model [1] is probably the most 
widely used approach in management science [2]. In its 
algebraic form, the Bass Model is somewhat restricted to a 
small set of parameters and strong underlying assumptions. 
Some works partially relaxed some of these assumptions 
(e.g. Dodson and Muller [3]) and others extended the model 
(e.g. Kalish [4], Chatterjee and Eliashberg [5], and Horsky 
[6]). Interestingly, Bass [2] himself commented on some 
possible extensions for his seminal work. Two relatively 
recent state-of-the-art reviews are provided in Frenzel and 
Grupp [7] and in Meade and Islam [8]. 

While the Bass Diffusion Model captures innovation 
timing, the Discrete Choice Model, another popular 
approach, captures consumers’ appraisal of the product’s 
utility [9]. Many interesting works exist in the literature, 
including Anas [10], that relates information theory with 
Discrete Choice Models; Drakopoulos [11] discusses the 
psychological aspects underlying the theory of rational 
consumers; Kim et al. [9] propose an adjusted Discrete 
Choice Model that incorporates the choice behavior of the 
consumer into the dynamics of product diffusion; Lee et al. 
[12] put forward a methodological framework derived from a 
static utility function based on the Discrete Choice Model 
and the Bass Diffusion Model. 
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System Dynamics is also employed in this area. Milling 
[13] provides an example of the innovation diffusion process 
from a System Dynamics perspective. The basic structure of 
his model is identical to the mixed-influence of the Bass 
model [14], thus the characteristics of the product are not 
considered explicitly. Mooy [15] used a System Dynamics 
model with the sociological theory of Memetics, and more 
recently Park et al. [16] developed a marketing penetration 
forecasting model for hydrogen vehicles, also using a 
generalized Bass model in a System Dynamics framework. 

Maier [14] explains that variables such as pricing, 
quality, technical capabilities, etc. can impact on the 
probability of a purchase, but in his case this probability 
serves as a multiplier that affects the coefficient of 
innovation and imitation, or that can delay or speed up the 
demand. The total product utility is not considered explicitly 
through a Discrete Choice perspective. 

More specifically in the electric car market, many works 
propose forecasting approaches in the literature, including 
Discrete Choice (e.g., Beggs [17]), conjoint experiments 
(e.g., Segal [18], Ewing and Sarigolli [19]), and equation-
based models (Urban et al. [20]). An approach quite related 
to the present work is Klasen and Neumann [21], which 
combines the Bass Diffusion Theory with the Discrete 
Choice Model in an agent-based framework to investigate 
the feasibility of the German’s goal for the electric car’s 
adoption rate in next decade. Another contribution from the 
literature, which is close to the present work, is Meyer and 
Winebrake [22], but it is dedicated to hydrogen vehicles and 
the refueling infrastructure. Similarly to the present work, 
their System Dynamics model encapsulates concepts from 
the Diffusion Theory and the Discrete Choice Model, but 
consumers’ preference utilities are limited to fuel cost, 
vehicle price and station density. Moreover, the proposed 
model does not directly incorporate social forces in a utility 
model. 

Despite their contribution to the concerned literature, and 
to the best of the authors’ knowledge, no work exists which 
deals directly with consumer preferences and diffusion 
processes within a System Dynamics perspective for the 
electric car market. Thus, the model and application domain 
proposed herein are original. 

III. THEORETHICAL BACKGROUND 
This section introduces the main concepts employed in 

the proposed model. 

A. Bass Diffusion Model 
Traditionally, economic models of innovations’ diffusion 

are founded on biological and sociological research [23]. 
Perhaps the most well known work in the area is the Bass 
Diffusion Model [1], which distinguishes between two types 
of customers: innovators and imitators. This model is 
described as a set of differential equations employing a small 
number of parameters. Basically, Bass defined the rate of 
adoption S(t) as a function of the potential market share T(t), 
the actual number of adopters A(t), an innovation coefficient 
p and an imitation coefficient q. Bass formulated it is as 
following: 

𝑆 𝑡 = 𝑞𝑇(𝑡) + 𝑝 − 𝑞 𝐴 𝑡 − 𝑝[𝐴 𝑡 ]! 𝑇(𝑡).            (1) 
 
The Bass model assumes that everything in a diffusion 

process (e.g., customers’ individual characteristics, 
availability of information about a product, positive and 
negative personal recommendations, etc.) can be modeled 
through the parameters q and p. Despite the fact that the Bass 
model is largely used, its inherent assumptions have been 
criticized in the literature [8]. Additionally, the Bass Model 
is not easily parameterized when no market data is available. 
Thus, radically new products, which imply changes in 
consumers’ behavior, as the electric car, does restrict the use 
of the Bass Diffusion Model. 

Diverse approaches have emerged to improve or extend 
the Bass model, including the Discrete Choice Model and 
System Dynamics [21]. 

B. Discrete Choice Model 
The Discrete Choice Model allows for the determination 

of the relative purchase probability based on products’ 
utilities [24], describing products as a finite set of perfectly 
substitutable attributes. In short, the probability 𝑃!! that an 
individual i will choose a product k from a set of alternatives 
Ai is given by: 

 
𝑃!! = 1 1 + 𝑒 !!

!!!!
!

!∈!!,!!! ,      (2) 
 

where𝑉!!  is the deterministic component of the utility, 
described through expressed attitudes toward that alternative. 
This utility is assumed to be a linear additive function of the 
product attribute score, such as: 

 
𝑉!! = 𝑎!!𝑥!"! +!∈!! 𝑏!𝑥!"!!∈! ,    (3) 

 
Where 𝑥!"!  is the score given by individual i to the kth product 
alternative of the jth attribute; 𝑎!!  is the utility weight 
reflecting the importance of the jth attribute defined uniquely 
for the kth alternative; 𝑏! is the utility weight reflecting the 
importance of the jth generic attribute defined consistently for 
all alternatives; Sk is the set of attributes relevant to 
alternative k only, which is not common to all other 
alternatives and; S is the set of attributes common to the 
description of all available alternatives. 

It is important to note that both (2) and (3) assume that 
the individual preferences structure is fixed and depends only 
on the product attributes, which contradicts one fundamental 
notion of the Bass diffusion Model, i.e., that preference is 
also influenced by social forces (e.g. interaction between 
adopters and non-adopters) through time [21]. Thus, 
innovation timing cannot be forecasted directly through the 
use of Discrete Choice Models. This opens interesting 
opportunities by combining both diffusion and the Discrete 
Choice Model to incorporate social aspects and consumer 
preferences. Moreover, the linear structure of equation (3) 
enables the identification of its coefficients through a least 
square analysis, using a Conjoint Experiment, even in the 
case where products are fictitious. Thus, the combination of 
the Bass with the Discrete Choice Model allows one to 
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forecast not only purchase probability based on product 
attributes, but also diffusion timing, with a relatively simple 
form of parameterization, namely, conjoint experiment. 
System Dynamics provides an interesting framework for 
doing so. 

C. System Dynamics Applied to Innovation Diffusion 
System Dynamics is an approach for modeling and 

understanding the behavior of complex systems over time 
through the study of the system’s information-feedback 
structure. Thereby, interactions among the system structure, 
amplification in policies and time delays in decision and 
actions can be analyzed [25]. Basically, the mathematical 
description of a system dynamic model is realized with the 
help of differential equations. These equations simulate the 
resulting behavior of the system over time. The basic 
elements of the system dynamics model are feedbacks, 
flows, accumulation of flows (i.e. stocks) and time delays.  

The coarse structure of the Bass model is roughly 
schematized as a System Dynamics model in Fig. 1 (for a 
detailed explanation of System Dynamics and the Bass 
model, please refer to Sterman [26]). 

 

 
Figure 1: Bass model from a system dynamics’ perspective (inspired by 

[14]). 

In this case, the rate S(t) consumes the stock T(t) and 
feeds stock A(t), regulated by parameters p and q. In contrast 
with Bass’ original algebraic formulation, the System 
Dynamics model easily allows diverse policy studies, such as 
a change in parameters p and q, or even structural changes, 
such as adding other feedback loops, for example. 
Consequently, System Dynamics provides an interesting 
framework to combine the fundamental structure of the Bass 
Model (to take into consideration innovation timing and 
social aspects of the diffusion process) with the basic ideas 

of Discrete Choice Models (incorporating customers’ 
preferences explicitly in accordance with several products’ 
attributes). In the next section, a model describing this 
possibility is discussed. 

IV. PROPOSED METHODOLOGY AND SIMULATION MODEL 
The general methodology employed in this work is 

summarized in Fig. 2 and explained afterwards. 
 

 
Figure 2: Proposed methodology. 

A. Modelling and Simulation Paradigm 
The proposed System Dynamic model is depicted in Fig. 

3.  
This figure shows that the basic structure of the Bass 

Model (see Section IIIA) is employed, including the typical 
A(t), S(t) and T(t). In addition, the traditional Bass model is 
extended in many ways. First, based on Sterman [26], the 
model captures the replacements/substitutions purchases by 
the variable discarding rate 𝐷𝑅! of the product alternative k. 
This is necessary because for the electric car (and many other 
durables), the adoption timing is slow and can easily 
overcome the product’s life cycle. In this case, based on the 
car’s lifecycle lc, obsolete products have to be replaced, 
moving consumers back to the potential market when the 
product is discarded. The rate at which consumers move 
back was modeled approximately as the adoption rate S(t), 
delayed by the average lifecycle lc of the product. As the 
average lifecycle is relatively long for many durables (like 
cars), the repeated purchase decisions are reasonably similar 
to the initial purchase decisions; thus after discarding 
consumers reenter the potential customers’ pool [26]. 
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Figure 3: Proposed model. 

Another improvement to the traditional model is the 
inclusion of the total market TM(t), which represents the 
untapped market, as suggested by Maier [14]. The stock of 
potential adopters is increased by PA(t) rate, i.e. the flow 
coming from the untapped market, which represents actual 
consumers of other products that may become new 
customers at a rate that also depends on the average product  
lifecycle lc. This corrects the traditional diffusion model for 
the substitution of durables, because not all consumers are 
immediately available as potential adopters, but only those 
that need to replace the product after it reaches the end of its 
lifecycle. Based on this, it is possible to define: 

 
𝐴 𝑡 = (𝑆 𝑡 − 𝐷𝑅 𝑡 )𝑑𝑡!

!!
,                           (4) 

 
𝑆 𝑡 = 𝑃×𝑇(𝑡),                            (5) 

 
where P is explained in the next subsection and, 

 
𝐷𝑅 𝑡 = 𝑆(𝑡 − 𝑙𝑐),              (6) 

  
i.e., the discarding rate is delayed by the lifecycle lc in respect to t, 
and: 

 
𝑇 𝑡 = (𝑃𝐴 𝑡 + 𝐷𝑅 𝑡 − 𝑆 𝑡 )𝑑𝑡!

!!
,          (7) 

 
𝑃𝐴 𝑡 = 𝑇𝑜𝑡𝑎𝑙  𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑙𝑐,         (8) 

 
𝑇𝑀 𝑡 = 𝑇𝑜𝑡𝑎𝑙  𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 − 𝑃𝐴 𝑡 𝑑𝑡!

!!
.                (9) 

 

The most important contribution of the proposed model 
is indicated at the center of Fig. 3. Replacing the traditional 
coefficients p and q, the buying probability is determined 
through a model inspired by the Discrete Choice approach 
combined with the Diffusion Theory, as explained in the 
next subsection. In this way, the ideas underlying the Bass 
Model are maintained with the advantage of easy 
parameterization through Conjoint Analysis, even in the case 
of radical innovations when no market data is available. 

B. Model Structure for the Buying Process 
The fundamental structural contribution of the proposed 

model lies on the substitution of buying probabilities by the 
innovation and imitation coefficients. It was assumed that 
both innovative and imitative behaviors originate though 
utility assessment, as proposed by Klasen and Neumann 
[21]. A similar approach was also recently employed by 
Goldenberg et al. [27]. In this case, 𝑃!!  is not calculated 
through (2) as the traditional Discrete Choice Model, since 
the utility assessment of products 𝑉!! is replaced by 𝑉𝑆!!: 

 
𝑉𝑆!!(𝑡) = 𝑉!!(𝑡) + 𝑈!!(𝑡) ,               (10) 

 
where 𝑉!! 𝑡  is defined in (3) and represents the innovation 
utility, similarly to the innovation coefficient p of the Bass 
model; 𝑈!!(𝑡) is the imitation utility of a product alternative k 
for individual i, representing the coefficient q of Bass. By 
doing so, besides incorporating consumer preferences as 
preconized by the Discrete Choice Model, equation (10) 
combines characteristics of the classical diffusion model, 
including social components. These social components are 
derived from the perception of clients of the market share 
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and positive recommendations from their entourage, as 
following: 

 
𝑈!!(𝑡) = 𝑅!!(𝑡) +𝑀!

!(𝑡),             (11) 
 

where 𝑅!! 𝑡 represents the utility of positive 
recommendations and 𝑀!

!(𝑡) the utility of the market share: 
 

𝑅!!(𝑡) = 𝑓(𝑅𝐴!!(𝑡)),                        (12) 
 

𝑀!
!(𝑡) = 𝑔(𝑀𝑆!(𝑡)),             (13) 

 
where 𝑅𝐴!!(𝑡)  represents the quantity of recommending 
adopters for the kth alternative obtained by individual i; and 
𝑀𝑆!(𝑡)  is the market share (percentage) of the kth 
alternative. Both functions f and g are parameterized with the 
help of a conjoint experiment, explained in the next 
subsection. 𝑅𝐴!!(𝑡) and 𝑀𝑆!(𝑡) are calculated as follows: 

 
𝑅𝐴!!(𝑡) = 𝑟𝑟!!×𝑐𝑟!!×𝑆𝐴!(𝑡),                   (14) 

 
𝑀𝑆!(𝑡) = 𝐴(𝑡)×𝑠𝑟!,             (15) 

 
where 𝑟𝑟!! is the recommendation rate for the kth alternative 
received by individual i; 𝑐𝑟!! is the contact rate of individual 
i with people who adopted the kth alternative; 𝑆𝐴!(𝑡) is the 
quantity of satisfied adopters choosing the kth alternative; 𝑠𝑟!! 
is the satisfaction rate of those adopting the kth alternative; 
and the already defined A(t) is the total quantity of adopters. 

C. Model Parametrization 
In order to parameterize the simulation model, the 

proposed methodology employs a conjoint experiment. The 
Conjoint Analysis is probably the marketers’ favorite 
methodology for determining how consumers decide among 
competing products, according to Green et al. [28]. 
Basically, it measures trade-offs of survey responses 
concerning preferences and intentions to buy. A conjoint 
experiment is performed through a field research employing 
interviews and semi-structured questionnaires with potential 
consumers. The results are the consumers’ individual utility 
functions for each product attribute (in equation 3). 

In the present work, these utility functions constitute the 
necessary parameters for the utility loop in Fug. 3. As 
mentioned before, both functions f and g are produced based 
on a Conjoint Analysis. For f, based on quantities of 
recommending adopters A(t), it was possible to define the 
values of the corresponding utility function of positive 
recommendations 𝑅!!(𝑡). Similarly, based on the possible 
market share 𝑀𝑆!(𝑡) , it was possible to determine the 
corresponding utility function of the market share 𝑀!

!(𝑡). 
Finally, the innovation utility 𝑉!! was determined from the 
sum of the total car utility and the base utility, both resulting 
from the Conjoint Analysis. The total car utility corresponds 
to the consumer’s average utility of an assumed technology. 
The base utility can be interpreted as a utility deficit of some 
product alternatives in relation to others. This deficit can be 
explained by different reasons, e.g. product or technology 

related uncertainty, lack of information and residual 
preferences not measured by other products’ attributes. For 
further detail on Conjoint Analysis, the reader is referred to 
Ewing and Sarigollii [19], Klasen and Neumann [21] and 
Lee et al. [12]. 

V. PRELIMINARY APPLICATION 
The proposed simulation model was applied in a 

preliminary industrial-scale case in the German market for 
electric cars. 

A. Simulation Problem 
As a promising technology to reduce greenhouse gas 

emissions, the electric car appears, together with other 
complimentary technologies such as hybrid cars, to be an 
interesting alternative for consumers. Believing that it is a 
good alternative, the German government has established an 
official market goal of 1.000.000 cars sold by 2020, a market 
share of approximately 2,32%. Recent governmental reports 
suggest, though, that without government intervention, only 
450.000 cars will be sold [9]. Great uncertainty is related to 
this market, since consumers’ reaction to technological 
limitations, loading infrastructure and green energy 
generation are still not well understood. 

Consequently, understanding the market potential and 
consumers’ preferences is crucial not only for validating the 
market goal but also for deriving public policies to support 
new technological and infrastructural developments. As 
explained in section II, many works propose approaches to 
forecast the electric car market in the literature, but to the 
best of the authors’ knowledge, no work puts forward an 
approach dealing directly with consumer preferences and 
diffusion processes within a system dynamics framework, 
such as the one proposed herein. 

This approach provides an interesting simulation tool to 
forecast the market share when consumers’ preferences favor 
technical attributes, such as in the electric car market. In 
addition, it allows for evaluating how social aspects and the 
product’s utility influence the adoption process. 

Thus, in this context, the preliminary simulation 
experiment aims at “understanding how the main driver of 
infrastructure, the battery loading time, influences the 
diffusion of electric cars in Germany”. This simulation 
objective highlights that the main goal of the simulation 
study lies in the comparative analysis of different charging 
technologies. Consequently, absolute forecasting accuracy 
was not primarily pursued. Also, the scope of the study was 
limited to the comparison between present internal 
combustion cars and electric vehicles. 

Based on the literature and on the interaction with some 
automakers, a list of 18 attributes that differentiate an electric 
car from a conventional one was produced and verified 
through interviews with two experts, one from the 
automobile industry and another from a consulting firm. 
Among the attributes, but not limited to them, price, battery 
range, variable cost per km, battery charging time, battery 
durability, CO2 emissions, maximal velocity, acceleration, 
loading space, noise level and model exclusivity were 
included. The simulated technology was based on the newly 
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announced Renault ZE technology, which offers a total range 
of 180 km and three battery loading possibilities: a normal 7 
hours charging at home and/or at the working place, a 30 
minutes fast charging and a five minutes battery exchange. 
As fast charging and battery exchange infrastructures require 
expensive investments, this simulation enables one to 
understand how the market can evolve in the case these 
infrastructures are indeed installed.  

The field research consisted of 291 interviews with 
subjects, conducted between September and October 2009. 
From these, only those with relevant driving behavior, i.e. 
mainly city and short distance travellers, were identified as 
potential consumers. This filtering criterion yielded 183 
potential consumers that effectively took part in the conjoint 
experiment. Thus, based on this proportion, the potential 
market for electric cars accounts for 63% of the total German 
car market. With the results of the conjoint experiment, the 
model was parameterized and simulations were performed, 
together with some sensitivity analysis. 

B. Simulation and Results 
The proposed model was implemented through Vensim® 

PLE 5.10d and then configured using information from the 
Conjoint Analysis, described previously. 

Fig. 4 shows the simulation results of the potential 
market share (in percentage) for the three technologies: a 
normal 7 hours charging, a fast 30 minutes charging and a 
five minutes battery replacement. 

 
 

Figure 4: Simulation results for the potential market share. 

A number of conclusions can be drawn from Fig. 4. First, 
if no fast charging infrastructure is available, consumers are 
not willing to purchase the electric car. The restrictions 
imposed by limited charging possibilities (only at work, at 
special public parking lots and at home), together with the 
long loading time, require a drastic change of consumers’ 
behavior, leading to a less than 0,1% market share. Second, 
fast high-power charging infrastructure that allows the 
batteries to be charged in 30 minutes accounts for a market-
share of 14% in 15 years. According to this scenario, the 

German government goal of 1.000.000 cars (3,6% of the 
market) could be reached in 2020. The impediment lies on 
the infrastructure, which is not available yet. The latter 
requires not only high investment, but also time to be built, 
suggesting that the decision of the first cities where this 
infrastructure will be built is of a great strategic importance. 
Third, if battery exchange stations are available, the market-
share might increase further, yielding 18% of the potential 
market (11% of the total market). Although this 
infrastructure requires a high investment in a stock of 
available batteries, it could account for a second step in the 
development of the market. 

Even though our simulated experiment offers an idea of 
the potential market-share, results must be interpreted with 
care. Modeling assumptions and consumers’ high uncertainty 
about the technology are possible sources of error. Despite 
the fact that absolute values should be read with caution, 
comparative analyses, as the one presented here, are valid. 
Thus, our analysis shows that investment in the right 
infrastructure can determine the success or failure of electric 
cars. In our analysis, we restricted ourselves to two main 
limitations of the electric car, i.e. the battery loading time 
and necessary infrastructure. Nevertheless, many other 
scenarios could be created and additional analysis could be 
done in future works, as discussed in the next section. 

VI. FURTHER RESEARCH 
The preliminary application illustrates the utility of the 

proposed model. Several additional studies can be performed 
using the proposed approach and dataset, including some 
supplementary validation. 

An initial structural validation (which is the validity of 
the set of relations used in the model, as compared with the 
real processes) was performed based on the literature. This 
structural validation increases the level of certainty to 
acceptable levels. Some additional research efforts will be 
done in the future to deeply verify some assumptions 
strongly influencing the forecasting behaviour and accuracy. 
This additional validation effort will also be done through 
additional literature review in specific areas related to these 
assumptions.  

Another important future work in the electric car market 
refers to the study of other drivers of the adoption process, 
such as car price when compared to conventional vehicles, 
battery durability, maximum speed, and so forth. 

Other market sectors can be also investigated in the 
future, consequently more statistical certainty will be gained 
as other important application domains will be tested in the 
future. 

 Finally, additional works could be performed to develop 
simpler parameterization approaches in order to increase the 
model’s usability in practice. 

VII. CONCLUSIONS 
This paper proposes a novel simulation-based approach 

for investigating the innovation adoption process. By 
combining the Bass Diffusion Theory with the Discrete 
Choice Model and Conjoint Analysis, from a System 
Dynamics perspective, it is possible to evaluate how 
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diffusion timing, social aspects and consumer preferences in 
terms of the products’ characteristics influence the 
introduction of new products in the market. 

An illustration of the proposed simulation model for the 
electric car market in Germany was provided. As a 
preliminary real-scale application, it was possible to 
demonstrate how battery charging technology and 
infrastructure drive customer adoption. This simulation 
experiment shows the potential of the proposed approach, 
supporting the understanding of the main drivers of product 
adoption in strategic planning through an intuitive method. 

Several future research works are under way, including 
additional structural and behavioral validation efforts, as well 
as assumptions and parameterization investigations. 
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Abstract – This paper investigates discrimination of plaque lesion 

from other types of psoriasis lesions using fuzzy logic technology. 

The proposed intelligent model can aid dermatologist in doing 

pre-diagnosis of psoriasis lesion particularly in hospitals that are 

scarce of expert persons.  Skin lesions can be represented in terms 

of enhanced image pixel indices from various color models such as 

RGB, HSV and YCbCr. These indices are used as inputs in 

designing an intelligent model based on fuzzy algorithm. However 

prior to that, numerical analysis is done statistically in order to 

select only significant color components that would infer plaque 

discrimination from the non-plaque group samples. The outcome 

of the designed fuzzy model has produced sensitivity and 

specificity of 72.72% and 90.09% respectively. Eventually, the 

overall accuracy of the fuzzy model is 81.82%, and is about 7% 

higher when compared to the optimized ANN model developed 

earlier from previous work.   

 

Keyword – RGB; HSV; YCbCr; Fuzzy logic; MATLAB; SPSS. 

 

I. INTRODUCTION 

Psoriasis comes from the Greek word psora, meaning the 
state of being affected with itch. It is an immune mediated, 
genetic disease manifesting in the skin and/or the joints. This 
chronic scaling disease belongs to the papulosquamos diseases 
group of skin disorders [1]. In psoriasis, the epidermis layer 
beneath the outer skin surface thickens because of an 
abnormality growth of melanocyte cells causing dilation of 
blood vessels for nourishment. The immune system then sends 
faulty signals that speed up the movement rate of these cells to 
the surface within days instead of weeks where they will pile 
up with the dead cells, sometimes creating white, flaky layer 
over a patch of an inflamed skin. Psoriasis is prevalence 
worldwide effecting 1% to 2% of the population [2]. In 
Malaysia, the top five skin disorders seen by dermatologists 
each year are psoriasis, chronic eczema, allergies, occupational 
dermatitis and acne [3]. About 3% of the citizen population 
was reported to suffer from psoriasis alone, compared to only 
0.756% that was having malignant skin problems [4]. Psoriasis 
has variety of clinical presentations. The major ones are the 
scaly plaques, noduled guttate, reddish erythroderma, and 
sometimes creating pus in pustular. It may range from just a 
few spots anywhere on the body to large areas of involvement. 
Nevertheless, it is not contagious or spreadable from one part 
of the body to another or from one person to another. However, 
individuals with severe psoriasis have a profound emotional 
and social as well as physical impact on their quality of life [5]. 

The exact cause of psoriasis is unknown, but it is common 
that psoriasis is heritable [6].  

Dermatology is about medical study on skin diseases 
or lesions [2]. The fundamental concept of learning 
practiced by dermatologist is by looking at the skin lesion, 
applying morphological learning method and then follow-
up by differential diagnosis steps in order to identify the 
types of diseases. These methods would include matching 
the skin lesion appearance to the closest appearance photo 
from a library text as guidance for the diagnosis. 
Basically, dermatologist needs to know the preliminary 
spatial and spectrum information when diagnosing a skin 
lesion. Since the human eye has limitation in performing 
such difficult tasks, dermatologists sometimes would rely 
on true color digital imaging to assist them in their work. 
Nowadays, with the rapid advances in computer and video 
technology, producing such a low-cost biomedical 
imaging based on analysis of color and texture of skin 
lesions has become very feasible. These support systems 
not only enhance the dermatologist ability to communicate 
with patients and colleagues but the quantified data 
images can be used more efficiently and perhaps diagnose 
the lesion with better accuracy and efficiency [7]. 

Many research works have applied available computer 
vision technology and other sophisticated image 
processing techniques on capturing and improving images 
of skin lesions. Characteristics such as Asymmetry in the 
shape of lesion, irregular lesion Border, variegated 
Coloring in the lesion and Diameter of the lesion are 
useful and important features for dermatologist whenever 
skin diagnosis is concerned [1]. All of the lesion features 
based on the ABCD rule can be proposed as the front-end 
inputs in designing an artificial intelligence for automated 
dermatological diagnoses of a specific lesion. In fact, 
several work concerning realization of this idea have 
already been described and implemented where artificial 
neural network (ANN) were used as the lesion classifier 
[8-10]. These work focused on discriminating malignant 
melanoma from other types of skin tumor based on color 
features where several color models have been 
experimented to describe the colors characteristics of 
melanoma in terms of means and variances. Such models 
are the primary RGB, spherical color coordinates (CIE-
L ), relative chromaticity (rgb), CIE-LUV, and the non-

linear transformation model of YCbCr and HSV. Other 
artificial intelligence related work that used fuzzy 
algorithm for skin color image segmentation of lesions 
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was described in these literatures [12-14]. However, these 
works mainly focused only on enhancement of selected lesion 
segmentation that utilized RGB and HSV color models. No 
discrimination between lesions was reported.  

Application of neural network in automated diagnosis of 
psoriasis skin lesion has been initiated by Hashim et. al. His 
investigation was on discriminating plaque lesion from other 
psoriasis using ANN algorithm where several color models 
were used and reported in these literatures [14-16]. Most of the 
trained optimized ANN models were trained using Levenberg-
Marquardt algorithm and later, validated based on the receiver 
operating characteristic (ROC) curve that conveniently displays 
diagnostic accuracy expressed in terms of sensitivity and 
specificity with respect to selected threshold values. When 
comparing between color models, the investigations have 
shown that HSV is the best color space for discriminating 
plaque with accuracy of 75.21% [15]. This result will be used 
for comparison later on with the investigation outcome of this 
paper. 

As an additional study of the previous work, investigation 
on using fuzzy algorithm is proposed as the pattern classifier 
based on various color models. Therefore, this paper described 
the scope of work in Section I, followed by methodology in 
Section II. Section III is for the results and discussion. Finally, 
Section IV is the conclusion of the findings. 
 

II. SCOPE OF WORK 
Scope of this study is on designing an intelligent fuzzy 

model that can discriminate plaque from non-plaque group of 
lesions based on three color models i.e. RGB, YCbCr and HSV. 
Digital image processing technique is applied to produce 
quantitative color measurements. Each lesion sample from the 
respective group is represented by its differential mean pixel 
index which will be elaborated in the following section. The 
group indices are tested statistically using Statistical Package 
for Social Sciences (SPSS) tool in order to observe any 
discrimination through independent t-test and eventually, 
computation of measurement range with respect to the group‟s 
mean, upper and lower confidence limit (UCL and LCL) [17]. 
The information is then used as inputs to design intelligent 
model using a fuzzy algorithm. 

 

 

III. METHODOLOGY 

 

A. Data Collection 
Three sets of digital images of psoriasis lesions 

representing plaque, guttate, and erythroderma were captured 
from psoriasis patients under controlled environment at the 
Hospital Universiti Kebangsaan Malaysia (HUKM) and 
Hospital Melaka. These images have 600 samples representing 
the 3 lesions (plaque:guttate:erythroderma), cropped and 
divided into training set of 468 samples with a proportion of 
234:117:117 representing each lesion respectively. The testing 
set has 132 samples with 66:33:33 proportions. Just notice that 
all these sets are evenly distributed between plaque and non-
plaque samples. These samples were then separated by three 
categorized color models which are the RGB, YCbCr and HSV. 
The samples were later clustered into two groups: plague and 
non-plague (comprised of guttate and erythroderma) and acts 

as inputs for fuzzy logic system. Initially, the RGB 
component color images were acquired using FinePix 
6900 Zoom (FujiFilm) digital camera, with pixel 
resolution of 786x512. This size is sufficient for analysis, 
as all relevant details of the lesions are shown [18]. During 
the photo session, the camera was placed at a distance of 
one foot directly above the patient‟s skin. 
 

B. Pre-processing 
Each image from the stored database was being 

filtered using median filter technique in order to remove 
any artifacts such as small white ellipse lines or dots. 
These artifacts can be considered as impulsive noise and 
may thus be reduced using a median filter given by [19]: 

    ,
2

1
1,,, k

N
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med
med 
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

 111
2
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            (1) 

where Nmed is an odd number that indicates the selected 

size of a two dimensional median filter. P represents all 

the color components. Note that only square median filter 

kernel was considered. After the filtering process, region 

of interest (ROI) which includes a sample of normal skin 

and three samples of lesion area were selected. Each 

image was carefully studied and observed by the 

dermatologists involved in this research. Once the regions 

have been identified by them, the images were cropped 

out sequentially with the normal skin first and followed by 

the other lesion sample. All samples were then been 

resized to a dimension of 256 by 256 pixel area for 

consistency in this research [14-16]. The differential 

method of gathering lesion sample color indices is defined 

as:  

 

Phsv(i,j) = [Phsv lesion (i,j) – Xhsv skin]          (2) 

 

where Xhsv are the computed mean index for each color 

component of the selected ROI normal skin sample. 

 
HSV parameters were derived non-linearly from RGB 

through the following mathematical conversion [15]; 
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 BGRMaxV ,,                                           (5) 

 
YCbCr parameters were then created from the 

corresponding gamma adjusted RGB (red, green, blue) source 
using two defined Kb and Kr and the transformation are as 
follows: 

  
Y   = 0.299*R’ + 0.587*G’ + 0.114*B’      (6) 

Cb = -0.168736*R’- 0.331264*G’ + 0.5*B’      (7) 

Cr = 0.5*R’- 0.418688*G’ - 0.081312*B’      (8) 

 
Here, R’, G’ and B’ are assumed to be nonlinear (gamma-

adjusted) and has a nominal range from 0 to 1, with 0 
representing the minimum intensity and 1 the maximum. The 
prime symbols denote the use of gamma adjustment. The 
resulting luma (Y) value will then have a nominal range from 0 
to 1, and the chroma color difference(Cb and Cr) values will 
have a nominal range from -0.5 to +0.5 [16].  

 
C. Inference Test 

Independent t-test was applied to obtain p-values that 
provide valuable information because it measures the amount 
of statistical evidence that supports the alternative hypothesis 
in this work as shown below. 

 

Null hypothesis (no discrimination), 0H :  

 0 zy                                 (9) 

Alternative hypothesis (has discrimination), 1H : 

   0 zy                               (10) 

Where zy   ,  is the population mean. 

Statisticians translated p-value into 4 different descriptive 

terms, which are [17]: 

 

 

 p-value <0.01: 

 There is overwhelming evidence to infer that H1 is true 

 0.01<p-value < 0.05: 

 There is strong evidence to infer that H1 is true 

 0.05<p-value < 0.1: 

 There is weak evidence to infer that H1 is true 

 0.1<p-value < 1.0: 

 There is no evidence to infer that H1 is true 

 

D. Fuzzy Inference Systems 
Basically, fuzzy logic based in fuzzy inference systems 

(FIS) or Fuzzy-rule based systems as depicted in Figure 1 [20]. 
In this system a fuzzy fication interface transforms the input in 
degrees of match with linguistic values. Then a decision-
making unit performs the inference operations on the rule base. 
Finally, a defuzzification which is a process of combining 

applicable fuzzy rules in order to assign a value to a given 
output interface transforms the fuzzy result of the 
interference process in a crisp output. Fuzzy inference is 
the process of formulating the mapping from a given input 
to an output using fuzzy logic. The mapping then provides 
a basis from which decisions can be made, or patterns 
discerned. The process of fuzzy inference involves all of 
the pieces that are described in the previous sections: 
membership functions, fuzzy logic operators, and if then 
rules. There are two types of fuzzy inference systems that 
can be implemented in the Fuzzy Logic Toolbox: 
Mamdani type and Sugeno-type. These two types of 
inference systems vary somewhat in the way outputs are 
determined. But, in this study,  Mamdani type is selected 
due it more suitable  for human input [20].  

 

 

 
Figure1.          Fuzzy inference systems (FIS) 

 

 

E. The FIS editor 
The fuzzy inference system (FIS) Editor displays 

general information about a fuzzy inference system as 
shown in Figure 2. There is a simple diagram at the top 
that shows the names of each input variable on the left, 
and those of each output variable on the right. The sample 
membership functions shown in the boxes are just icons 
and do not depict the actual shapes of the membership 
functions [20]. 
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Figure 2.       FIS Editor for colors 

 

 

F. Input and Output Membership Function 
The fuzzy sets and the membership functions are defined in 

the following manner: if X is a collection of objects, then a 
fuzzy sets A in X is defined as a set of order pairs [20], as in 

 Xx xxA A  )(,                         (9) 

From (7), A represent a fuzzy set and )(xA is a memberships 

function of x in A. 

 

G. Fuzzy Rule Base 
Fuzzy rule are a collection of linguistic statements that 

describe how the FIS should make a decision regarding 
classifying an input or controlling an output. This fuzzy logic 
was used production rules that consist of s precondition (IF-
part) and a consequence (THEN-part) to represent the relation 
among the linguistic variables and to derive actions from 
inputs. There are six rules were defined for fuzzy logic system. 
 

H. Defuzzification 
The choice of defuzzification method depends on the 

precision of the result [20]. There are five types of 
defuzzification methods where for this study, the Min of 
maximum (MoM) technique was chosen. This technique takes 
the output distribution and finds its mean of maxima to come 
up with one crisp number.  
 

 

I. Performance Indicators 
Optimizations of the designed models for best learning 

coefficients were based on performance indicators such as 
sensitivity, specificity, diagnostic accuracy and receiver 
operating characteristic curve. Sensitivity and specificity are 
commonly used terms that generally describe the accuracy of a 
test. Sensitivity is a measure of the ratio or percentage of „true‟ 
lesions (TP) and a positive diagnostic test result ( D ). It 
represents the actual percentage of a „true‟ lesion disease 
realized by a positive test result and is also known as true 
positive rate (TPR), defined as [14-16]: 

Sensitivity:



D

TP
TPR                        (13) 

 
Specificity measures the ratio or percentage of „false‟ 

lesions (TN) and with a negative diagnostic test result 
( D ). It is actually represents the actual percentage of a 
„false‟ lesion condition realized by a negative diagnostic 
test. Specificity is also termed as true negative rate (TNR) 
and is given as: 

Specificity:



D

TN
TNR                        (14)      

                       
The percentage for diagnostic accuracy (DA) refers to 

the percentage of samples that have been correctly 
classified or diagnosed, and have output values within the 
predefined threshold range for the respective output level. 
It can be derived as: 

Accuracy: %100 x 
N

TNRTPR
DA


         (15)    

 

 
IV. RESULT AND DISCUSSION 

 
Table I shows multiple comparison independent t-tests 

result to obtain p-values for quantitative measurement. It 
is observed that three color component; B, S and Cb has p-
value >0.05 which implies that plaque cannot be 
discriminated from either both or one of the non-plaque 
lesions. Thus only six color components were considered 
for constructing the fuzzy model.  

 

TABLE I          PLAQUE INDEPENDENT t-TEST MULTIPLE 
COMPARISON 

Component Non-plaque 
Significant  

p-value 

R 
guttate 0.00 

erythroderma 0.00 

G 
guttate 0.00 

erythroderma 0.00 

B 
guttate 0.00 

erythroderma 0.06 

Y 
guttate 0.00 

erythroderma 0.00 

Cb 
guttate 0.00 

erythroderma 0.00 

Cr 
guttate 0.501 

erythroderma 0.00 

H 
guttate 0.00 

erythroderma 0.00 

S 
guttate 0.22 

erythroderma 0.90 

V 
guttate 0.00 

erythroderma 0.00 

 
Three inputs from each of these components for the 

model would then represent the Low, Medium and High 
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level while the output has two levels for plaque and non-
plaque. Ranges for each input membership function are taken 
from the outcome measurements of error plot obtained by the 
descriptive explorer SPSS with respect to UCL and LCL. The 
ranges for these inputs are shown in Table II. The number of 
training set samples is 468 and each sample‟s values were set 
as plaque boundary in membership function editor for FIS. 
Eventually, the triangular (trimf) has been used because it is 
the simplest way to describe the range of output. However, for 
input membership function, gaussian (gaussmf) has been used 
where it has more suitable curves that have advantage of being 
smooth and nonzero at all points.  

 
 
 
 
 
 
 
 
 

TABLE II   INPUT MEMBERSHIP FUNCTION FOR LOW, MEDIUM AND 
HIGH LEVEL 

Component 
Low Level Medium level High level 

Range Range Range 

LCL UCL LCL UCL LCL UCL 

R -36.931 -29.171 -25.806 -16.355 14.220 32.6249 

G -53.276 -46.785 -27.776 -20.371 5.942 18.173 

Y -40.102 -34.548 -21.47 -14.927 7.657 19.546 

Cb 2.8027 4.1084 6.6155 8.222 -0.8584 0.8737 

H 0.8033 0.8611 0.6819 0.7384 0.5436 0.6799 

V -31.731 -24.955 -8.7594 -0.8617 20.0866 36.7455 

 

 
Table III below shows the output ranges where it is divided 

into two categories; plaque and non plaque. Range of 0-5 
represents plaque while range of 5.1-10, is for non-plaque. For 
example, if a new lesion sample is being applied to this 
designed fuzzy model, and has output range between 0-5, 
therefore that this sample is classified as plaque.  

 

TABLE III      OUTPUT RANGE OF MEMBERSHIP FUNCTION 

Output Range 

Plaque 0.00 – 5.00 

Non-plaque 5.10 – 10.00 

 
Figure 3 describes the membership function for this 

investigation. The  six yellow boxes shown on the left-hand 
side of the figure are the inputs membership function that have 
being applied to build the fuzzy system while the blue color 
box presents both targeted outputs. The membership function‟s 
value was obtained from previous input tables. The collection 
of linguistic statements was combined and a decision was made 
regarding classifying an input or controlling an output. In this 
system, fuzzyfication has transformed each input in terms of 
degree of matching with the respective linguistic values and 
later, an inference operation was performed by a decision 
making unit. 
 

 
Figure3.   Membership function creates based on range obtained 

 
Table IV shows the performance indicators output 

produced by the fuzzy model. The testing set comprised of 
132 samples of lesion tested in the fuzzy rule viewer. The 
percentage accuracy for plaque or TPR (sensitivity) is 
72.72%, implying the model can recognize 48 samples out 
of 100 positively diagnosed samples. Only 18 samples 
would be falsely indentified as non-plaque. Alternatively 
when the model was tested with 100 negatively diagnosed 
as non-plaque, the percentage accuracy TNR (specificity) 
is 90.09%. This implies that the model has better 
capability to recognize non-plaque samples. Only 6 
samples were falsely identified as positive. The overall 
diagnostic accuracy (DA) is calculated using equation (15) 
and for this fuzzy model, it is 81.82%.  
 

TABLE IV    OUTPUT AFTER TESTING USING FUZZY LOGIC 

Group 
Tested 

Samples 
Plaque Non-plaque 

Plaque 66 
TP=48 

18 
(TPR=72.72%) 

Non-plaque 66 6 
TN=60 

(TNR=90.09%) 

 
Finally, the performance of the designed fuzzy model 

is compared to ANN best model performance as described 
in Section I. Table V shows the comparison in terms of 
DA% and as a note, the number of training and testing 
samples used for designing and validating both models are 
the same. From the table, it is noted that the fuzzy model 
has higher percentage accuracy and outperformed ANN 
model by atleast 7%. This simulation results indicates that 
the fuzzy model is better in discriminating plaque lesion or 
otherwise non-plaque lesion.  

 

TABLE V 
PERFORMANCE COMPARISON BETWEEN FUZZY MODEL AND 

ANN BEST MODEL FOR INTELLIGENT PLAQUE LESION 

CLASSIFICATION 

 
Fuzzy 
Model 

ANN 
Model 

Diagnostic Accuracy (%) 81.82 75.00 
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V. CONCLUSION 
The aim of this investigation is to design an intelligent 

fuzzy model that can discriminate plaque skin lesions from 
non-plaque or otherwise.  This dermatological pre-diagnostic 
procedure utilized on lesion sample‟s color image processing 
and fuzzy logic algorithm. Combination of various color 
models, i.e. RGB, YCbCr and HSV were chosen because of 
widely being used for skin image study and also to be 
consistent with the previous work that used ANN as the pattern 
classifier. The front-end phase involved enhanced samples 
image processing for feature extraction in terms of differential 
mean pixel indices. These indices were statistically using 
independent t-test in order to identify the valid color 
components that have strong evidence for discriminating 
plaque from non-plaque group. The identified color 
components‟ parameters in terms of ranges of statistical 
measurements with respect to UCL and LCL were later used as 
the input membership function when designing the fuzzy 
model. While training the model with 432 samples, fuzzy 
fication has transformed each input in terms of degree of 
matching with the respective linguistic values and later, an 
inference operation was performed by a decision making unit 
where the targeted model output is to decide between plaque 
and non-plaque. Performance validation was conducted later on 
the fuzzy model with 132 samples of lesion and the result 
showed that it produces an overall accuracy of 81.82%. This 
proposed fuzzy model has also outperformed the best designed 
ANN model from previous work by at least 7% in terms of 
overall accuracy. The outcome of this experiment has 
concluded that fuzzy algorithm has better accuracy and can be 
recommended to be utilized in developing intelligent plaque 
psoriasis classification model. 

 
ACKNOWLEDGMENT 

The authors would like to acknowledge Dr. Saadiah 
Sulaiman from Hospital Universiti Kebangsaan Malaysia 
(HUKM) and Dr. Roshidah Baba from Hospital Melaka (HM) 
for providing the psoriasis raw data images prior to the 
preparation of this project.  
 

REFERENCES 
[1] K. Wilheim, P. Elsner, E. Berardesca, and H. Maibach, "Atopic 

Dermatitis and Other Skin Diseases," in Bioengineering of the Skin: Skin 

Imaging & Analysis, 2nd Edition, CRC Press, 2006, pp. 289-296. 
[2] H. M. Sander, L. F. Norris, P. E. Phillips, and A. Menter, "The annual 

cost of psoriasis," Journal American Academy Dermatology, vol. 28, pp. 

422-425, 1993. 
[3] S. C. Lim, R. Baba, and H. Hashim, "Malaysian psoriasis registry - a 

start," Cyberjaya, Malaysia: Paper presented at the 29th Annual 

Congress of Dermatology Society of Malaysia, 2004. 
[4] G. C. C. Lim and Y. Halimah (Eds), "Second report of the national 

cancer registry, cancer incidence in Malaysia 2003," National Cancer 

Registry, Ministry of Malaysia, Kuala Lumpur, ISSN pp. 1675-8870, 
2004. 

[5] S. W. Weiss, A. B. Kiimball, D. J. Liewehr, A. Blauvelt, M. L. Turner, 

and E. J. EmanueL, "Quantifying the harmful effect of psoriasis on 

healh-related quality of life," Journal American Academy Dermatology, 

vol. 47, no. 4, pp. 512-518, 2005. 

[6] J. T. Elder, A. T. Bruce, J. E. Gudjonsson. et. al, "Molecular Dissection 
of Psoriasis: Integrating Genetics and Biology , " Journal of 

Investigative Dermatology, vol. 130, pp. 1213-1226, 2009. 

[7] N. E. Abdullah, H. Hashim,  A. S. Kusim and E. A. Akmar, “Diagnostic 
Model of Guttate Lesion Utilizing Gaussian RGB Indices Through 

ANN,” in Proc. of the 5th Asia Modelling Symposium 2011 (AMS 

2011), Kuala Lumpur, Malaysia, May 23 2011. 
[8] R. Dua, D. G. Beetner, W. V. Stoecker, and D. C. Wunsch, 

"Detection of basal cell carcinoma using electrical impedance and 

neural networks," IEEE Trans. on Biomedical Engineering, vol. 
51, no. 1, pp. 66-70, 2004. 

[9] E. Zagrouba and W. Barhoumi, "A preliminary approach for the 

automated recognition of malignant melanoma," Image Anal. 
Stereol., vol. 23, pp. 121-135, 2004. 

[10] A. Sboner, P. Bauer, G. Zumiani, C. Eccher, E. Blanzieri, S. Forti, 

and M. Cristofolin, "Clinical validation of an automated system 
for supporting early diagnosis of melanoma," Skin Research and 

Technology, vol. 10, pp. 184-192, 2004. 

[11] T. Y. Ng, T. L. Benny, and Y. M. Fung, "Determining the 
Asymmetries of Skin Lesions with Fuzzy Borders," in Proc. of the 

3rd IEEE Symposium on BioInformatics and BioEngineering 

(BIBE‟03), ISBN  0-7695-1907-5, 2003. 
[12] S. Keke, Z. Peng, and L. Guohui, "Study on Skin Color Image 

Segmentation Used by Fuzzy-c-means arithmetic, " in Proc. of the 

7th IEEE Int. Conf. on Fuzzy Systems and Knowledge Discovery 
(FSKD 2010), ISBN 978-1-4244-5934-6, 2010. 

[13] K. Shang, L. Ying, N. Hai-jing, and L. Yu-fu, "Method of 

reducing dimensions of segmentation feature parameter applied to 
skin erythema image segmentation," in Proc. of the 2005 IEEE 

Engineering in Medicine and Biology 27th Annual Conference, 

Shanghai, China, September 1-4, 2005. 
[14] N. E. Abdullah, H. Hashim, F. N. Osman, "Comparison between 

Various Supervised ANN Algorithm uisng RGB Indices for 
Plague Classification," in Proc. of the Int. Conf. on Electronic 

Devices, System & Applications (ICDESA 2010), Kuala Lumpur, 

Malaysia, April 12-12 2010. 
[15] M. M. Kamal, H. Hashim, F. N. Osman and R. H. A. Rashid, 

"Intelligent Classification of Plaque Lesion with Emulation of 

Human Vision Perception," in Proc. of the 8th WSEAS Int. Conf. 
on Circuits, Systems, Electronics, Control & Signal Processing 

(CSECS'09), Tenerife, Canary Islands, Spain,  December 14-16, 

2009. 
[16] H. Hashim, F. N. Osman, and N. Khairudin, "Automated Plaque 

Diagnosis Utilizing Levenberg Marquardt & Radial Basis 

Function With Supervised Training Of Chromatic Colors," in 
Proc. of the 10th WSEAS International Conference on Neural 

Networks (NN'09), Prague, Czech Republic, 2009. 

[17] G. Keller and B. Warrack, "Inference About the Comparisons of 
Two Populations," in Statistics for Management and Economics, 

5th. ed California: Duxbury Thompson Learning, 2000, pp. 394-

470. 
[18] A. Bittorf, M. Fartasch, G. Schuler, and T. L. Diepgen, 

"Resolution requirements for digital images in dermatology," 

Journal American Academy Dermatology, vol. 37, pp. 195-198, 
1997. 

[19] M. Sonka, V. Hlavac, and R. Boyle, Image Processing, Analysis 

and Machine Vision 3rd Edition. London: Chapman Hall, 2010. 
[20] S. J.Chapman, MATLAB Programming for Engineers 3rd Edition, 

Thomson, 2004. 

 
 

 

93Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                         103 / 204



A Multi-Layer Constraint and Decision Support System for Construction Operation 

A simulation framework for the exterior construction works in high rise building 

Amir Elmahdi, Hong-Ha Le, Hans-Joachim Bargstädt 

Institute for Construction Engineering and Management 

Bauhaus Universität Weimar, Germany 

emails: amir.elmahdi@uni-weimar.de, hong-ha.le@uni-weimar.de, hans-joachim.bargstaedt@uni-weimar.de 

 
Abstract—Up till now, traditional methods of planning 

construction projects such as 2D technologies including bar 

charts, network diagrams and other scheduling tools, which 

are typical methods for modeling the progress of a project, 

have been the only methods considered. These planning tools 

are incapable of acknowledging different aspects of 

construction projects, that it to say, they ignore the space 

requirements, in which activities are executed and the 

impact of weather on construction processes. This leads to 

drawbacks during the execution of these tasks such as work 

area overlapping, reduction in productivity, safety hazards, 

long hauling paths and poor quality of work. Therefore, the 

objective of this paper is to acknowledge the requirements of 

spatial aspects and the impact of weather, and to integrate 

these requirements into one simulation framework model.  

We propose a constraints-based simulation framework. That 

is to say, the simulation framework executes only tasks, 

which satisfy the requirement of the space availability and 

sensitivity towards weather conditions. The implementation 

of the multi-layer decision support system for construction 

operations was carried out in Plant Simulation environment 

and the Simulation Toolkit Shipbuilding (STS) Tool Box 

Component. This concept will assist site managers in 

planning and updating the near-term activities for the 

exterior construction work of high rise buildings. This is on-

going research; therefore, other aspects such as execution 

strategies for different tasks will be developed in a future 

approach. This research contributes a new approach to 

integrating different construction problems in one 

simulation model, which have not been much considered in 

previous work. 

Keywords-Weather impact; spatial constraints; 

construction operation; plant simulation. 

I.  INTRODUCTION  

Construction projects are subject to quite a number of 
influencing factors and are characterized by many 
unavoidable disturbances. Typical influencing factors in 
the construction processes are workspace overlapping, 
missing material and poor quality of work or delays caused 
by workspace congestion and/or bad weather conditions. 
They are difficult to predict beforehand and their impact is 
difficult to evaluate by using the current traditional 
planning tools due to their complexity [1]. Usually, project 
managers deal with these disturbances and uncertainties 
mainly as they happen, using their experiences, historical 
data and “gut engineering feeling”. However, the 
stochastic nature of construction processes, the principles 
superintended in the intervention of each resource as well 

as the respective interaction between the resources and the 
associated workspace requirements for the different trades 
cannot be managed efficiently using traditional planning 
tools, such as 2D technologies including bar charts, 
network diagrams and other scheduling tools [2]. These 
methods are not capable of considering the different 
influencing parameters of construction operations such as 
the attributes of component installation and their spatial 
information as well as the impact of weather [3]. This 
leads to drawbacks during the execution of these tasks 
such as overlapping of work areas, reduction in 
productivity, safety hazards, and poor quality of work. 
Traditional measures such as working on weekends or 
increasing the number of workers have been applied to 
overcome these disturbances. However, they are often 
used without detailed analysis and so they do not give the 
desired effect or are oversized. Therefore, project 
managers are in need of new and more innovative decision 
support tools that extend the use of traditional planning 
tools from the planning phase to assist them at the 
construction phase in order to deliver the end product of 
the project on time and on budget.  

Simulation models have been used to examine the 
impact of possible disturbances of construction processes 
and to compare all possible strategies and methodologies 
for task execution so that project managers identify the 
actual encountered problems and analyze their impact [4]. 
Thus they can undertake appropriate measures and identify 
the most appropriate and cost effective solutions. 
However, simulation models lack the development of an 
integrated system, which incorporates different 
construction aspects such as technology, space, logistics, 
or weather conditions, etc. in one simulation model.  

The paper is structured as follows: first, we summarize 
previous work on workspace modeling and the impact of 
weather on construction activities. Then, we introduce the 
research work at the Institute for Construction Engineering 
and Management at Bauhaus University. Next, we 
describe our methodology to address the proposed 
objective of this paper. Lastly, we summarize our 
conclusion and future work. 

II. MOTIVATION  

The exterior construction work phase is shaped by the 
involvement of many individual trades, or rather 
companies. That is to say, there are many different activity 
fields. Thus, there are a variety of construction processes, 
material properties and storage methods, equipment, and 
different workspace needs. These trades are restricted to 
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perform their job in limited workspaces. Moreover, the 
type of work focuses mainly on manual assembly, 
adjustment, and some awkward positioning in operations 
such as on scaffolding, ceiling and wall surfaces [5]. 
Furthermore, there is a high degree of interdependencies 
and technological dependencies of the individual trades. 

In another scenario, weather conditions are also a 
factor, which affect the exterior construction work phase. 
Benjamin and Greenwald suggest that 50% of construction 
activities are sensitive to weather conditions [6]. The final 
product of construction operations is a collection of 
different interactions between materials, multiple pieces of 
equipment and crew members, which are completely 
dependent on the weather status. Therefore the impact of 
weather is an important factor, which should be seriously 
considered in estimating construction time. Project 
planners normally prepare for additional time in the 
construction schedule to consider delays due to bad 
weather conditions. However, the buffer time is used 
without exact analysis and is based on the experience of 
project managers. 

This paper proposes a multi-layer decision support 
system. We have developed our system in a constrained-
based simulation framework environment, which includes 
an integration of technological dependencies, the dynamic 
nature of workspace management and the impact of 
weather on construction operations at the project level. 
Then, the fulfillment of the constraints at the construction 
site can be checked and verified. The developed system 
has been implemented for trades in the exterior 
construction work of high rise buildings.  

III. LITERATURE REVIEW 

In the following subsections, we highlight the previous 
work related to the research areas of workspace problems, 
weather impact and some main researches at Bauhaus 
Universität Weimar.  

A. Related work on workspace modeling 

Workspace is conventionally addressed solely by 
different researchers. For instance, Riley and Sanvido 
develop a methodology to constrict workspace by the 
actual work in place and the amount of space available 
[7][8]. They extended their previous proposal by defining 
various space patterns for different trades based on 
selected methods of working. Akinci et al. developed a 
methodology to model construction activities in 4D CAD 
models, by formalizing the general description of space 
requirements through a computer system. By using 4D 
CAD a user can automatically generate the project-specific 
workspaces according to schedule information and 
represent the workspaces in four dimensions with their 
relationships to construction methods [9]. Akbas proposes 
a geometry-based process model (GPM) that uses 
geometric models to create and simulate workflows and 
work locations. This method provides spatial insight into 
the planning of workspaces and space buffers for repetitive 
crew activities [10]. 

B. Related work on weather impact 

Similarly, the impact of weather on construction 
activities has also been set to different studies to determine 
their severity on construction operations. Some studies 
estimate the relationship between weather parameters and 
productivity or task duration using regression analysis or 
neural networks [11][12]. Related to the impact of bad 
weather conditions on productivity and the duration of 
construction activities, some other researchers have 
pointed out how these impacts affect baseline schedules 
and have also analyzed weather-related construction 
claims [13][14][15]. These researches provide a decision 
support framework to analyze the impact of weather on the 
whole schedule, where the input data is construction 
processes, weather historical data, and the impacts of 
weather, whereas the output is the final schedule with a 
weather-related delay duration. Some construction types 
have been researched concerning how weather impacts 
different construction types such as masonry, highway 
construction, general construction, transportation 
construction [16], wind turbine construction [17], and 
earthwork [18].  

C. Research at the Bauhaus Universität Weimar 

At Bauhaus-Universität Weimar, the Institute for 
Construction Engineering and Management researches on 
different aspects of modeling construction and 
manufacturing processes. For instance, Beißert et al. 
propose a Constraint-based Simulation for modeling 
construction processes [19][20]. Thereby, the construction 
tasks and their constraints for production such as 
technological dependencies, availability and capacity can 
be specified, and valid execution schedules can be 
generated. Further work developed by Voigtmann et al. 
concern construction site logistics between construction 
sites and work locations [21][22].  

Le and Bargstädt have developed a simulation model 
to acknowledge the impact of weather on construction 
processes [23][24]. They developed a network component 
“WEATHER” within the software Plant Simulation. This 
network generates weather data and makes decisions on 
how weather may impact construction processes. The 
impact of weather has been divided into 3 cases: (1) 
temporarily prevents workers from working, (2) affects the 
delivery of material by preventing cranes from operating, 
(3) reduces labour productivity causing the extension of 
activities’ construction duration [23]. Thereby weather 
thresholds such as wind velocity, temperature, humidity 
and precipitation for the first and second cases need to be 
decided. Besides, relationships between productivity and 
weather parameters need to be estimated for the third case. 
The weather impact decisions made by the “WEATHER” 
component are finally integrated into the construction 
processes as weather constraints. Thus, the weather-related 
schedule is provided with the estimated delays. 

Similarly, Elmahdi and Bargstädt acknowledge the 
workspace requirements within the schedule plan for good 
workmanship. Based on literature and site observations, 
they classified the different required areas in large scale 
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building projects [1]. With this they propose a semi-
automatic methodology to generate the required areas for 
the scheduled project activities [3]. The acknowledgement 
of workspace requirements are developed in a new 
network component “SpatialNetwork”. Furthermore, the 
“SpatialNetwork” is embedded as an additional constraint 
component within the software Plant Simulation. Thus the 
fulfillment of spatial constraints at the construction site 
can be checked and verified. 

However, all these advanced works have been 
considered in separate models. That is to say, there is no 
interaction between the “WEATHER”, “SpatialNetwork” 
and the site logistic components. Therefore, the objective 
of this paper is to combine three aspects within one 
simulation framework. To achieve this goal we have to 
acknowledge technological dependencies with individual 
trades, workspace requirements and the impact of weather. 
Furthermore, we integrate these requirements as additional 
constraints. Then, the fulfillment of these constraints at the 
construction site can be checked in a hierarchical structure 
and verified.  

IV. MULTI-LAYER CONSTRAINT AND DECISION 

SIMULATION FRAMEWORK 

We propose a constraint-based simulation to achieve 
the objective of this paper. Therefore, in the following 
subsections, the fundamental idea of the constraint-based 
simulation concept is introduced and the framework of the 
multilayer simulation framework is described.  

A. Constraint-based simulation 

The proposed multi-layer simulation framework to 
acknowledge the technological and spatial constraints as 
well as the impact of weather on construction processes is 
a constraint based simulation environment. Spriprasert and 
Dawood define constraint in the context of construction as 
“one that restricts, limits or regulates commencement or 
progress of work-face operations to achieve construction 
products within agreed time, cost and quality [25]”. They 
classify the different types of constraints into three major 
groups: physical, contract and enabler constraints [25]. 
Koenig et al formalize two characteristics for the 
constraints: hard constraints and soft constraints [26]. Hard 
constraints define conditions that are embedded with work 
steps, which must be fulfilled before work steps can be 
started. Soft constraints describe also conditions that are 
embedded with work steps. However, these conditions are 
not necessary to be completely fulfilled. Our framework 
acknowledges this approach for spatial aspects and the 
impact of weather. 

B. Description of multi-layer constraint and decision 

simulation framework 

Fig. 1 illustrates the concept of the multi-layer 
simulation framework to investigate the impact of weather 
conditions and spatial conflicts on construction 
performance. The framework consists of five layers which 
represent different types of constraints and decisions.  

In this framework, the weather and spatial impacts are 
represented as hard or soft constraints of the construction 
processes. For example, safety issues for crane operation 
such as wind conditions or the required workspaces such 
as material or equipment are describe as hard constraints. 
On the other hand, the size of workspace and the labor 
productivity are described as soft constraints. The three 
cases of weather impact mentioned in the previous section 
are considered in this framework. Besides these, the 
required spaces and space conflicts are also examined.  

The first layer describes the technological constraints. 
The technological constraints include global and local 
constraints. While global constraints describe the priority 
of the scheduled works between different trades such as 
the installation of windows before facade and/or between 
different objects for one trade (such as window-East 
before window-West), local constraints describe the 
sequence of their defined multi work steps for one element 
within one object or the sequence of work steps between 
two different elements within one object. The second layer 
controls the fulfillment of weather impact criteria such as 
wind velocity for crane operation. Furthermore, it 
identifies weather-sensitive construction activities. The 
identification of required space types (material, equipment 
and laborers) and the availability of the required 
workspaces are described in the third layer. Finally, 
decisions concerning weather impact and the spatial 
constraints are proposed in the last two layers.  

This multi-layer framework describes two types of 
interaction: horizontal interaction and vertical interaction. 
Vertical interaction describes the sequences between two 
processes in two different layers. For example, the crane 
operation is first checked in the weather layer. This step is 
achieved by comparing the current wind velocity with 
wind thresholds [23]. If the crane can be operated then we 
identify in the spatial layer the required type of defined 
work steps such as material and equipment spaces. If this 
constraint is fulfilled then material can be transported by 
crane to the execution positions, which is performed in the 
weather layer. Horizontal interaction describes sequences 
between two processes within one layer. For example, the 
processes in the last layer interact with each other 
horizontally. The aim of presenting the layer concept is to 
show how the sequences of processes within one layer 
interact with each other. In the same way we can show 
how these processes interact with different processes in 
different layers. Thus, different constraints of construction 
processes are presented as flexible, logical and transparent. 
The input data of this framework consists of the 
construction process data, weather data and spatial data. 
The construction process data include: the hierarchical 
description of project activities that are required to fulfill 
the final product, the assembly strategy for the different 
elements, their technological dependencies (local and 
global constraints) and date constraint, which allows the 
specification of the start dates of individual tasks, the 
required resource such as execution time, the number of 
workers, and the type and quantity of material. The more 
accurate this information is, the more reliable the results 
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will be. Weather data is based on historical data or weather 
forecast data. For making weather-impact decisions, the 
weather thresholds and a function—which together can 
determine the relationship between the productivity and 
weather parameters—are needed. Finally, the spatial data 
contains the required workspace types, the level of 
assignment, the orientation, and reference type. 
Furthermore, we define two strategies in order to resolve 
workspace conflicts between different workspaces: the 
spatial adjustment strategy and the productivity adjustment 
strategy. For the spatial adjustment strategy, we define 

additional attributes for the different types of workspace 
such as ability to rotate, resize, and/or relocate workspace. 
For the productivity adjustment strategy we identify 
different parameters, such as overlapping areas, quality 
and quantity of material, actual available number of 
resources, etc. that affect the performance of workers on a 
specific task. We integrate these parameters as additional 
functions for conflict resolution in the simulation 
framework. Furthermore, these parameters are considered 
cumulative and so we therefore gave a weight factor for 
each parameter. 
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Figure 1.  Multi-layer constraint and decision simulation framework

Activities are built within Plant Simulation in a 
hierarchical structure. The highest level of the activity 
description is the trade. The lowest level of the activity 
description is the element or section. For each element or 
section one or more work steps may be defined [3]. A 
work step has three states: “not started,” “started” and 
“finished,” and requires certain execution times, resources 
and space [19]. The procedure of the constraint-based 
simulation outlines the search for process steps that can be 
started for the current simulation time. Upon the 
occurrence of an event, all process steps do not start with 
the state of examining the performance of their 
technological constraints. Those process steps that meet 
their assigned constraints will be stored as the next 

executable steps. The next executable steps begin with 
their status “not started” and will be delivered to the 
developed weather constraints and spatial constraints. 
There, they will be checked up on the availability of 
workspaces and their sensitivity to weather hierarchically 
to verify their execution possibility to be started for the 
current simulation time as shown in Fig. 1.  

The required resources and workspaces have to be 
locked during their execution. That means they cannot be 
used by other work steps. After locking the required 
resources and workspaces, the work step state changes 
from “not started” to “started” Subsequently, the set of 
“not started” work steps is checked to see if the required 
space and resources are available and if weather conditions 
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are favorable by going to step one until no more work 
steps can be started at the current time. The simulation 
time is continuously checked during a simulation run. If 
the required time has expired, the work step status changes 
from “started” to “finished” and is marked as finished. Its 
locked resources and working spaces will be unlocked and 
can be used by other work steps.  

V. SIMPLE CASE STUDY 

We have validated the multi-layer simulation 
framework concept in a simple case study. The case study 
is a 5-story school building in Schwarzenberg, Germany. 
The construction site includes trades at the exterior 
construction phase. Our investigation is concentrated for 
trades to install the façade system and the windows. 

The fiber cement façade construction is applied. 
Erecting a fiber cement façade system consists of the 
assembling of four main components: wall angle, 
insulation, aluminum profile and the fiber cement façade 
element. The installation of these four main components is 
decomposed into ten work steps: (1) measuring the 
position, (2) fixing wall angles to the building’s structure; 
(3) measuring the position and dimension of elements, (4) 
cutting, (5) fixing insulation elements to wall angles and 
building structure; (6) measuring position and dimension, 
(7) cutting aluminum profiles, (8) installing aluminum 
profiles; (9) measuring position, (10) installing façade 
element. The installation of windows consists of two 
components: window sill and window frame, which 
includes four work steps: (1) measuring the position, (2) 
fixing the window sill; (3) leveling, and finally, (4) fixing 
the window frame. The execution duration of each type of 
work step was determined based on an expert’s 
knowledge, which is shown in Fig. 2. 

The weather input data used in this case study is the 
local 5-day weather forecast data. That is to say the model 
runs in every period of 5 days to check for the impact of 
weather on the construction process. The weather 
parameters are temperature (

o 
C), wind velocity (m/s), 

relative humidity (%), and precipitation (mm). The 
installation of the façade and window is performed 
through a scaffolding system. Thus the required workspace 
for laborer is driven due to the installation positions of the 
unique work steps of the elements and the width of the 
scaffolding platform. Since the work mainly focuses on 
assembling, the equipment workspace is modeled within 
the laborer workspace. Materials are transported from the 
storage area in small amounts to the installation through a 
crane. Aligned to the storage area a debris area is defined. 
An offset distance from the scaffolding is set as a hazard 
workspace. 

In order to simulate the execution process, the 
constraints for assembling the façade system and windows 
need to be specified. The technological dependencies are 
represented in Fig. 2. Fixing the wall angles to the building 
structure, for example, needs to be finished before the 
measuring of the position or dimension of insulation 
elements can be performed. Generally, specific material 
and workers are required to execute a certain work step. 

For instance, to execute the work step “fixing wall angle”, 
a highly skilled worker, a semi-skilled worker and a wall 
angle element are needed. The on-site working time of 
workers is defined in a simulation calendar. In this 
example, working days are from Monday to Friday and the 
daily working time is from 8:00 am to 5:30 pm including a 
pause of an hour at noon. 
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Figure 2.  Technological dependencies between work steps and their 

non-weather-space-related execution duration 

Based on the concept represented in Fig. 1, two 
schedules have been achieved from the simulation model: 
the as-built schedule and the as-possible schedule. The 
term “as-built schedule” is used to describe the actual 
schedule as constructed on site. The “as-possible 
schedule” expression is used to describe the schedule 
which considers the technological dependencies as well as 
the impact of weather conditions and workspace 
requirements.  

In this example, the contract specifies a start 
construction date of February 12, 2008. The results of the 
model for the as-planned, as-built and as-possible schedule 
are shown in Fig. 3. The term “as-planned schedule” 
mentions the schedule which is prepared in the 
preconstruction stage. 
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Figure 3.  Output of one simulation run 

The results consist of the number of work steps, which are 
finished in a period of 5 days. Because the first day (Feb 
12) is Tuesday, the fifth day (Feb 16) is Saturday, which is 
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a non-working day. Thus the schedules from Feb 12 to Feb 
15 are achieved. Fig. 3 provides a daily comparison 
between the finished work steps of the as-possible, as-
planned and as-built schedules for the first 4 working days. 
The number of finished work steps of the as-possible 
schedule is fewer than that of as-planned or as-built 
schedules. For example, on the first day, the number of 
finished work steps of as-planned, as-built, and as-possible 
schedule are 400, 400, 350 work steps respectively. During 
these four working days, construction operations 
experience delays and work steps’ duration extended due 
to bad weather and spatial conflicts. On the first 3 days, 
there is heavy rain for 2 hours every day. Thus the work on 

the construction site is temporarily shut-down during the 
rain storm and the labor productivity is recalculated 
considering the uncomfortable conditions of temperature, 
humidity, wind velocity and unavailable workspace. Fig. 4 
shows the work steps’ execution table, including the start, 
duration, end point of time and specific information of the 
corresponding work steps.  
One simulation run calculates exactly one practical 
execution schedule. Thus, project managers can develop 
different execution strategies and chose the optimal one to 
reduce the consequences caused by weather and space 
problems.  

 

 

Figure 4.  Statistic of the execution process 

VI. CONCLUSION AND FUTURE WORK 

Construction processes are complicated by nature and 
usually disturbed by many factors. These factors can affect 
progress individually or simultaneously, in the latter case 
they can create even worse consequences. The requirement 
to provide decision support systems to consider 
simultaneously different affected factors is necessary, 
which has not been researched enough in previous studies. 
Using simulation models to research construction 
problems is proven to be effective and convenient. This 
paper provides a multi-layer simulation framework which 
considers technological and spatial constraints as well as 
the impact of weather for construction planning. These 
aspects are described as hard and soft constraints in 

construction processes. This approach provides a flexible 
way to consider weather and spatial aspects where the 
model can easily be adapted by adding or removing 
constraints. Moreover, layers of this framework can 
interact flexibly with each others to ensure that the impact 
of spatial conflicts and bad weather conditions can be 
considered hierarchically. Based on this concept, more 
different influencing factors of construction processes can 
be integrated in the same model.  

Furthermore, in the next research steps, based on 
weather-spatial-impacted results, alternative strategies to 
reduce the consequences can be provided and analyzed 
using this simulation model. Therefore, it is easier for 
managers to make the right decisions when encountering 
weather and spatial problems. 
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Abstract—Two of the crucial parts in the process of per-
forming a simulation study are validation and verification. The
reason is these techniques help on increasing the confidence in
the model, since it is not possible to demonstrate its absolute
validity in all contexts. This paper presents the results of a
white-box validation performed in an agent-based simulator
for population dynamics. The tool provides a way to simulate
the demographic evolution of large populations in a parallel
environment. The purpose is to obtain population projections
that can be used afterwards for policy analysis. Although the
tool has been studied in terms of performance and scalability,
its validation hasn’t been addressed. With a white-box valida-
tion we expect to increase the confidence of policy analysers
and social scientists in our simulation model.

Keywords-White-box Validation; Agent-based Simulation;
Parallel Simulation; Demography

I. INTRODUCTION

Agent-based modelling is a model that is formed by a set
of autonomous agents that interact with their environment
(including other agents) through a set of internal rules to
achieve their objectives [1]. An agent-based model, just
like other types of model, is used to represent a real world
system and to help us understand the system and to make
decisions. An agent-based model is commonly implemented
as a piece of computer code and run using a simulator.
Agent-based simulation is the computer implementation of
an agent-based model. Agent-based simulation has been
applied in the physical sciences as well as the social
sciences [2]. Many agent-based simulation tools have been
developed in the last years to explore the complexity of
social systems. Social phenomena are unpredictable and
changing (dynamic). For this reason, agent-based simulation
allows us to carry out experiments and studies that would
not be feasible otherwise [3].

Agent-based simulation is recognised as one of the
techniques which could contribute more in understanding
complex social systems [4]. One of the application areas
is demography. Onggo [5][6] has developed a parallel
simulation tool for demography. Demography is often used

as one of the important considerations in policy analysis and
planning. The parallel simulation tool (Yades) was built for
discrete-event simulation modelling paradigm [5][6]. In this
paper, we have refactored the tool to separate the modelling
component from the simulation execution component. The
objective is to allow users to model population dynamics
using agent-based simulation modelling paradigm. The
agent-based model will be run on top of the parallel
discrete-event engine. This paper reports the work that we
have carried out to evaluate the correctness of the refactored
simulation tool.

Validation and verification (V & V) is a significant
element of any simulation study. As pointed by Robinson
[7], “without V & V there are no grounds on which to
place confidence in a (simulation) study’s results”. In
simulation, we often differentiate between verification and
validation. Verification is a process to determine whether
a conceptual model has been implemented correctly in its
computerized form. To borrow the computer programming
term, we debug the model. Validation is a process to
determine whether the model is an accurate representation
of the system being studied for a given set of modelling
objectives. Robinson states that it is not possible to prove
that a model is valid in all contexts, because a model is
only a simplified version of a real system. Consequently, a
model cannot describe all aspects of a real system. Hence,
the main objective of validation is to prove that a model
is sufficiently accurate for parts of reality that is being
studied. Indeed, one of the key aspects of validation is to
assess whether the outcomes of a model can explain the
real phenomenon under study [8]. This can be fulfilled by
performing as many validation methods as possible during
a simulation study until we (and users) can gain enough
confidence in the model and accept its results. Edmonds
[9] describes validation as a continuous process. Validation
should also take into account the domain of the system
under study [10]. Therefore, a validated model may not be
valid for a set of different experimental conditions outside
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its domain.
Robinson identifies four different forms of validation in

simulation modelling: conceptual model validation, data
validation, white-box validation and black-box validation
[7]. Conceptual model validation deals with issues such
as the level of detail of the model and determines if it is
enough for the purpose it was developed. Data validation is
needed to determine whether the data used in the simulation
study is sufficiently accurate. The black-box validation
concerns with the relationship between inputs to the model
and its outputs, ignoring the elements inside a model. The
objective is to determine if the output of the model reflects
the real world observation for the same set of inputs.
Finally, white-box validation tries to answer the question
does each element of the model and the structure of the
model elements represent the real world with sufficient
accuracy?

This paper reports our work in the validation of the
agent-based simulation tool which has not been reported in
our previous work. The validation is based on the white-box
validation methods described in Pidd [11]. The rest of
the paper is organised as follows. Section II presents an
overview of the demographic simulation model that is used
in this paper. Section III describes the simulation tool and
Section IV presents the verification and validation work.
Finally, our concluding remarks and lines of further work
are described in Section V.

II. DEMOGRAPHIC AGENT-BASED MODEL

In demography the most commonly used paradigms
are microsimulation, system dynamics and discrete-event
simulation. In microsimulation, we need to specify a
random sampling process for each individual at every
simulation time point. On the other hand, in system
dynamics, we do not keep track changes in the state of each
individual but focuses on the population of individuals and
the rates of individuals moving from one state to another.
Similar to microsimulation, in discrete-event simulation,
we keep track the individuals starting from their arrival
in the system (through births and migrations) until they
leave the system (through deaths and migrations). However,
discrete-event simulation does not inspect each individual
at every simulation time point. It inspects an individual
only when the state of the individual changes.

It is commonly accepted that agent-based simulation
can help to better understand a complex system where
there is a need to model behaviours of many interacting
individuals [12]. Agent-based modelling paradigm allow
us to explicitly include human behavioural aspects into a
model. This is one of the main reasons that motivates us
to support the use of agent-based modelling paradigm in
our demographic simulation tool. At the very core of a
demographic model, we need to model key demographic

components that represent basic population dynamics, such
as: fertility (births), marital status, migrations, and mortality.
On top of this, we can add components depending on the
intended application of the demographic model. To take
one example, for the application in tax and benefit systems,
we may need to add another component that represents the
change in economic status. With the agent-based modelling
paradigm, we can evaluate the effect of a certain behaviour
at the individual level on the population. This will make
our tool more useful to wider potential users.

In Yades modellers can specify a model for each
demographic component which will form a bigger model
that represents the interactions between all components in a
population. The detailed explanation on each demographic
component can be read from our previous reported works
[5] and [6]. The summary is as follows. The fertility
model concerns with the representation of the number of
children that a female individual may have, the age of the
female individual when her first child is born, and the time
between two consecutive births for female individuals who
will have more than one child. The mortality model is used
to represent the lifetime of an individual. The migrations
model represents the mobility of individuals in a population.
The marital status model is used to model the change in
the marital status of individuals. Similarly, the economic
status model represents the change in the economic status
of individuals in the population.

III. YADES: A PARALLEL SIMULATOR FOR POPULATION
DYNAMICS

Our parallel demographic simulation tool is called Yades.
We have refactored the tool to allow modellers to model the
individuals in a society using the agent-based simulation
modelling paradigm and to run the model on top of a
DES engine. The idea of running an agent-based model
on top of a discrete-event simulator has been proposed
by some writers [1][2][13]. It is one of the approaches
that has been proposed to tackle the scalability issue
of large-scale agent-based simulation models. The main
advantage of this approach is that modellers who prefer to
use agent-based modelling paradigm, do not need to change
their modelling paradigm, and at the same time, a scalable
parallel discrete-event simulation engine can be used to
improve the overall simulation performance.

The simulation engine in Yades is implemented using µsik
parallel simulation library. µsik is a parallel discrete-event
simulation library that supports multiple synchronisation
algorithms such as: lookahead-based conservative protocol
and rollback-based optimistic protocol [14]. This library
adopts the process interaction world-view in which a
simulation model is formed by a set of interacting (logical)
processes. Logical processes (LPs) communicate through
events. Multiple LPs can be mapped onto a physical
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Figure 1. Software architecture

process (PP) that is run on top of a processing element
(PE). A machine can have more than one PE (e.g., in
multi-core architecture). The detailed description of the
implementation can be read from [5] and [6].

Yades maps each agent in the model onto an LP.
There are two types of agents in Yades. The first type
of agent represents a family unit. In FRS data, a family
unit is defined as a single independent individual or two
independent individuals living together (as married or in
cohabitation) and any dependent individuals (children).
Hence, a family unit may represent an independent
individual, a single parent, a childless couple, a nuclear
family or an orphan. The main advantage of representing a
family unit as an agent is that many public policies may
apply to individuals as well as groups of related individuals,
such as households and single parents. The behaviour of a
family unit is defined by the five demographic components,
i.e. fertility, mortality, change in economic status, change
in marital status, and migration. Yades provides the
placeholders for each demographic components where
detailed behaviour can be specified by modellers. The
second type of agent represents an administrative area
where a number of families live. This agent will handle
migrations and changes in simulation parameters and
produce periodic reports. Yades allows users to model
administrative area with different population characteristics.
The main limitation of the current version is that it only
allows one processing element to run one administrative
area. The architecture of our tool is shown in Figure 1.

Yades allows users to provide data for the initial
population. The data used in the model in this paper
follows the structure of the UK Family Resources Survey
(FRS) data. FRS is sponsored by the UK Department for
Work and Pensions. It has been running since 1992 which
provides useful cross-sectional and longitudinal data for
the simulation. Hence, we can set the initial population
parameters from a readily available data.

IV. MODEL VERIFICATION AND VALIDATION

A. Model verification

Although conceptually simple, verification can be
challenging, especially when we are dealing with a
relatively complex computer program. Law [15] and Banks
et al. [16] lists a number of techniques that can be used
in a verification process.The main technique that we use is
the structured walkthrough of the program. This includes
dividing the model into smaller components and test the
correctness of each component. It is suggested that we start
with the simplest possible behaviour so that the simulation
output can easily be understood. Hence, errors can be
easily spotted. This is the approach that we have used. We
have tested the implementation of a simple model for each
demographic component in our model. The explanation is
given in the following subsections.

Another technique that we have used is the structured
walkthrough of the program. The program developer
(second author) presented the code line-by-line to the
first author. It was done in a small meeting room with a
projector showing the computer code. Before the structured
walkthrough session started, the first author had been
briefed with the conceptual model. We have found this
technique very effective to uncover flaws in the computer
implementation of the conceptual model. The most obvious
explanation is because the non-developer(s) are independent
and they may view the implementation from different
perspectives. Hence, they can challenge the developer(s)
on various implementation issues, such as the effectiveness
of an implementation, the possible settings that can cause
errors, and the correctness of the implementation. In the
context of agent-based simulation, we have found this
method especially effective, because of the many possible
combination of interactions between agents in the model.
When a conceptual model document was given to the
non-developer(s) before a structured walkthrough session
started, it gives a top level view of the model to the
non-developer(s). Hence, the non-developer(s) focus more
on the top-level view of the model and less distracted
with the implementation detail. This has the potential to
uncover the possible errors due to the combinations of
interactions between agents that might have been missed by
the model developer(s). We use Yades’ facility to produce a
trace to be examined to check any possible mistakes. This
was done by the first author to minimize the developer’s bias.

B. Model validation

From the 1990s, agent-based simulation has become
increasingly popular [17]. However, according to the survey
conducted by Heath et al. [17] on the articles related to
agent-based models published between 1998 and 2008, 29%
of the articles did not discuss the validation of their models.
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They further divide the validation reported in the articles
into two categories: conceptual (i.e. conceptual model
validation) and operational (i.e. comparing the simulation
result with the real observation). They found that 17% of
the articles used the conceptual validation only, 19% used
the operational validation only, and 35% used both. They
also noted the dominance of qualitative validation methods
in the validation of agent-based models. They provide a
conjecture that this might be because many agent-based
models are not conducive for quantitative validation
methods. Klügl noted that agent-based models often exhibit
behaviour that can be problematic for validation purposes,
such as non-linearities and multi-level properties [18]. In
addition, agent-based models often use significantly more
assumptions which make the assessment of the validity
of assumptions more difficult. Agent-based models also
require the finer level of model detail in which data at that
level of detail may be difficult to obtained.

Duong [19] also examines this issue and suggests that the
greater uncertainty in social sciences compare to others, the
lack of consensus on how to represent social environment,
and the lack of experimental controls in data collection
might contribute to the difficulties in the validation of
agent-based models. Windrum et al. [20] examines a set
of methodological problems in the empirial validation of
agent-based models. The problems seem to have arisen due
to, among other reasons, the lack of techniques to build and
analyse these models and the lack of comparability between
the ones which have already been developed. A number of
validation techniques have been proposed for agent-based
simulation modelling. Klügl [18] proposes a validation
process for ABS models combining face validation and
statistical methods. Moss et al. [21] use a declarative
formalism to address the validation and verification of
ABM with cognitive agents. However, there seems to be
a general concern on the lack of validation framework or
methodology in agent-based simulation.

In this paper we present a white-box validation of our
simulation model based on the methods described in Pidd
[11], especially on the static logic and the dynamic logic of
the model. A white-box method focuses on the correctness
of the internal workings of a model. This includes the
correctness of the components and the interaction between
components. A white-box method assumes that we know
(and have access to) the components inside the model.
Balci [22] defines white-box method as a technique that
is intended to evaluate a model based on its execution
behaviour. It can be applied to the programmed model
(verification) or to the experimental model (validation)
of the life-cycle process of a simulation study. We have
applied this method to asess the correctness of the internal
working of each component in the model introduced in
Section III.

We divide the model into smaller components and test

Figure 2. Initial distribution of economic status in the population

Figure 3. Initial distribution of marital status in the population

the correctness of each component. It is suggested that
we start with the simplest possible behaviour so that the
simulation output can easily be understood. Hence, errors
can be easily spotted. This is the approach that we have
used. We have tested the implementation of a simple model
for each demographic component in our model.

In the following subsections, we present the result of our
evaluation on each model component using the white-box
method. In the evaluation, we use a population of 110,000
family units. In each test, we run the simulation five times
and report the average results . The explanation on the
validation of each demographic components is as follows.
Figure 2 shows the proportion of different economic
statuses in the initial population by age group. Similarly,
Figure 3 shows the proportion of different marital statuses
in the initial population by age group.

1) Mortality: Yades allows modellers to sample the
lifetime of individuals using two commonly used methods:
life table and survival function. In order to evaluate this
component, we disable all other demographic components.
This helps us to detect any error and to isolate the root
cause of the error easily. We vary the life tables. One of
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Figure 4. Simulation output and expected output for mortality model

the results is shown in Figure 4. In both cases, the Pearson
product moment correlation coefficient of the original
distribution and the outputs is very high, 0.9870 for women
and 0.9783 for men. The same evaluation is repeated using
various life tables. They also produce high correlation
values. This has increased our confidence that the mortality
component can produce the intended behaviour.

2) Fertility: Modellers can specify a number of fertility
models in Yades using age-specific fertility model, parity-
specific fertility model, birth spacing model and their com-
binations. To test the fertility model component, the rest
of demographic components are disabled in order to isolate
fertility results. To simplify the model, birth function is set
to follow a Poisson distribution with parameter λ = 2 in
women from 16 to 49 years old (assumed to be the repro-
ductive age). Birth function is calculated for every woman
regardless their marital status and birthspacing is uniformly
distributed. After running the simulation the accumulated
number of births by age group is obtained. In Figure 5
the percentages of births are represented according to the
number of children’s group. As we can see, the simulator
is producing the expected number of births in the fertility
interval. We repeat this experiment with different parameters
and all of them produced the expected results.

3) Marital status: Yades recognizes the following marital
statuses: single, married, cohabitation, separated, divorced
and widowed. Individuals will move from one marital
status to another during their lifetime. The transitions from

Figure 5. Simulation output and expected output for fertility model

one status to another can be specified based on a simple
probability function, a regression function or a set of logical
rules. Likewise, time spent in one status can be sampled
using a distribution function, a regression function or a set
of logical rules. In the formation of a family unit (e.g.,
marriage and cohabitations), we need to specify a function
that matches a pair of individuals.

In the following evaluation we use a probability function
for the state transition and apply a simple matching criteria
where we choose the first person that we find in the
list regardless of his/her characteristics. Transitions are
uniformly distributed between 1 and 10 years. First, we
want to test the correctness of family unit formations.
Hence, we disable all other transitions. We also disable all
other life events (as fertility and mortality). The top chart
in Figure 6 shows the result. As expected, the number of
marriages and cohabitations increases with time while the
number of singles decreases progressively.

The second test has the same settings as before but we
enable the mortality in the model. The result can be seen
from the bottom chart in Figure 6. The figure shows that
the number of widowed increases with time. This is the
behaviour that we expect.

4) Economic status: As in the marital status, an individ-
ual may move from one economic status to another during
his/her lifetime. Yades recognizes the following economic
statuses: dependent, in employment, unemployed, in full-
time higher education, pension and economically inactive.
Modellers will need to model the transitions from one status
to another and the time spent in any of the status. In the
evaluations, the transitions are scheduled using a uniform
distribution between 1 and 5 years. The top chart in Figure 7
shows the changes in economic status. As expected, without
mortality, the number of pensioners increases steadily. At the
same time, the number of dependent individuals, individuals
in higher education, working individuals, and unemployed
individuals decreases over time.
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Figure 6. Validation results for marital status component model

In the second test, we use exactly the same setting but we
enable the mortality. This should produce a similar behaviour
as before but the proportion of retired individuals will be less
because some of them will die. The result can be seen from
the bottom chart in Figure 7.

5) Migrations: Yades provides a functionality for a mod-
eller to define a model that determines whether a family
unit is going to migrate. There are two types of migration:
domestic migration and international migration (emigration
and immigration). These models can be specified using a
constant probability, regression or a set of logical rules.
The destination region is determined using a probability
matrix where each row represents the originating region
and each column represents the destination. To validate this
component we tried two different scenarios using 4 regions.
In the first scenario, we set the probability to migrate in
each regions to be the same. As expected, the number of
population in each regions are relatively the same [6]. In
the second scenario we set one of the regions (i.e., region
4) to be the most attractive, such that once people have
move to that region they will never leave the region. In this
example, we expect an increase in the population of region
4 while the rest of the regions experience a decrease in their
population. The result is shown in Figure 8.

Figure 7. Validation results for economic status component model

Figure 8. Evolution of population in a migration scenario

V. CONCLUSION AND FUTURE WORK

The validation of a complex agent-based model is chal-
lenging. This is partly due to the quality of the available
data that are needed to calibrate and to validate the model.
The large number of model parameters makes it even more
challenging. In this paper, we have presented the verification
and validation of an agent-based demographic simulation
model implemented using Yades using white-box method.
This method allows us to assess the correctness of the model
components and their interactions. The results obtained in
this paper show that the five components of the simulator
are behaving correctly in terms of what the modellers should
expect from them for the given scenarios. To increase our
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confident in the model, we need to conduct more testing
using different validation methods. At the moment, we
are implementing a graphical user interface to help users
specify the model more easily without having to write the
codes. This would help potential users who do not have any
programming experience to test their models and provide
feedback on the tool.
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Abstract—We study the distribution of file types classified
by file extensions in usual file systems. In this paper, we
report that the power-law distribution is observed in a certain
file system and try to give the answer to the mechanism of
that formation. In order to recognize the phenomena, we
construct mathematical models and compare them to the
results of Monte Carlo simulation. Then, we propose that file
operation of creation and copy would form the distribution
at the conclusion. This paper focuses on the formation of the
power-law distribution by mathematical analysis and computer
simulation.

Keywords-power-law distribution; mathematical modeling;
Monte Carlo simulation; file operation; scale-free structure

I. I NTRODUCTION

In a variety of sciences, we observe that the value dis-
tributes a typical value around the average which individual
measurements are centered. Gaussian distributions are of-
ten obtained when scientists measure their targets. Despite
of Gaussian distributions, there are binomial, Poisson and
power-law distributions in observed scientific data. In par-
ticular, power-law distributions in the observation has no
typical value as averages, so that we also call scale-free
structure.

There are many examples of distributions that obey
power-law in natural, social, and other sciences. We know
Gutenberg-Richter’s law as the sizes of earthquakes [13],
Zipf’s law as the frequency of use of words in any human
language [27], the numbers of papers scientists write [15],
the number of citations received by papers [20], the number
of hits on web pages [1], structure of WWW traffic [7],
people’s annual incomes [19], the sales of music recordings
[5], the frequency of opening moves in chess [4], and so
on. See also city populations and the property of power-
law phenomena [16] more in detail. Clauset et. al. [6]
gave a concise statistical method for analysis of power-law
phenomena.

Mathematicians and physicists would believe that com-
parative simple principles form complex structure in these
fields, and try to recognize the essential framework of mod-
els they proposed. In fact, We know that chaotic phenomena

often occur even in the simple system. It is natural that
complex systems are made from the simple principles.

In this paper, we propose a model for file operation
process as a complex system, then provide a simulation
result based on the model. File operation process is one of
human-computer interaction in our ordinary computer life,
that we unwittingly create, copy, move and deleted the files
in our storages. It seems to be a random process that we do
such file operations, however, we can obtain the highlight
data which occur in the file operation process.

This paper is organized into five sections. Section II gives
a brief review for the result of observation in a certain file
sharing system. After motivated, Section III describes the
construction of the mathematical model for file operations.
The simulation of the proposed model is presented in section
IV. Finally, Section V concludes the paper.

II. OBSERVATION

We found out the distribution of file types in the file
sharing system of social groupware ”GRIDY” [12] that is
used by over 10,000 registered companies in Japan. They
share files on the cloud, that is a virtual storage on the
Internet. File types can be classified by their file extensions,
so that we have statistics of file types. Figure 1 shows the
doubly logarithmic plot of the frequency of each file type
by descending order.p(k) is defined the number of files in
the same extension at thek-th order. It is easy to see from
regression that the distribution of file types seem to follow
power-law distribution;

p(k) = Ck−γ (1)

with C = 780, 359 andγ = 2.438 at the comparative high
coefficient of determination inR2 = 0.9864. This is our
motivation of discussion why power-law distribution forms
in file types.

In more detail, the data fit near the regression curve (1)
although the data at smallk are far from the law of power.
There are 264 file types and the largest number of files at
k = 1 is 63,392.
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Figure 1. Observed distribution of file types in a file sharing system

Figure 2. A model of file operation

III. M ATHEMATICAL MODEL FORFILE OPERATION

In this section, we construct a mathematical model for file
operation, and show a fine result of power-law distribution
of file types.

First of all, we definep(t; k) as an integer-valued discrete
function of t and k. The variablet means the time step
which may take{0, 1, 2, . . .} and eachk represents a sort
of file types which may take{1, 2, . . .}. There is one file
in the system whent = 0. At the next step, we copy a file
from the existing file to the system which type isk = 1
and we create a file atk = 2. When we copy a file from
the existing files, we select a type of files at the probability
proportional to the numberp(t; k) of the existing files in the
system. Adding to this, we create a file atp(t; k). See also
Figure 2 in detail.

Mathematical analysis for the model indicates

p(t+ 1; k) = p(t; k) +
p(t; k)

2t+ 1
· 1, (2)

Table I
ESTIMATION OF STIRLING ’ S APPROXIMATION

n n! Stirling ratio
1 1 0.92 0.922
2 2 1.92 0.960
5 120 118 0.983

10 3628800 3.60× 106 0.992
20 2.43× 1018 2.42× 1018 0.996
50 3.04× 1064 3.04× 1064 0.998

100 9.33× 10157 9.32× 10157 0.999

where we used ∑
k

p(t; k) = 2t+ 1 (3)

as the sum of all possiblek. The boundary condition for file
creation, we can write

p(t; t+ 1) = 1 (4)

for all t and
p(t; k) = 0 (5)

for everyk with k ≥ t+ 2. Since the recurrence relation

p(t; k)

p(t− 1; k)
=

2t

2t− 1
(6)

and initial value
p(k − 1; k) = 1, (7)

we obtain

p(t; k) =
2t

2t− 1
· 2t− 2

2t− 3
· · · · · 2k

2k − 1

=
t∏

j=k

2j

2j − 1

=
t∏

j=1

2j

2j − 1

/
k−1∏
j=1

2j

2j − 1
.

(8)

In our discussion, we use Stirling’s approximation

n! ∼
√
2πnn+ 1

2 e−n (9)

for sufficiently largen. See also Table I for accuracy of
Stirling’s approximation.

Applying Stirling’s approximation to the previous expres-
sion, we have

t∏
j=1

2j

2j − 1
=

2tt!

(2t)!

2tt!

=
22t(t!)2

(2t)!

∼ 22t(2π)t2t+1e−2t

√
2π(2t)2t+

1
2 e−2t

=
√
2πt

1
2 ,

(10)
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so that it is concluded that the limit of the expression around
t converges to

√
2π;

lim
t→∞

t−
1
2

t∏
j=1

2j

2j − 1
=

√
2π. (11)

Similarly, we have

k−1∏
j=1

2j

2j − 1
=

2k−1(k − 1)!

(2k − 2)!

2k−1(k − 1)!

=
22k−2((k − 1)!)2

(2k − 2)!

∼
√
π(k − 1)

1
2

(12)

for sufficient largek.
Summing up these calculations, we conclude

lim
t→∞

t−
1
2

t∏
j=1

2j

2j − 1

/
k−1∏
j=1

2j

2j − 1
=

√
2(k − 1)−

1
2 ,

(13)
which indicates the power-law distribution.

IV. COMPUTATIONAL EXPERIMENT

In order to investigate power-law distribution, we con-
struct a network on the computer.

A. Simulation

There is a vertex at the beginning of the simulation. We
construct the network by adding vertices according to the
probabilities proportional to the number of edges that the
candidate vertex have. In other words, a person who have
many friends is tend to have new friends. In the simulation,
we can see evolution of networks that have at most8, 048
vertices.

Figure 3 summarized the flow chart of procedure in our
simulation. First of all, every element of the array are
initialized, and put the first vertex on the network. Next,
the program loops it until the number of vertices is 8,084
that a new vertex comes to the network and select a vertex to
be connected by the application of preference selection. The
number8, 084 can be extended to8, 0842. We restricted the
maximum number of the array for the reason of analysis the
network structure, however, the restriction is not necessary
for the case that we see the number of edges in the network.
At the last stage, the program make the histogram for the
number of edges, then we can estimate the distribution by
regression in statistical analysis.

The source code of the simulation is written in Java which
is shown in the appendix at the last part of the paper, and the
program ran on Intel Core 2 Duo CPU (T9600 @2.80GHz
x2) with Microsoft Windows Vista 32bit version.

Figure 3. Flow chart of the simulation

Figure 4. Distribution of degrees of vertices and regression curve

B. Results

Figure 4 shows the distribution of degrees of each vertex
with regression curve. We use logarithmic scale both in axis.
The result indicates

p(k) = 4.47× 103k−2.33, (14)

which is characterized by scale-free structure of networks
with γ = 2.33. The result of a trial is outputted as follows:

# === Simulation ===
# a = -2.3317937664992416
# b = 8.40563662841364
# Rˆ2 = 0.8875206382378562
1 4757
2 1702
3 701
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V. CONCLUSION

According to the relevant results [16], we expect the
power-law distribution ofγ = 3 by the application of
preference selection. In our result, we obtainγ = 0.5 from
mathematical estimate, andγ = 2.33 from computer sim-
ulation. There is still a gap between mathematical analysis
and simulation results. In addition to this result, we have the
property ofγ to converse to3 if we give a large number of
vertices to the network.

We have studied construction of scale-free networks in
stochastic process. According to the model proposed by
Barab́asi and Albert, we can construct scale-free networks
using connecting probability that is proportional to the
number of edges each vertex has.

In the problem of file types, we assume to copy files from
old ones at random, so that we can conclude there is a
similar effect to construct scale-free networks and power-
law distribution emerges in file operations.
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APPENDIX

Here is the Java source code used for the numerical simulation in our research:

/ *
Simulation for Emergence in Complex Networks
Copyright (C) 2011 Yuya Dan, Matsuyama University * /

import java.util.Random;

public class NetworkEmergence{
public static void main( String[] args ){

final int NUM = 8048; // Max{NUM} on memory = 8048
Random r = new Random( 0 );

// Start the Simulation
System.out.println( "# === Emergence Simulation in Networks ===" );

// Initialization
int n = 1;
int[] a = new int[NUM];

for( int i = 0; i < a.length; i++ ){
a[i] = 1;

}

// Construction of a Network
for( int i = 0; i < NUM - 1; i++ ){

int sum = 0;
for( int j = 0; j < n; j++ ){

sum += a[j];
}
int x = r.nextInt( sum );
int s = 0;
int j;
for( j = 0; j < n && s <= x; j++ ){

s += a[j];
}
a[--j]++;
a[n]++;
n++;

}

// Make the Histogram
int max = 0;
for( int i = 0; i < a.length; i++ ){

if( max < a[i] ){
max = a[i];

}
}
int[] histogram = new int[max];
for( int i = 0; i < histogram.length; i++ ){

histogram[i] = 0;
}
for( int i = 0; i < a.length; i++ ){

112Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                         122 / 204



histogram[a[i] - 1]++;
}

// Statistical Analysis
int nn = 0;
double ax = 0.0, ay = 0.0;
for( int i = 0; i < histogram.length; i++ ){

if( histogram[i] > 0 ){
ax += Math.log( (double)i );
ay += Math.log( (double)histogram[i] );
nn++;

}
}
ax /= nn;
ay /= nn;

double Sxx = 0.0, Syy = 0.0, Sxy = 0.0;
nn = 0;
for( int i = 0; i < histogram.length; i++ ){

if( histogram[i] > 0 ){
Sxx += ( Math.log( (double)i ) - ax )

* ( Math.log( (double)i ) - ax );
Sxy += ( Math.log( (double)histogram[i] ) - ay )

* ( Math.log( (double)i ) - ax );
Syy += ( Math.log( (double)histogram[i] ) - ay )

* ( Math.log( (double)histogram[i] ) - ay );
nn++;

}
}
Sxx /= nn;
Sxy /= nn;
Syy /= nn;
System.out.println( "# a = " + ( Sxy / Sxx ) );
System.out.println( "# b = " + ( ay - Sxy / Sxx * ax ) );
System.out.println( "# Rˆ2 = " + ( Sxy / Sxx ) * ( Sxy / Syy ) );

// Result
for( int i = 1; i < histogram.length; i++ ){

System.out.println( i + "\t" + histogram[i] );
}

}
}
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Abstract— Defining a simulation model implies the use of 
different knowledge of the system we are going to model. 
Often, this knowledge is not complete or lacks in the needed 
detail in order to fully explain the behavior and the structure 
of the system. In that case, different hypotheses must be used 
in order to constrain the reality, or allow the needed complete 
and unambiguous definition of the model. However, all the 
hypotheses used do not lie in the same category. In this paper, 
we propose taxonomy for the hypotheses used in a simulation 
model in order to detect, previously to any implementation or 
model definition the possible lacks in the model construction.  

Keywords-simulation hypotheses; validation; verification; 
formal languages. 

I. DEFINING A SIMULATION MODEL 
Building a simulation model is an iterative process where 

usually different personnel are involved. This process starts 
always describing the system we want to represent, and what 
are the key elements that must be taken in consideration in 
order to define the model.  Once we have the definition of 
what is “my system” we can go further to describe what is 
the problem we try to solve. As is stated by Professor George 
Box, “all models are wrong, but some models are useful.” It 
is interesting to keep this present in order to assure that we 
are performing a good validation process of the model as we 
can see next. Our model, although maybe is not correct, must 
be useful to our purposes, a good cite of this can be found on 
[1]: “A simulation model should always be developed for a 
particular set of objectives. In fact, a model that is valid for 
one objective may not be for another.” 

Regarding to the process of Validation, Verification and 
Accreditation (VV&A) of a simulation model, the phases are 
based on the definition of “my system”, the conceptual 
model, and the implementation of the model. Sargent [2] 
proposes the Figure 1 as the cycle that a simulation project 
follows until its completion. As we can see in Figure 1, data 
validation is assumed to be a central point in the whole 
simulation process. In the next sections we explore how the 
different model hypotheses work in each one of the different 
stages of the model validation that accomplishes the 
“Conceptual Model Validation”, the “Operational 
Validation” and the “Data Validity”. 

 
Figure 1. Validation and Verification process in a simulation model [2]. 

II. WORKING WITH THE HYPOTHESIS 
Often the system is a complex reality. Even though we 

can work with simple systems, we need to use hypotheses in 
order to constrain what is “my system”. From this definition 
of “my system”, the scope of my experimental framework, 
we need to go further defining a model that represents the 
hypotheses, the structure and the behavior of the elements 
that compose “my system”. 

This model must be defined using a formal 
representation, independent of the tool selected to perform 
any implementation. The need of define a formal 
representation of the system is widely exposed in several 
books and papers, but maybe three key aspects must 
convince us of the need of use a formal representation of the 
model.  

First, the formal representation of a model, as is stated on 
[3], can be considered a product by itself. This is quite 
interesting since sometimes the representation of the 
knowledge that rules the different processes in a system (for 
example an industry) can be more interesting than the 
simulation by itself. The formal representation of a model 
helps to understand how the model behaves, and 
consequently how the system is constructed. Second, the 
formal representation of the model simplifies its 
implementation and enhances its maintainability. And third, 
a formal representation of a model simplifies the 
understanding of the model by all the different actors that are 
involved in the simulation project, improves the 
communication. 
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The formal representation of any simulation model starts 
by the definition of a hypotheses document that represents 
how I understand the behavior and the structure of “my 
system”. The formal representation of a simulation model is 
the formal representation of the simulation model 
hypotheses, hence the correspondence between the model 
and the hypotheses must be cleared understood, and this is 
often unusual. The main concern here is that in simulation 
literature, usually do not exist any classification between all 
the different hypotheses that can take part in the definition of 
the formal model. Not all the hypotheses have the same 
effect on the simulation model, and not all the hypotheses are 
needed on all the stages of the simulation model 
development. For that reason we propose to classify the 
hypotheses in three different categories as is explained next. 
This helps the model validation, because the modelers can 
focus its attention on the hypotheses related to each stage of 
validation. Also this taxonomy helps to understand the 
implications on the modifications on the knowledge we have 
of the system, or in the technology we use to implement the 
simulator. 

III. HYPOTHESES TAXONOMY 
First are those hypotheses that allow defining how the 

system behaves. Those hypotheses usually describe the 
system. In some papers related to VV&A are known as 
structural hypotheses. Mainly we want to add as many as we 
can of these hypotheses, since helps us in the description of 
the model. If we have a deeper knowledge of the system we 
can use a lot of these hypotheses describing its behavior. We 
know (or believe) that these hypotheses are true. We propose 
to name these hypotheses Systemic, since they describe the 
behavior of the system. These hypotheses can also be 
divided in two categories, those who are related with the data 
of the model, representing the flow of the elements of the 
system, and those related with the structure of the model, 
representing the underlying elements of the system. 

Systemic Data hypotheses are those related with the 
data assumptions, which define the different probability 
distributions that rule the behavior of the model elements. 
Systemic Structural hypotheses can be those that represent 
the relations between the different elements that compose the 
model, the model behavior. 

The other category is composed by the hypotheses that 
simplify the model we are going to build, named 
Simplification hypotheses. These hypotheses are useful in 
order to reduce the complexity of the model. Always, 
because the resources, the time we have to implement the 
model, and the knowledge we have of the system are limited, 
we must use this kind of hypotheses.  

These three categories of hypotheses encompass all the 
hypotheses that can be used in a simulation project, with the 
main objective of simplify and help in the VV&A process 
and to help in the understanding of the nature the decisions 
taken during the modeling process. 

IV. VALIDATING A SIMULATION MODEL 
Validated means that the hypotheses are assumed as true 

by all the parts involved in the simulation project. However, 

we cannot assure that a model obtained from a set of 
hypotheses is true; we can only assure that a model is false. 
Also modeling can be useful for many other reasons but 
predict [4], we can assume that a model is valid, and for that 
the applied hypotheses are valid, for a specific purpose. In 
order to conduct the Validation process in a simulation 
project, Naylor and Finger [5] proposed combining the three 
historical methods of rationalism, empiricism, and positive 
economics into a multistage process of validation. This 
validation method consists of: 

1. Developing the model’s assumptions on theory, 
observations, and general knowledge. 

2. Validating the model’s assumptions where possible 
by empirically testing them. 

3. Comparing (testing) the input-output relationships of 
the model to the real system. 

Figure 1 mainly shows this process, and as we can see on 
it we must validate three aspects: 

1. Data validation. 
2. Conceptual model validation: logical structure and 

hypothesis. Conceptual model validity is determining 
that (i) the theories and assumptions underlying the 
conceptual model are correct and (ii) the model’s 
representation of the problem entity and the model’s 
structure, logic, and mathematical and causal 
relationships are “reasonable” for the intended 
purpose of the model. 

3. Operational validity: In this step, see if the outputs of 
the model have the accuracy required in accordance 
with the problem. 

Also we can validate according [6]. 
1. Experimental validation: analyze if the experimental 

procedures used to obtaining the results are sufficient 
accurate. 

2. Solution validation: in this validation the focus is on 
the accuracy of the results obtained from the model of 
the proposed solution. This validation is useful for the 
modellers in order to learn. 

In this paper we are focused on the three first aspects and 
we avoid analyzing the experimental validation and the 
solution validation.  

Since the validation process is the process of comparing 
the behavior of the model and the behavior of the real system 
in order to assure that we build the correct model, we focus 
in the formal representation of the model, although some 
techniques to test the model validity (as we can see next) 
uses a specific implementation of the model. This implies 
that we accept that the implementation of the model is 
correct (verification is done correctly). We avoid in this 
paper of talking about the verification of the tool that 
implements the simulation model. 

Also, since the formal representation of the model lies on 
the hypotheses, the process of validate a model is the process 
of validate the different hypotheses used to build the formal 
representation of the simulation model. 

In the next table, we define what kind of hypotheses must 
be validated for each one of the different aspects that must be 
validated. 
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TABLE I.  HYPOTHESES VALIDATED IN EACH ASPECT. 

 Systemic / 
Structural  

Systemic / 
Data  

Simplification 

Validation 
of data 

 X  

Validation 
of the 
conceptual 
model 

X  X 

Operational 
validity 

X X X 

 
In order to validate the data, we must focus our efforts in 

the Systemic Data hypotheses. This implies that the nature of 
the tests that can be performed must focus on analyze the 
data we are going to use in the model. Here, we propose to 
distinguish between two aspects related to the data, the 
structure and the nature. The structure represents the shape 
that the data follows, while the nature means the source of 
this data,  where the data lives. In that case, we can perform 
Chi-square tests in order to assure that the structure of the 
data is correct [7], [8]. To analyze the nature of the data, we 
must detect if this data will be always up to date, often 
assuring that an institution or research center take care of this 
work. This is usually a key aspect in order to perform 
environment simulation models. As an example a wildfire 
model needs information regarding of the vegetation, the 
digital terrain model (DTM), the winds, etc. All the 
validations tests proposed, related with the Systemic Data 
hypotheses, focuses on the data structure. The validity of the 
nature of the data is based on assure that the institutions 
(structures, enterprises, etc.) needed in order to obtain the 
data and keep this data up to date during the life of the 
simulator, exists. The validation of data structure is the 
validation of the Systemic Data hypotheses. 

The conceptual model represents the structural relations 
of the different model elements and the behavior of the 
different element that compose the model. To validate the 
conceptual model we must focus on the formal 
representation of the model or in the implementation of this 
formal representation in order to validate mainly, the 
Structural Systemic and the Simplification hypotheses.  

In brief, to validate the conceptual model we must 
validate Structural Systemic hypotheses and Simplification 
hypotheses. This implies that we must define techniques in 
order to assure that (i) the Structural Systemic hypotheses are 
correct for our purposes, and (ii) the Simplifications 
hypotheses do not transform the model in a caricaturing of 
the reality. 

The Operational validity is focused in the results that we 
can obtain from an implementation of the model. Some of 
the methodologies presented here, like Black Box validation 
among many others, imply the use of all the model 
hypotheses, since the modeler try to validate the whole 
behavior of the computer program that implements the 
model. In that case we often cannot distinguish if the results 
(in case that the results are wrong) are due to an incorrect 
(Data or Structural) Systemic hypotheses, due to a wrong 

Simplifying hypotheses, or due to an incorrect 
implementation of the model introducing the verification 
phase into account. 

In order to detect the sort of hypotheses that is validated 
depending on the validation methodology used, we propose a 
classification of some of well-known validation methods, 
and what are the hypotheses that they try to validate. In that 
case we are focused on the validation of a specific class of 
hypotheses, instead to try to validate the whole model. 

V. VALIDATING THE HYPOTHESES 
Different papers and books describe several tests related 

to the model validation  [1] [2] [7] [8] [9]. Taking some of 
the tests described on [2] we are going a little further trying 
to define what are the hypotheses that are tested on each test. 
This will help us to define what are the batteries of tests we 
must use in order to build a good model, since as we can see 
next, not all the tests are focused on the same kind of 
hypotheses. The tests we analyze are (i) Validation face (ii) 
Black Box validation, (iii) Turing tests, (iv) Comparing with 
other models, (v) Degenerate tests, (vi) Extreme Condition 
tests, (vii) Event Validity and (viii) Variability of the 
Parameters and Sensitivity Analysis. For each one of these 
test we propose a classification depending on the hypotheses 
that we argue that mainly check. 

In Face validation, the experts analyze the results 
obtained from the simulation model. From this analysis they 
can recognize the correctness of a model. One example could 
be to test if a simulation model of a specific machine 
behaves similar to the system machine. In this case, like in 
Black Box validation, the model is seen as a whole, 
implying that the validation is done over the complete set of 
hypotheses. Other similar case is Turing tests; in that case, 
the simulator generates fake documentation that is merged 
with real documentation. Again, the experts determine, 
examining the documentation that contains real and fake 
documents, what are the fake documents generated by the 
simulator. Finally, in this category, the comparison of the 
model outputs with Historical Data, allows to understand if 
the model is behaving as expected, at least for a scenario that 
is reproducing the behavior of an existing system. Looking 
these tests we can argue that the model is tested as a whole, 
for that the hypotheses tested are all, the Structural and the 
Simplification hypotheses. This family of validation tests is 
related with the Operation validity. 

On the tests based on the comparison with other 
models, the underline idea is that if other models work fine, 
its outputs must be similar. As an example, if we have an 
analytical model, we can compare the outputs of this model 
with a new simulation model. On this kind of test we can 
chance the input data used and the model parameters in order 
to validate if both models follows the same patterns for the 
results. This allows determining if the structural relations of 
the models are correct. This test focuses on the structure of 
the model, we modify the data and we assume that the data is 
correct. For that in this kind of tests often only Systemic 
Structural hypotheses are tested, although the Simplification 
hypotheses can be tested too, since some of the decisions on 
the structure of the model rely on them. 
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On the Degenerate Tests is analyzed the model’s 
behavior modifying the values of input and some selected 
internal values. The objective is to test if the modification of 
these parameters is coherent with the expected result. As an 
example if we increase the service time of a server we expect 
that the number of elements in the queue increases. Similar 
to this on Extreme Condition Tests is supposed that the 
model structure and outputs should be credible although 
using any extreme and unlikely combination of values for the 
variables. On Fixed Values tests we analyze the outputs for 
a well know values for the parameters of the model. In this 
test we look the outputs in order to compare them with the 
expected results. On these tests we are focused on understand 
if the relation between the elements are correctly described, 
for that these tests focuses on the Systemic Structural 
hypotheses. Note that in these tests we assume that the model 
is valid and we look the model to understand if the relations 
between the model elements are correct, no Simplification 
hypotheses are tested here. 

Comparison with other models, Degenerate, Extreme 
Condition and Fixed Values tests are related with the 
validation of the conceptual model. 

Variability of the parameters and sensitivity analysis 
allows analyzing the factors that have greatest impact on the 
performance measures. This allows determining what 
elements must be modeled carefully and detecting possible 
errors on the definition of the relations of the model 
elements. In this sort of tests we are focused on the Systemic 
Structural and Data hypotheses. We can detect if the 
probability distributions are correctly represented and if the 
relations between the different elements are correctly 
implemented. As an example, if we add between two model 
elements a causal relation when in the system only a 
correlative relation exists, we are introducing an error that 
can be detected with this test. This test is related with the 
validation of the conceptual model and the validation of the 
data. 

On the Event Validity we compare the occurrences of 
some events with the real occurrence of those events in the 
system. As an example, the number of “broken” event 
occurrences in a specific machine of the model. This kind of 
test can be useful to test the Systemic Data hypotheses since 
usually the events that rule the behavior of a simulation 
model are defined using known probability distribution or an 
empirical distribution obtained from a database. This test is 
related with the data validation. 

Other methods exists to validate the model, like Internal 
Validation, Predictive Validation, the use of Traces or the 
use of the Animation to understand if the model behaves as 
expected [2]. In Table II the description of the hypotheses 
tested on each one of the tests is shown. Subsequent to this 
table, if we want to validate our simulation model, at least is 
needed to test once all the hypotheses. This implies that we 
must select the tests that allow doing this, for instance 
selecting Compare with other models and Events tests, or 
Degenerative, Variability of the parameters and Black Box 
tests. 

 

TABLE II.  HYPOTHESES VALIDATED ON SOME TYPICAL TESTS 

 Systemic / 
Structural 

Systemic 
/ Data 

Simplify 

Validation “Face” + + + 
Turing tests + + + 
Black box + + + 
Historical data + + + 
Compare with other 
models 

+  + 

Degenerative +   
Extreme conditions +   
Fixed values +   
Variability of the 
parameters, 
sensitivity analysis 

+ +  

Events  +  
 
Following the approach proposed by Naylor and Finger, 

and understanding that we need to validate all the 
hypotheses, we can start with the validation related to the 
Data, then continue with the conceptual model and finally 
perform an operational validity once a preliminary version of 
the model is constructed. We can use Table I to understand 
the hypotheses that must be validated on each validation, and 
Table II to select the appropriate test. We can start 
performing the goodness tests for the distributions we are 
going to use in our simulation model, and selecting some test 
that allows validating the Structural Data hypotheses, like the 
Events test. These tests are focused on the structure of the 
data. It is also needed to assure the validity of the nature of 
the data, or at least that is enough for our project purpose. As 
we said previously that means that an institution or enterprise 
assures that we have the data up to date in order to use it in 
our simulation model. Once we have the validation of the 
data we can perform the validation of the conceptual model. 
We can select some of the test that verifies this. Since we 
have the Systemic Data hypotheses validated, we can focus 
our efforts in the validation of the Systemic Structural 
hypotheses, using as an example the Degenerative test. Also, 
we can use the compare with other models test to test again 
the Systemic Data hypotheses (note that comparing with 
other models can be time demanding due to we need to have 
other models to perform this comparison). 

Finally, we can perform the Operational validation. Note 
that in this stage, if we have all the hypotheses tested (we 
previously have been performed an Events and Compare 
with other models tests) we can argue that our model have all 
the hypotheses validated, hence the Operational validation is 
done. However, since the validation process never assure that 
we have a model correct (the validation can only assure that 
we have an invalid model) we can perform here some of the 
tests that works with all the hypotheses, like the Turing tests 
to improve our confidence in the model. Remark that since 
not all the tests are focused on the same typology of 
hypotheses we can argue that it is interesting to test first the 
model with tests that are focused on certain hypotheses in 
order to detect possible mistakes. It is more difficult to find 
an error in our model if we test all the hypotheses using 
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Black box test that if we are testing only the Structural 
hypotheses using the Extreme conditions test. 

VI. USING NOT VALIDATED HYPOTHESES 
Validate a simulation model is a time demanding task, 

and often we need to work with models that have some of 
the hypotheses not validated (as an example to analyze 
extreme conditions or to validate Systemic Structural 
hypotheses). Since not all the hypotheses have the same 
effect on the model, we can select what are the more 
interesting tests to be performed first in order to validate the 
more critical hypotheses first, always depending on the 
purpose on the model. Again, remark that we are looking for 
a useful model, often we can assume to work with non-
validated hypotheses. In the table III we show if usually is 
desirable or not working with no validated hypotheses 
because the effects that this can imply to the model, again 
regarding to achieve a specific result. Wanted means the 
desired state of the hypotheses, Useful states means that, 
although it is not a desirable state, can be useful for the 
model construction, as an example to perform the validation 
of some model hypotheses, or to obtain some values from a 
hypothetical data. It is interesting to remark here that the use 
of Simplification hypotheses can be Useful, but never is 
desirable. The final objective of a simulation model is to 
work without simplifications. We must note that the 
simplification hypotheses are always false. That means that 
we know for sure that the reality is more complex that the 
structure that we are depicting on the model. Lastly 
Unwanted means that this state of the hypotheses is 
undesired for any purpose of the simulation model. 

TABLE III.   EFFECTS OF USING NO VALIDATED HYPOTHESES. 

 Systemic / 
Structural 

Systemic / 
Data 

Simplification 

Validated Wanted Wanted Useful 
Non 
validated 

Unwanted Useful Unwanted 

 
As we said previously, Systemic Structural hypotheses 

depict the relations between the different elements that 
compose the model. If these relations are not well defined, 
the model is not correct. For that, using no validated 
systemic structural hypotheses is an unwanted state, since we 
need to incorporate the knowledge of the client, and the 
client must assume that the relations depicted in the model 
are the relations that exist in the system, assuming the 
Simplification hypotheses as true. 

On the case of Systemic Data hypotheses, using no 
validated data can be useful for testing purposes. As we said 
previously, Systemic Data hypotheses are those related with 
the data assumptions, which often define the different 
probability distributions that rule the behavior of the model 
elements. In some cases it is needed to use no validated data 
in order to analyze the behavior of the model in some 
specific circumstances, or as we see in Table II to test that 
the Systemic Structural hypotheses are correct. For this, 
using no validated Systemic Data hypotheses can be useful.  

Finally, if we are using validated Simplification 
hypotheses on our model, we are assuming that they are 
useful in order to achieve our expected result with the project 
constrains (technology, time, resources, knowledge, etc.). 
Like in the case of the Systemic Structural hypotheses, if 
these simplification hypotheses are not validated, often 
implies that we are using some simplifications in or model 
that the client maybe cannot assume. This is dangerous for 
the project, and often reflects a bad communication with the 
client. As is stated in [1], the communication with the client 
from the beginning of the project, and the definition of a 
good hypotheses document is a key element for the success 
of a simulation project. Again, note that the desired state (all 
in wanted) implies to avoid the use of simplification 
hypotheses. 

VII. WORKING WITH THIS TAXONOMY, WRITING THE 
HYPOTHESES DOCUMENT 

As is stated on [1], the hypotheses document is a key 
element in the success of a real simulation project. Starting 
with some initial meetings, it is needed to start the redaction 
of this document that describes in detail the model 
assumptions and main objectives. This document is simple 
but clear, and we propose to use the template shown next. In 
this template we categorize, for each one of the different 
elements of the model the hypotheses used. Also, since we 
need to describe the Systemic Structural hypotheses we can 
use a formal language to describe the structure and the 
behavior of the model in a complete and unambiguous 
manner. A formal language like SDL [10] [11], DEVS [12] 
or Petri Nets [13] [14] [15] among others, becomes a 
powerful tool to represent the Systemic Structural 
hypotheses. In the diagrams of the model, we show the 
elements we are going to represent and the relation between 
all the elements. Remember that using a formal language to 
represent the model allows using some static methods to 
validate the correctness of the Structural Systemic 
hypotheses [2]. The proposed outline of the document has 
the next sections: 

1. Description of the system. 
2. Purpose of the model. 
3. Simplification hypotheses for the external view of the 

model. Showing for each one if has been validated by 
the client or not. 

4. Systemic Data hypotheses for the external view of the 
model, again showing if have been validated each one 
of them by the client. 

5. Systemic Structural hypotheses for the external view 
of the model, using a formal language. This helps to 
the understanding of what are the key elements of the 
model that we are going to simulate. 

6. For each one of the different elements of the model 
we detail its hypotheses. Again the Systemic 
Structural hypotheses can be represented (and we 
support this) using a formal language. 

In our projects, we write in red the hypotheses that have 
not been validated. This simplifies the understanding by the 
client and by the modeler teams of the need to validate the 
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hypotheses in order to achieve the desired result, and clearly 
shows what the state of the model construction is. In an 
iterative construction of a simulation model, once all the 
hypotheses of the document have been validated by the client 
and by the modelers, we have a simulation model that can be 
used to take decisions and can be prepared for its final step; 
believe in the model, the accreditation. 

VIII. CONCLUSIONS AND FUTURE WORKS 
The hypotheses are the key element that rules the 

definition of the model. However, not all the hypotheses 
used in a simulation model have the same effect on the 
model definition. Also the tests used to prove the validity of 
a simulation project not are focused on the same typology of 
hypotheses, for that is needed a taxonomy in order to focus 
our efforts in a selected subset of the tests that validates 
those hypotheses. In our taxonomy, three classes of 
hypotheses exist, Systemic Structural hypotheses, Systemic 
Data hypotheses and Simplification hypotheses. Regarding 
the data, we note that two aspects must be validated, the 
nature, that means that the data will be correct during the life 
of the simulation model, and the structure, that means the 
usual validation process for the data (for example, test if the 
inputs follow an exponential distribution). The Systemic 
Data hypotheses are focused on the structure of the data, 
since the nature can be assured if an institution take care of 
this data or we have the knowledge that the nature of the data 
do not change during the life of our simulation model, this is 
usual in an industrial simulation model, but unusual in an 
environmental model where the climatic data can change day 
to day and we need an institution that take care of this data. 

We showed in this paper how this taxonomy can help in 
the validation process of a simulation model, thanks to 
improve the selection mechanism of the tests in order to 
achieve a complete (if needed) validation of the model. 

Also we show the implications of work with no validated 
hypotheses. Sometimes it could be desirable to work with no 
validated Systemic Data hypotheses in order to validate the 
Systemic Structural hypotheses, or to obtain data related to 
extreme conditions situations. From this taxonomy, we can 
clearly understand that the Systemic hypotheses must grow 
in order to represent better and with more detail the relations 
and the data assumptions of the system, and the 
simplification hypotheses must decrease in order to represent 
the deeper understanding of the system. 

The improvement on the perception of the system, or the 
improvement on the tools we can use to implement the 
model can modify the hypotheses. Often an improvement on 
the tools imply the use of less Simplification hypotheses, but 
an improvement on the system knowledge implies the use of 
more Systemic hypotheses, implying a detailed description 
of the model. This taxonomy helps to understand the 
implications on the modification in the system knowledge, or 
on the tools used to implement the model or in our needs, in 
order to define faster a new model and perform a new 
implementation. 

The future work is focused in develop a methodology to 
systematize not only the validation but also the verification 
of the hypotheses, combining some existing methods to 

define the appropriate tools to implement a simulation model 
[16]. This can help us to understand the limitations of our 
simulation model, due to the hypotheses used, before any 
implementation. 
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Abstract—Alcohol-related problems (assaults, accidents and/or 
crimes) and alcohol abuse are recurrent societal problems 
leading to high social costs. Finding adapted policies to tackle 
this issue isn’t a trivial task due to the highly complex nature of 
alcohol consumption as many interrelated risk factors interact 
in a hardly predictable way. This paper describes an agent-
based simulation model, called SimARC (Simulation of 
Alcohol-Related Consequences), aiming at exploring the 
complex interplay of these factors following a generative 
process whereby theory and model co-evolve within iterative 
loops. To explore the complexity of alcohol use and abuse, we 
need not only to include the aforementioned risk factors but 
also their evolution and highly dynamical interactions across 
scales. Therefore, our agent-based model aims to encapsulate 
several levels of reality. Considering an ontology as catalog of 
elements and relation amongst those elements, our ontology-
driven behavioral model includes: neuro-biological responses 
to alcohol use (individual level), peer influence channeled 
through various social networks (meso-level) and societal 
responses to alcohol-related problems (meta-level). This 
ontological framework aims to establish a robust test-bed to 
analyze – in silico – the plausible consequences of various 
public policies related to alcohol abuse in public venues. After 
a brief review of the literature, we present SimARC’s core 
structure and preliminary results. 

Keywords-agent-based model; ontology; alcohol; social 
simulation; public health. 

I.  INTRODUCTION  
In its «Global Status Report on Alcohol and Health 

2011», World Health Organization (WHO) points that 
alcohol «is a causal factor in more than 60 major types of 
diseases and injuries and results in approximately 2.5 million 
deaths each year […] Thus, 4% of all deaths worldwide are 
attributable to alcohol» [1]. Furthermore, a recent report 
from the Independent Scientific Committee on Drugs (ISCD) 
indicates via that alcohol, in term of social cost, is more 
dangerous than heroin and crack [2]. In the same vein, 
Collins and Lapsley have estimated at 15.3 billions AUS$ 
(11.6 billions €) the social cost of alcohol [3].  

Moreover, both in Europe and Australia, «binge 
drinking» (heavy drinking session leading to intoxication) is 
on the rise inducing greater chances of individual harms (i.e., 
falls, pedestrian/car accidents) as well as greater risks of 
violence (i.e., brawl, degradation, violent assaults) [4][5].  

 

Due to its legal status and large availability alcohol has 
become a major health problem for governments [6][7] who 
generally attempt to solve this problem by different 
combinations of public policies, such as alcohol taxation, 
prevention campaigns or reduction in availability [8][9]. 
Beside, net revenues associated with alcohol consumption 
largely make up for subsequent expenditures in the 
Australian federal budget [3]. 
 

Hence, alcohol-related social harm remains a difficult 
research topic [10] as consumption patterns adapt quickly to 
new policies. For example, individual change their drinking 
habits (i.e., "preloading" episode, shifting from one type of 
alcohol to another one) or license premises adapting their 
marketing to remain competitive. As well as all the others 
drug uses, alcohol consumption and its aftermaths are 
complex social phenomena: they result from the interaction 
of many risk and protective factors that dynamically evolve 
through time [11].  

 
These factors belong to distinct levels of analysis: genetic 

predispositions; neurophysiology and neuro-pharmacology 
of alcohol; individual psychology; social and environmental 
conditions; current laws; economical constrains or cultural 
norms [12]. We consider here three levels of analysis: a 
micro-level (the individual, his neurologic, physiologic and 
social characteristics), a meso-level (groups, peer influence 
and significant others) and a macro-level (public policies, 
urban geography and societal responses). 

  
 
Our work aims to create a social simulation, which 

integrates three levels of analysis in order to get a better 
understanding of alcohol use and misuse. Once calibrated 
and validated, this type of simulation model could be used to 
inform policy-making debate on alcohol [13]. To describe 
this simulation, we will review the different components of 
the model, then we will discuss the need for new 
technologies to capture alcohol-related problems, and finally, 
we will describe the different components of SimARC and 
show some preliminary results. 
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II. ALCOHOL USE: A MULTI-FACTORIAL  SYSTEM 
Our three different levels represent three levels of 

interactions between five components: alcohol, individual, 
group, context and society. We consider the relation between 
the alcohol and individual components constitutes the prima 
causa of alcohol-related harms.  

A. Micro-level: Alcohol/Individual 
Alcohol is a powerful psychoactive substance highly 

addictogen. BAC (Blood Alcohol Concentration) is the main 
indicator of alcohol intoxication and impairment. BAC gives 
good indications concerning cognitive and motor 
impairment: the following figure (cf. Figure 1) illustrates the 
relation between accident and BAC [14]. 

 

 
Figure 1.  Risk of traffic accident/BAC 

However, aggressive behaviors are consequences of the 
neural action of alcohol on the brain. Ethanol, the active 
principle of alcohol, has an impact on many 
neurotransmitters, but Dopamine, GABA, Glutamate and 
Serotonin (5-HT) are strongly related to behavioral changes 
[15]. As most of the other drugs, alcohol generates release of 
Dopamine, the neurotransmitter of reward and pleasure. 
From behavioral viewpoint, dopamine increases self-
confidence, and happiness; however, it is also considered as 
one of the key-factors that trigger craving, addiction and 
schizophrenia [16].  

 
Alcohol also acts on GABA (Gamma-Amino-Butyric 

Acid) the principal inhibitory neurotransmitter in the brain. 
In standard volume, GABA has a relaxant effect, but higher 
doses cause drowsiness and motor impairments [17]. 
Another role of GABA is to balance the excitatory action of 
Glutamate. At normal dose, this neurotransmitter is implied 
in learning and memorization [18], inversely, higher 
concentration of Glutamate in the brain leads to 
"excitotoxicity", impairing or killing neurons.  

 
Finally, ethanol interacts strongly with Serotonin. Also 

known as 5-hydroxytryptamine (5-HT), this neurotransmitter 
is responsible for mood regulation, sleeping cycles and 
thermoregulation. Mild dose brings euphoria and a sentiment 
of happiness. Conversely, depleted serotonin level is 

generally correlated with feeling of depression and 
aggressive behaviors [19]. 

 
From a neurophysiologic viewpoint, during alcohol 

consumption the level of Glutamate in the brain decreases 
with a correlative increase in GABA concentrations, giving a 
mild relaxant feeling and desinhibition. At the same time, the 
agonist effect of alcohol on Dopamine and Serotonin 
neurotransmitters induces euphoria as well as feelings of 
happiness and self-confidence in the user [20]. Inversely, 
excessive amounts of GABA and low rates of Glutamate 
lead to motor impairment, lack of concentration and 
potentially induce sleep, increasing dramatically the chance 
of being involve in a car or pedestrian accident.  

 
Once alcohol slowly disappears from the bloodstream 

and "stocks" of those neurotransmitters have been partially 
or completely depleted, a "calm down" period starts and 
users sense the different side effects following their 
consumption. Individuals will start to feel depress, get 
moody or exhibit violent behaviors (due to dopamine and 
serotonin depletions). Furthermore, some neurons may be 
damaged due to the rise of glutamate (excitotoxicity) after 
drinking  [21].  

 
This short review of the neuro-pharmacology of alcohol 

gives a partial explanation of behavioral changes but remains 
insufficient if it is not linked to social reactions and 
especially peer influence.  

B. Meso-level: Individual/Group 
Sociology has studied the impact of peer perception and 

influence regarding alcohol and drug use. Making reference 
to social learning theory, Kilpatrick et al. [22] and Flay et al. 
[23] have shown that children witnessing drug consumption 
from "significant others" (parents, sibling or tutors) have an 
increased risk of substance abuse. Obviously this influence 
can be extended to other elements of personal interactions,  
“peer pressure” has an important influence on experimental 
alcohol and drug use. On this subject, a vast literature exists 
about the social influence of friendship groups [24] 
indicating that individuals are influenced (positively or 
negatively) by their friends but also select which peers they 
have to mix with in order to find and use any drugs [25]. 

 
If peer-pressure has been the object of many studies as a 

risk factor, "social control" coming from members of the 
family, friends or community consist a solid protective factor 
[26]. Drug users compare their behaviors and consumption to 
other consumer comportments: irrational or erratic behaviors 
are generally banned and stigmatized [27]. However, 
repeated public misbehaviors around a particular location 
and/or generalization of alcohol-fuelled violence and 
disorders call to societal and political responses.    

C. Macro-level: Social Environment/all components 
As pointed by Livingston, the density of alcohol-related 

venues is directly related to violence in all neighborhood 
type, but bars and nightclubs are associated with violence in 
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the inner city while packaged alcohol outlets were associated 
with violence in suburban zone [28][29]. Similarly, the social 
capital of neighborhood seems to decrease with the density 
of alcohol outlet leading to more incivilities and to a possible 
social segregation [30]. 

Inside those venues, measures as closing times [31], 
limitation of crowding and a coordinated staff [32] have 
significant positive impact on alcohol-related violence.   

Alcohol price taxation is accurately associated to alcohol-
consumption: in their review of the different studies done on 
the subject, Chaloupka et al. indicated that increasing the 
monetary prices of alcoholic beverages reduces significantly 
alcohol consumption and alcohol-related problems [33].   

 
Having reviewed those different factors, we need to find 

a robust framework able to encapsulate these components 
and capture their inter-evolutions over time. Hence, we 
propose to employ computer simulation to mimic this social 
phenomenon. 

III. AGENT-BASED MODEL AND SOCIAL SIMULATION 
CONCERNING ALCOHOL 

Computer simulation models have attracted an increasing 
number of researchers and practitioners over the last decade. 
As a matter of fact, social simulations can be used as 
artificial social experiments (in-silico) to explore the 
consequences of pre-defined conditions on a range of 
specific social and environmental indicators. In his seminal 
book ‘Generative Social Science’, Epstein argues that 
computer simulations provide new tools for integrative and 
empirical research in social sciences [34].  

 
A particular instance of computer simulation, called 

Agent-Based Modelling (ABM), allows building artificial 
societies from the bottom-up; whereby individual 
autonomous agents interact, communicate and pursue 
personal goals while societal norms and regulations constrain 
their freedom [35].  ABM is also very helpful for collecting 
and making sense of dynamical (spatial movements, time 
series) or heterogeneous information (qualitative, 
quantitative, ill-defined or aggregated).  

 
Finally, ABM is largely used in environmental, health or 

defence studies to explore intervention scenarios with policy 
makers [36]. According to Liu and Eck, “crime simulation is 
[also] an emerging research area that has the potential of 
revealing hidden processes behind urban crime patterns and 
criminal justice system operations” [37]. Again, the 
analytical value of the approach doesn’t rely on its capacity 
to describe spatiotemporal dynamics, but – more importantly 
– on its ability to assess different hypothesis about social 
causality [38]. 

 
In the field of alcohol and other drugs use, ABM has 

been successfully used to explore mechanisms of drug use 
initiation [39], and impacts of different policing interventions 
on street-based illicit drug markets [40]. Agent-based 
simulations concerning alcohol experiences gossiping 
amongst student [41], interactions agent-environment [42] or 

movement of alcohol user in the city [43] have mainly 
studied agent/group or agent/environment interactions. 

 
Our aim is to encapsulate both neurologic physiology, 

impact of the network on decision, geographic data and 
societal response in a single model.  Computer science 
concept of ontology seems to tally with our objectives. 
Originally, ontology was a philosophical concept which, a 
branch of metaphysics: coming from ontos (being) and logos 
(discourse), ontology aims to describe general properties of 
things. For our purpose, we will consider ontology as a 
description of a particular domain defined by its objects, 
concepts, and their properties and relations [44]. This 
framework enables the description of the previous data and 
concepts in a common language, Unified Modeling 
Language (UML) (cf. Figure 2):  

 
 

 
 

Figure 2.  SimARC Class Diagram 

IV. SIMARC: GLOBAL FUNCTIONNING  
As indicated by Ferber [45], a Multi-Agent System 

(MAS) comprises of the following elements: 
• An environment (E), a space that generally has a 

volume; 
• A set of passive objects (O) which can be perceived, 

created, destroyed and modified by the agents; 
• An assembly of agents (A) representing the active 

set of objects; 
• An assembly of relations (R) that link active or 

passive agents to each other; 
• An assembly of operations (Op) making it possible 

for the agents of A to act on objects from O.  
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SimARC aims to encompass all those different 
components. Besides that some part of this simulation are 
still under construction, we coded the UML structure in 
Netlogo 4.1.3 [46]. SimARC interface allows the 
experimenter to choose the number of Streets, Bar, Disco, 
Bottle-shop, Hospital and Police station. Sliders help to 
choose how many Agents and Constables will be created. 

Finally, the simulation user can select Alcohol Price, 
Police Operations and Public Policies (those two latter are 
pre-implemented by the programmer).  He can also select via 
sliders the percentage for a constable to arrest an alcohol user 
and the "brawl risk" percentage. 

 
In the two next sections, we will describe the manner in 

which we have implemented most of our algorithms and the 
last section will give some preliminary results.  

A. SimARC Urban Environment and Interface  
The visual interface is a drastic simplification of an urban 

area, the grid includes the following features: street (here in 
black), house (green), bar (blue), disco (purple), bottle-shop 
(orange), police station (red), hospital and a rehab centre. 
The Figure 3 gives an outline of the urban environment.    

 

 
Figure 3.  SimARC Urban Grid 

 Licensed premises (venues) have different Retail Prices 
and characteristics (Happy-Hours, Lock-out, Curfew, 
Crowding) as well as ‘Reputation’. Every step (tick in 
Netlogo) represents 2 hours time, 12 ticks a real weekday 
and weekend (Monday, Saturday etc.). 

 
The Retail Price varies according to the type of venues: 

bottle-shops have their retail price equal to the price chooses 
by the experimenter; bar sees this price increases by 2 and 
discos have a retail price multiply by 2. According to the 
Reputation of the venue, constables may be more incline to 
patrol in that neighborhood and some agents can just avoid 
this venue. Actually and according to the implemented 

Public Policies, Retail Prices can increase for every alcohol-
venues, but Happy-Hours can also be suppressed and/or 
Curfews or Lock-outs can be imposed. These different 
policies influence the choice and drinking patterns of the 
virtual alcohol users.    

B.  SimARC Agents and Networks 
Each agent is characterized by the following attributes: 
• Physical attributes (Health, Age, Gender, BAC); 
• Status of neurotransmitters (Serotonin, GABA, 

Glutamate and Dopamine); 
• A Stage representing its frequency of alcohol use 

and a correlated Alcohol-routine; 
• Behavioral tendencies (aggressive, neutral or 

elusive)  
• Memories of past experiences (past consumption, 

accidents, violence and sickness); 
• Strategy to "get-back-home" once the night-out is 

over (private or public transport); 
• Social characteristics (Income, Friends, Address, 

Favorite Venues). 
 
An agent acts according to a series of heuristics based on 

an hourly schedule. All agents have a routine "daily-life": 
they go to work (part of their Address data), earn virtual 
money every fortnight (Income), eventually, decide to have a 
drink and finally, come back home to rest (restore their 
Health and Status of neurotransmitters). Agents earn ten 
times their Income (normal-distribution) every fortnight 
(randomly predefined). This fortnight income constitutes 
"pocket money" for non-essential expenses. The average 
amount of this pocket money is equal to 180. 

 
Alcohol consumption varies according to each agent’s 

Alcohol-routine and Stage: some agents may have a few 
drinks in their favorite bar during the weekend while others 
can have several binge-drinking sessions at home during 
weekdays. Some agents are just staying home and sober the 
whole week, resulting in no individual harm or social 
trouble. Other agents consuming large quantities of alcohol 
can display violent or dangerous comportments (brawl, 
accident and having been sick are counted and memorized) 
and these heavy drinking decrease their Health attribute.  

 
Each "Drink" represents a Standard Drink (10 g of 

alcohol) and each intake increases the BAC of male agent by 
10/(Weight x 0.7) and by 10/(Weight x 0.6) for female agent. 
BAC is reduced by 0.15 every tick (2 hours time). 

Each consumption modifies the levels of neuro-
transmitters and the relative balance of neurotransmitters 
governs changes in behavioral patterns. An agent might 
change his opinion about alcohol consumption based on its 
cumulative experience of negative consequences (personal or 
witnessed) during or after successive night-outs. In turn, 
these updated opinions might change an agent’s Alcohol-
routine and Stage.  

Furthermore, agents can interact through physical co-
location in the spatial environment or through messages 
amongst friendship networks. Therefore, agents of a same 
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network move all together in Favorite Venues. Those 
Friends of the network can also "ask" an agent with a low 
Health or frequent dangerous behaviors to "slow down": if it 
accepts, the agent will not drink for some weeks, recovering 
from its past consumptions, otherwise, it will change its 
primary network to find new drinking mates.    

C. Preliminary Results 
In this section, we present some preliminary results from 

SimARC. However, this simulation hasn't been entirely 
calibrated yet. Therefore, these experimentations intend to 
test the internal consistency of the model. To do so, we 
examine the consequences of alcohol taxation policy. Four 
different prices have been tested 1, 5, 10 and 15 (relatively to 
the average 180 "pocket money").  

For this experiment, the virtual population is composed 
of 750 agents and 2 constables. Those latter have 1% chance 
to arrest users with a BAC > 0.5. In order to initiate the 
simulation, we consider that 70% of the agents start with a 
Stage = 1, 15% with a Stage 2, 10% with a Stage 3 and 5% 
with Stage 4 (those data have to be calibrated).  

 
For each scenario, we have run 50 replicates of 4367 time 

steps (one year simulation time). We have measured 
quantities of alcohol consumed for each scenario as well as 
the number of accidents and fatal accidents.  

Figure 4 summarizes our results on Standard Drink 
consumption depending of the price of alcohol:  

 
Figure 4.  Alcohol Consumption (SD)/Price of Alcohol 

Alcohol consumption decreases of 8.6% between P5 and 
P10, and decreases of 23.6% between P5 and P15. Those 
results seem to be concordant with economic studies [33]. 
However, it seems surprising that the amount of alcohol 
consumed for P1 and P5 are quasi-equivalent: we attribute 
this proximity of SD consumed to the "social control" 
operates by peers and to evolution of individual opinions in 
response to bad experiences during heavy drinking sessions 
(see IV.B).   

 
Concerning Accidents with have implemented an 

algorithm matching the relative risk to be involved in an 
accident shown in Figure 1. Risk increases with BAC 
according to the following equation: 

 
p(crash|BAC) =1 / (1 + 0.2 exp (5 –2*%BAC)). 

 
According to MUARC (Monash University Accident 

Research Centre) on alcohol-related car crashes provoke 
fatal accidents in approximately 1% of cases, and cause 
serious wounds in 34,5% and 64,5% constitute minor trauma 
[47]. Our experiments display the following results (Figure 
5): 

 

Figure 5.  Accidents (green) and Fatal Accidents (blue)/Price of Alcohol 

As expected, the number of accidents and related lethal 
injuries decreases with the increase of alcohol price. 

V. CONCLUSION AND FURTHER WORKS 
From reviewing different factors involved in alcohol use, 

we have underscored the necessity of a multidisciplinary 
perspective to understand the complexity of this 
phenomenon. This complexity leads us to consider an 
ontologic ABM as a suitable method to mimic alcohol 
consumption and alcohol-related social problems. This 
ontologic model is implemented and simulated with Netlogo 
in order to run multiple simulations and so achieve public 
policies testing. 

 
At this stage, most of the algorithms are based on 

empirical heuristics calibrated against existing quantitative 
and qualitative data. While the simulation of behavioral 
patterns linked to alcohol consumption and driven by the 
neurobiological status of an agent is well advanced, the 
research team is still seeking complementary information to 
represent the consequences of these behavioral patterns. Both 
quantitative and qualitative complementary data are needed. 

 
We plan to realize in-depth interviews with different 

categories of alcohol users in order to obtain a better 
understanding of alcohol users behaviors (how their habits 
change, what are the different reasons for such changes, how 
users evolve through life....). As proposed by Moore and 
colleagues, SimARC aims to integrate ethnographical and 
epidemiological information in an iterative way [48]. Later 
on we intend to integrate real urban information (GIS) in 
order to display an accurate geographical context and to give 
a more accurate representation of public policies 
implications and results. 

124Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                         134 / 204



REFERENCES 
[1] D.J. Nutt, L.A. King & L.D. Phillips, Drug harms in the UK: a 

multicriteria decision analysis. The Lancet. vol. 376 (9752). 2010. 
[2] WHO, «Global Status Report on Alcohol and Health». 2010.  
[3] D.J Collins & H.M Lapsley, The costs of tobacco, alcohol and illicit 

drug abuse to Australian society in 2004/2005. 2008.   
[4] Drugs and Crime Prevention Committee, Report on Inquiry into 

Strategies to Reduce Harmful Alcohol Consumption. Melbourne: 
Parliament of Victoria. 2006. 

[5] OFDT, Tendances (76), Les niveaux d’usage de drogues en France en 
2010. 2011. 

[6] H. Parker, F. Measham  & J. Aldridge, Illegal Leisure: the 
Normalisation of Adolescent Recreational Drug Use. Routledge. 1998 

[7] J. Grace, D. Moore & J. Northcote, Alcohol, Risk and Harm 
Reduction: Drinking Amongst Young Adults in Recreational Settings 
in Perth, NDRI. 2009. 

[8] WHO, European Alcohol Action Plan 2012-2020. 2011 
[9] Australia Commonwealth, National Alcohol Strategy 2006-2009. 

Ministerial Council on Drug Strategy. 2006. 
[10] R. Nicholas. Understanding and responding to alcohol-related social 

harms in Australia. Options for Policing. NDLERF. 2008. 
[11] D.M. Gorman et al. Implications of Systems of Dynamic Models and 

Control Theory for Environmental Approaches to the Prevention of 
Alcohol-and other Drug-use related Problems. Substance Use & 
Misuse. vol. 39 (10-12). 2004. 

[12] J. Unger et al. What are the implications of structural/cultural theory 
for drug abuse prevention? Sub. Use & Misuse. vol. 39 (10-12). 2004. 

[13] P. Gruenewald. Why do alcohol outlets matter anyway? A look into 
the future. Addiction. vol. 103. pp. 1585-1587. 2008.   

[14] www.infrastructure.gov.au 
[15] R.M. Julien, C.D. Advokat & J.E. Comaty. A Primer in Drug Action: 

a comprehensive guide to the actions, uses, and side effects of 
psychoactive drugs. Worth Publishers. 2008. 

[16] H.J. Hanchar, P.D. Dodson, R.W. Olsen, T.S Otis & M.Wallner. 
Alcohol-induced motor impairment caused by increased extrasynaptic 
GABA A receptor activity. Nature Neurosciences, vol. 8 (3). 2005. 

[17] M.K. Ticku & A.K. Mehta. Effects of alcohol on GABA-mediated 
Neurotransmission. Handbook of Experimental Pharmacology. vol. 
114 (6). pp. 103-119. 1995. 

[18] W. McEntee & T. Crook.Glutamate: its role in learning, memory, and 
the aging brain. Psychopharmacology vol. 111 (4). 1993. 

[19] D.M. Lovinger. The Role of Serotonin in Alcohol's Effects on the 
Brain. Current Separations. vol. 18 (1). 1999. 

[20] K. Yoshimoto et al. Alcohol stimulates the Realease of Dopamine and 
Serotonin in the Nucleus Accumbens. Alcohol. vol. 9 (1). 1992. 

[21] P.L. Hoffman. Glutamate receptors in Alcohol Withdrawal-Induced 
Neurotoxicity. Metabolic Brain Disease. vol. 10 (1). pp. 73-79. 1995. 

[22] D.G. Kilpatrick, et al. Risk Factors for Adolescent Substance Abuse 
and Dependence Data from a National Sample. Journal of Consulting 
and Clinical Psychology, vol.  68 (1). 2000.  

[23] B.R. Flay et al. Differential Influence of Parental Smoking and 
Friends’ Smoking on Adolescent Initiation and Escalation and 
Smoking, Journal of Health and Social Behavior, vol. 35(3). 1994. 

[24] M. Pearson & L. Michell. Smoke Rings: social network analysis of 
friendship groups, smoking and drug-taking, Drugs: education, 
prevention and policy, vol. 7 (1). 2000. 

[25] K.E. Bauman & S.T. Ennet. On the importance of peer influence for 
adolescent drug use: commonly neglected considerations, Addiction, 
vol. 91 (2). 1996. 

[26] S. Sussman et al. Adolescent peer group identification and 
characteristics: A review of the literature. Addictive Behaviors. vol. 
32. pp. 1602-1627. 2007. 

[27] T. Decorte. Drug users’ perceptions of ‘controlled’ and ‘uncontrolled’ 
use. International Journal of Drug Policy, vol.12, pp.297-320. 2001. 

[28] L. Zhu, D.M. Gorman & S. Horel. Alcohol Outlet Density and 
Violence: A Geospatial Analysis. Alcohol & Alcoholism. vol. 39 (4). 
pp. 396-375. 2004.  

[29] M. Livingston. A Longitudinal Analysis of alcohol Outlets Density 
and Assault. Alcoholism: Clinical and Experimental Research. vol. 32 
(6). 2008. 

[30] K.P. Theall et al. Social Capital and the Neighborhood Alcohol 
Environment. Health & Place. vol. 15. pp. 323-332. 2009. 

[31] K. Kypri et al. Effects of Restricting Pub closing Times on Night-
Time Assault in an Australian City. Addiction. vol. 106 (2). pp. 303-
310. 2011. 

[32] K. Graham et al. Bad Nights or Bad Bars? Multi-level analysis of 
Environmental Predictors of Aggression on Late-Night Large-
Capacity Bars and Clubs. Addiction. vol. 101. pp. 1569-1580. 2006. 

[33] F.J. Chaloupka et al. The Effects of Price on Alcohol Consumption 
and Alcohol-related Problems. National Institure on Alcohol Abuse 
and Alcoholism. 2002. 

[34] J. Epstein. Generative Social Science: Studies in Agent-Based 
Computation. Princeton University Press. 2007. 

[35] R.K.Sawyer. Social Emergence: Societies As Complex Systems. 
Cambridge University Press. 2005. 

[36] P. Perez & D. Batten. Complex Science for a Complex World: 
Exploring Human Ecosystems with Agents.  ANU Press. 2006.  

[37] L. Liu & J. Eck. Artificial Crime Analysis Systems: Using Computer 
Simulations and Geographic Information Systems. Information 
Science Reference. 2008. 

[38] P.j Bratimgham et al. A Statistical Model of Criminal Behavior. 
Math. Models and Methods in Applied Sceiences vol. 18. 2008.  

[39] N.H. Agar et al. Epidemiology or Marketing? The Paradigm Busting 
Use of Complexity and Ethnography. Proceedings of Agent. 2004. 

[40] P. Perez et al.. SimDrug: Exploring the Complexity of  Heroin Use in 
Melbourne. DPMP. Monograph 11. 2005.  

[41] L.A. Garrison & D.S. Babcock. Alcohol Consumption among College 
Students: An Agent-baded Computational Simulation. Complexity. 
vol. 14 (6). 2009.  

[42] D.M. Gorman et al. ABM of drinking Behavior: A Preliminary Model 
and Potential Applications to Theory and Practice. American Journal 
of Public Health. vol .96 (11). pp. 2055-2060. 2007. 

[43] J.E. Rowe & R. Gomez. El Botellon: Modelling the Movement of 
Crowds in a City. Complex Systems vol. 14. pp. 363-370. 2003. 

[44] F. Arvidsson and A. Flycht-Eriksson, Ontologies I, Retrieved 26, 
2008. 

[45] J. Ferber, Multi-agent Systems: An Introduction to Distributed 
Artificial Intelligence. Addison-Wesley. 1990. 

[46] http://ccl.northwestern.edu/netlogo/. U. Wilensky. NetLogo. Center 
for Connected Learning and Computer-Based Modeling, 
Northwestern University, Evanston, IL. 1999. 

[47] M. Symmons & N. Hawoth. Safety Attitudes and Behaviours in 
Work-Related Driving, Stage 1: Analysis of Crash Data. MUARC. 
Report no. 232. 2005. 

[48] D. Moore et al. Extending drug ethno-epidemiology using agent-
based modelling. Addiction. vol. 104 (12). pp. 1991-1997. 2009. 

 

125Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                         135 / 204



Agent-Based Model (ABM) Validation Considerations 
 

Philip Cooley, Eric Solano 
RTI International 

Research Triangle Park, NC, USA 
e-mail: solano@rti.org 

 
 

Abstract—This paper describes the use of validation methods 
in model building. We address issues associated with the 
increasing complexity of models that is in part a response to 
the growing popularity of Agent-Based Models (ABM), 
commonly used to study cognitive, natural, and social 
phenomena. The first section of this manuscript discusses 
model categories and attributes. The second section discusses 
the stages of validating a simulation model: verification, 
validity, and sensitivity analysis.  The third section presents 
specific validation approaches, with an emphasis on six specific 
tests that are described in detail. The final section summarizes 
the goals of model validation and modeling. 

Keywords-Agent-Based Models, Validation, Verification, 
Infectious Disease Models.  

I.  INTRODUCTION 
A number of global events point out the need for 

effective modeling. These include the H1N1 pandemic of 
2009 and most recently, the Chilean earthquake tragedy, in 
which observers used modeling to issue tsunami warnings to 
Hawaii. The tsunami warnings overestimated the effect of 
the waves that would ultimately reach Hawaii, and 
“scientists will pore over reams of data” [1] as they work to 
understand what happened. However, some scientists say 
that “there should be a rigorous examination of long-standing 
assumptions within computer-generated models that are used 
to estimate the strength and impact of tsunamis,” and that the 
“main problem right now is that we have unsubstantiated 
assumptions built into our warning system and we really 
have to check those [1].” 
 

Due to significant reductions in the cost of computational 
resources and the increasing power of those resources, the 
nature and type of computer models used in a number of 
areas including disease transmission processes are changing. 
In particular, Agent-Based Models (ABM) are a relatively 
new technology growing in use. One reason is that ABM are 
an important method for representing and describing 
interacting heterogeneous agents. Recently, they have been 
applied to H1N1 infectious disease applications [2-7]. The 
heterogeneous property of agents enables ABM to describe 
more sophisticated and complex environments. Many 
researchers believe that human systems are complex 
processes that are poorly described by existing/alternative 
equation-based models (EBM) and it is easier to incorporate 
existing knowledge about human interactions and decisions 

into an ABM than into a model described by analytical 
equations [8]. The downside of this enhanced flexibility is 
that validating ABM may be more complicated because the 
processes they describe are more complicated; consequently, 
rigor is more difficult to achieve because of the complex 
environment. 

 

A. Validation Definitions 
 
Various definitions of validation appear in the literature. 

Schlesinger et al. [9] define validation as “substantiation that 
a computerized model within its domain of applicability 
possesses a satisfactory range of accuracy consistent with the 
intended application of the model.” Midgley et al. [10] 
define validation as demonstrating that the “correct” 
equations have been solved by referencing an external and 
independent test. Macal [11] defines validation as the 
process of determining the extent to which a model or 
simulation accurately represents the “real” world from the 
perspective of its intended use. The final definition of 
validity presented here is from Ziegler [12], who 
distinguishes three types of validity: 

 
• replicative validity—the model matches externally 

available data that has been generated by the 
modeled system (retrodiction). 

• predictive validity—the model matches data that can 
be acquired from the modeled system, and 

• structural validity—the model reflects observed 
behavior and matches the process inherent to the 
process to produce the behavior.  

 

B. Model Characteristics 
 
The type of model used to describe the phenomena of 

interest depends on the nature of the phenomena, the 
available supporting information about the phenomena, and 
the purpose of the model. A major issue that affects the type 
and quality of the validation method that can be applied is 
the degree of heterogeneity required to describe model 
elements. In many cases, the level of detail that is 
incorporated into the model architecture is dictated by the 
model’s purpose. For example, if intervention strategies to 
prevent disease spread depend on individual agent 
characteristics, those characteristics have to be included in 
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the description of the agents. A review of the important 
categories of models and their characteristics is presented 
below. These categories are not mutually exclusive. 

 
1) Agent-Based Models (ABM) 

 
ABM have been used to describe phenomena such as 

social systems and immune systems, which are distributed 
collections of interacting entities (agents) that function 
without a leader. Simple agents interact locally according to 
simple rules of behavior, responding in appropriate ways to 
environmental cues and not necessarily striving to achieve an 
overall goal. An ABM consists of a set of agents that 
encapsulate the behaviors of the individuals that make up the 
system, and model execution consists of emulating these 
behaviors [13].  

 
2) Equation-based Models (EBM) 

 
EBM describe the modeled phenomena using a set of 

equations that interconnect the behavior of individuals or 
groups of individuals to the environment they inhabit. 
Manipulating the model’s interconnections allows assessing 
control scenarios through evaluation of the equations. 
Historically, an important category of EBM is system 
dynamics, an approach based on describing simulation 
processes using ordinary differential equations (ODE) [15]. 

 
3) Social Network Models 

 
The structure and dynamics of social networks are 

critically important to many social phenomena. There are a 
number of important questions in social networks research, 
but a lack of data does not allow them to be answered. For 
example, one of these questions is how social networks 
change over time.  

 
Social network models are built around two basic entities 

of a directed graph: the node and the edge. Networks are a 
form of relational data and arise in many fields, and graphs 
are a natural method for representing the structure of these 
relationships. In these applications, nodes usually represent 
people or agents, and edges represent a specified relationship 
between them. This framework has many applications, such 
as assessing the influence of the structure of social networks 
on the spread of epidemics, assessing the interconnectedness 
of the World Wide Web, and examining long-distance 
telephone calling patterns. 

 
4) Deterministic Models 

 
A deterministic model is a mathematical model that 

employs parameters and variables that are not subject to 
random fluctuations. Therefore, the system is at any time 
entirely defined by the initial conditions, in that the 
assumptions and equations the user selects "determine" the 
results. The only way the outputs change is if the user 
changes an assumption (or an equation). 

 
5) Stochastic Models  

 
In many real-life situations, observations are influenced 

by random effects throughout an entire interval of time or 
sequence of times. A stochastic model includes elements of 
randomness that can be introduced at one or many points of 
the model. Thus, every time the model is applied, a different 
result is produced even if the parameters and logic are 
unaltered. Running the model many times provides a 
measure of the variability in the process that can be captured 
by the model. In many cases, stochastic models are used to 
simulate deterministic systems that include smaller-scale 
phenomena that cannot be accurately observed. The 
stochastic nature of these types of models is caused by at 
least three sources: noise in the parameter realization; the 
representation of a truly random process, and/or a 
deterministic process that is measured with imprecise tools. 
The last scenario, though not truly random, produces 
random-type behavior. In complex systems such as hybrid 
ABM/EBM, all three sources of randomness could be 
present. Thus, comparing individual trajectories/outcomes is 
not straightforward because an infinite number of outcomes 
are possible. Therefore, a comparison of two stochastic 
processes should be based on trajectory/outcome 
generalizations.  

 
6) Monte Carlo Simulation Methods 

 
Monte Carlo models are a class of computational 

approaches that rely on repeated random sampling to 
compute results [16]. Monte Carlo methods are often used in 
simulating physical and mathematical systems. Because of 
their reliance on repeated computation of random numbers, 
these methods tend to be used when it is unfeasible or 
impossible to compute an exact result with a deterministic 
model. These methods are useful in studying systems with a 
large number of coupled degrees of freedom and for 
modeling phenomena with uncertainty in inputs. It is a 
successful method in risk analysis when compared with 
alternative methods or human intuition.  

 

II. VALIDATION STAGES 
There are three steps in the validation process: (A) 

verification, which assesses the accuracy of the programmed 
model; (B) validation, which assesses the accuracy of the 
phenomena (as described by the model assumptions) against 
external criteria such as data or other factual information; 
and (C) sensitivity analysis, which determines the robustness 
of model estimates with respect to changes in model 
assumptions. 

 

A.  Model Verification 
  
With a complicated computer program, programming 

errors can result in output that is the result of a mistake rather 
than a surprising consequence of the model. Verification is 
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the process of checking that a program does what it was 
planned to do. In the case of simulation, the difficulties of 
verification are complicated by many simulations being 
based on a stream of random numbers—meaning every run 
is different—and it is only the distribution of results that can 
be anticipated by the theory. Therefore, it is essential to 
debug the simulation using a set of test cases, perhaps of 
extreme situations in which the outcomes are easily 
predicted. Setting up a suite of such test cases and re-running 
the simulation against them—each time a major change is 
made—can help ensure that more errors have not been 
introduced. This process can be made easier by using a 
version control system that automatically records and tracks 
model results from each version of the simulation program.  

 

B. Model Validation 
 
Validation processes attempt to demonstrate whether the 

simulation is a good model of the target phenomena. A 
model that can be relied on to reflect the behavior of the 
phenomena is valid. One way to ascertain its validity is by 
comparing the model’s output to data collected from the 
target. However, a few caveats are warranted:  

 
• Both the model and the target processes are likely to 

be stochastic, so exact correspondence would not be 
expected on every occasion. Whether the difference 
is large enough to cast doubt on the model depends 
in part on the expected statistical distribution of the 
output measures. Unfortunately, with simulations, 
these distributions are rarely known and are not easy 
to estimate. 

• Some simulations are path-dependent and early 
random number choices can greatly influence 
outcomes. Outcomes may also depend on the initial 
conditions chosen, which will affect the paths taken 
by the simulation.   

• Even if the results obtained from the simulation 
match those from the target, there may be some 
aspects of the target that the model cannot 
reproduce.  

• A model may be correct but the target data available 
for validation is either incorrect or not known.  

• Data accuracy issues also arise when a model is 
intentionally highly abstract. Relating the 
conclusions drawn from the model to specific data 
from the target may be difficult. In highly abstract 
models, it is unclear what data could be used for 
direct validation. This issue arises with models that 
employ synthetic populations, in which the 
population is either intentionally remote from the 
simulation or does not exist at all. For these models, 
questions of validity are difficult to assess.  

 

C.  Model Sensitivity Analysis 
 

Sensitivity analysis investigates how projected 
performance varies along with changes in the key 
assumptions on which the projections are based. Once a 
model appears to be valid, at least for the initial conditions 
and parameter values for which a simulation has been run, a 
modeler is likely to consider a sensitivity analysis to answer 
questions about the extent to which the behavior of the 
simulation is sensitive to assumptions that have been made. 
Sensitivity analysis is also used to investigate the robustness 
of a model [10, 14]. If the behavior is very sensitive to small 
differences in the value of one or more parameters, a 
modeler should be concerned about getting accurate 
estimates for those sensitive parameters.   

 
The principle behind sensitivity analysis is to vary the 

initial conditions and parameters of the model by a small 
amount, re-run the simulation, and observe differences in the 
outcome. This is done repeatedly while systematically 
changing the parameters. Unfortunately, even a small set of 
parameters can quickly result in a very large number of 
combinations of variations in parameter values, and the 
resources required to perform a thorough analysis can be 
prohibitive.  

 
Randomization of parameters to obtain a sample of 

conditions is one of several uses of random numbers in 
simulation. Random numbers can also be used to: vary 
exogenous factors (all the external and environmental 
processes that are not being modeled); model the effects of 
agents' innate attributes; and address simulation techniques 
that yield different results, depending on the order in which 
the actions of agents in the model are simulated.  

 
Results from the simulation will need to be presented as 

distributions, or as means with confidence intervals. Once a 
random element is included, the simulation must be analyzed 
using the same statistical methods that have been developed 
for experimental research: analysis of variance to assess 
qualitative changes (e.g., whether clusters have or have not 
formed), and regression to assess quantitative changes.  

III. METHODS 

A. The General Process 
 
A model is usually developed to examine a specific set of 

issues; therefore, model validity should be examined with 
respect to them. For example, if a disease transmission 
model is focused on a single epidemic period, and if the 
pathogen generating the epidemic confers immunity, having 
the model discriminate between agents that are susceptible to 
disease and agents that have contracted disease is important. 
However, if the focus of the study is to determine effective 
intervention strategies, the outcome of persons contracting 
disease is unimportant.   

 
Model validation is difficult to make into a structured 

task. As a model develops, modelers should conduct formal 
theory predictions (analytical validity) and empirical data 
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comparisons (historical data validity). These tests can be 
done with varying levels of sophistication. In some cases, 
looking for simple equivalence is possible. In other cases, 
running the model hundreds of times is necessary to ensure 
that the results are robust across a variety of parameter 
settings. 

 
After designing the model, researchers should spend a 

substantial amount of time testing model performance under 
a variety of conditions. Model components can be validated 
with historical data. Subject area experts can examine the 
face validity of the predictions to confirm the similarity of 
model output to their perceptions of how the modeled events 
should have developed and progressed. Modelers should 
examine their results to test the implications of the core 
model assumptions. If possible, they should use real data 
from external sources and compare model results with the 
external data. 

 
Modelers should also conduct a set of experiments to set 

model parameters to their extreme values. Model results 
using extreme parameter settings should have obvious 
outcomes.  

 
Once the logical boundaries of the parameter settings are 

determined, a sensitivity analysis can be performed on all 
model parameters. In this analysis, model results are 
generated across a wide range of theoretically feasible 
parameter settings. This allows the effect of each model 
parameter on the dependent (outcome) variables to be 
quantified by generating a numerical estimate of the partial 
derivative of the outcome variables with respect to changes 
in the parameter variables. 

 
Simulation models based on ABM use more details to 

represent a specific model than do those based on EBM. This 
introduces greater opportunities for validation. Also, using 
the partial derivative sensitivity estimates as a criterion 
identifies those parameters that require accurate estimates. 
Validation of simulation models based on ABM in general 
should be judged by fidelity, realism, and resolution. These 
models should be validated on empirical data, as is 
commonly done for empirical models. Validation is possible 
through prediction and retrodiction. The quality of the data 
should be an important criterion for determining the weight 
of individual validation components. Sensitivity analysis is 
also necessary for simulations in which parameters are 
imperfectly measured. Finally, sensitivity analysis should be 
performed not only on model parameters but also on rules 
used by the simulation to specify the agent’s interaction 
mechanisms. 

 

B. General Validation Approaches 
 
 Many validation approaches have been described in 

the literature. In general, we will follow the procedures 
reported in [17]. Schreiber describes four sets of validation 
tests. We have added sensitivity analysis as a fifth test to 

assess model robustness. The five tests are defined as 
follows:  

 
1. Theory-Model Tests determine whether the model 

describes the conceptions in the minds of the modelers.  
2. Model-Model Tests connect the developed model to 

other pertinent models that describe the same or similar 
phenomena.  

3. Model-Phenomena Tests connect the programmed 
model to the phenomena that are observed via available data.  

4. Theory-Model-Phenomena Tests simultaneously 
examine the model in the context of both theory and 
phenomena. Because models, theories, and phenomena often 
overlap, these categories are more constructed conveniences 
than concrete truth. 

5. Global Sensitivity Tests assess model parameter 
sensitivity. 

 

C. Validation Tests  
 
A number of validation tests are derived from the general 

approaches cited above. Note that these validation tests begin 
after the model has been verified, but in many instances they 
supplement the model verification processes. Examples of 
these tests are described below. 

 
1) Calibration 

 
Calibration is the process of tuning a model to fit detailed 

real data. This is a multi-step, often iterative process in 
which the model’s processes are altered so that the model’s 
predictions come to fit, with reasonable tolerance, a set of 
detailed real data. This approach is generally used for 
establishing the feasibility of the computational model; it 
shows that the model can generate results to match the real 
data. Calibrating a model may require the researcher to both 
set and reset parameters and to alter the fundamental 
programming, procedures, algorithms, or rules in the 
computational model. To an extent, calibrating establishes 
the validity of the internal workings of the model and its 
results.  

 
2) Theory-Model Tests  

 
In Theory-Model tests, the central problem is whether the 

model matches the theory. As programmed thought 
experiments, models can have a transparency (assuming the 
code is written clearly and assumptions are described clearly) 
that raw theories may lack. Theory-Model tests are also 
called Cross-Model Validity tests, which emphasize the 
connectedness of the epistemological framework.  

 
Docking Validity Tests are standard tests of Theory-

Model validity. Docking tests use a second model 
(developed independently) to investigate whether the index 
model and the second model proceed in like manner or yield 
similar results. Analytical Validity Tests are similar to 
Docking Validity Tests, except they compare results from 
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the index model with results from published accounts about 
the second process and/or the inputs and outputs that are 
connected to this process [18]. 

 
The Face Validity Tests uses the broad knowledge and 

experience of substantive experts as the source of the data. A 
model is presented to persons who are knowledgeable about 
the source problem, and they are asked whether this model is 
reasonably compatible with their knowledge and experience. 
The Narrative Validity Test is similar to Face Validity, but it 
relies on published accounts about the process usually 
presented by observers of the phenomena. The Narrative 
Validity Test is amenable to consensus from a team of 
scholars. Within the context of a group discussion, the group 
will more likely disagree about whether a model fits their 
experience than whether it fits a narrative description. 

 
The Turing Test, named for mathematician Alan Turing, 

examines whether a group of experts can tell the difference 
between data generated by a model and data generated by the 
real world. Extreme Point Tests are useful Theory-Model 
approaches from two perspectives. First, they are an 
important debugging tool in that they frequently identify 
subtle code problems. Second, these tests can be used to 
check model behavior on extreme scenarios.  

 
3) Model-Model Tests  

 
Model-Model tests have a number of variations. In 

general, these tests involve comparing the index model with 
other similar models or with theoretical models. In this 
scenario, a commonly used test is the Cross-Model validity 
test [19], which validates computational models by 
investigating whether several models can produce the same 
results after changing an element/variable in the agent 
architecture. 

 
Comparing two models allows modelers to recognize 

significant differences between model results. Identifying the 
assumptions that caused the differences is an important 
outcome because it often defines a difference in model 
assumption or a parameter that is imperfectly known. 

 
4) Model-Phenomena Tests  

 
This category of tests compares the occurrence of 

specific events represented in the model with the occurrence 
of the event as represented by real-world data. Comparing 
model-time series results with the results of previously 
collected data is one example. Some models forecast results 
of specific events that follow other events, or alternatively 
forecast the duration of a specific event. Results from these 
models can be compared with the actual occurrence of the 
sequence of the phenomena in the data.  

 
5) Theory-Model-Phenomena Tests  

 
These tests examine the model and the phenomena 

simultaneously and compare the occurrence of particular 

events in the model with the occurrence of the events in the 
source data. Historical Data tests compare model results 
against previously collected data of some part of the 
simulated scenario. 

 
6) Global Sensitivity Analysis  

 
Global Sensitivity Analysis tests adjust the parameter 

settings of the model to determine how sensitive the model 
predictions are when small changes are made in model 
parameters. If particular results, such as control strategy 
predictions, change as a consequence of slightly altered 
parameter values, then modelers should exercise caution 
when making claims about model outcomes. Running a 
comprehensive set of sensitivity analysis tests is not a trivial 
issue. For example, scientists are confronted with a huge 
parameter space and very little notion of reasonable 
parameter values. This requires running many simulations to 
determine feasible model outcomes. Given a large parameter 
space, enumerating every possible combination of 
parameters may be out of the question. This suggests a need 
for an adaptive process that can steer a search of the 
parameter space toward more useful/realistic model 
outcomes.  

 

D. Component Validation Issues 
 
So far, we have discussed tests designed to examine the 

entire model as a single entity. Testing individual 
components can also be useful, especially if the social 
network and agent state change driving force (e.g. disease 
transmission) components are disjoint entities. In this 
situation, validating model components allows examining the 
performance of the model’s individual components; 
degenerate tests may interrupt some elements of the model 
and examine the impact on overall results, and trace testing 
examines individual agents as they work through the 
modeling environment. Animation methods can support this 
test to compare the visually displayed qualities of the model 
with the qualities observed in source data. Trace testing 
combines our theoretical expectations of the model and our 
observations about the model and real-world phenomena. 

 
ABM have been criticized because of the large number of 

assumptions used to implement them. This increases the 
number of components requiring authentication in the model. 
However, proponents of ABM might argue that even though 
detailed models increase the number of component 
assumptions that have to be reconciled, the assumptions are 
presented explicitly. Most of us generally understand explicit 
assumptions and can therefore attempt to validate them. 
Consequently, they form the basis for judging the validity of 
one component of a model. However, implicit assumptions 
are often buried in the logic of EBM and are therefore 
hidden. In some instances, when implicit assumptions are 
identified, they are recognized as crude and a necessary evil, 
with the basic assumptions behind them unchangeable as a 
part of the fabric of the approach. 
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 ABM and EBM use distinct approaches to describe the 

same process. They both make a judgment about an identical 
set of assumptions. ABM represent the assumptions 
explicitly, while EBM represent assumptions about the same 
set of processes implicitly, hidden within the fabric of the 
methodology. 

 
Overall, representing assumptions explicitly allows ABM 

to expose the weaknesses of the assumptions and define new 
knowledge requirements for improving model performance. 

 

IV. SUMMARY 
Overall, model validation is a common problem in 

computational modeling of cognitive, natural, or social 
phenomena: Determining whether the model is the right one 
and if it captures the essential mechanisms behind the 
modeled empirical phenomenon is important. As we have 
seen above, model predictions can be compared with the 
empirical data to draw conclusions about the plausibility of 
the model’s assumptions. However, this approach does not 
measure the model's accuracy with respect to unseen data or 
alternative models designed to explain the same 
phenomenon. As noted above, there are other methods of 
validation that can help the modeler, including drawing on 
the knowledge and experience of subject matter experts. 

 
A related issue is model selection and determining 

whether a particular model most accurately explains the 
target phenomenon. Comparing several models and reporting 
their relative predictions is one way, but this approach often 
attributes superior performance to inherent model 
complexity or ad hoc assumptions included in the model.  

 
The goal of modeling is to increase understanding of the 

underlying mechanisms of the phenomenon; a model that fits 
the data perfectly does not necessarily capture the essential 
mechanisms behind the modeled phenomenon. Instead, the 
model may simply be flexible enough (i.e., over 
parameterized) to account for the random noise introduced 
into the model by various means [20]. 
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Abstract - Process simulation is an established tool to support 

planning process. In construction business, process simulation 

is not gained acceptance for work planning. The reason 

therefore is the complex development of simulation models 

because of the lag of comprehensive input data in a suitable 

form. For meaningful results of process simulation a reliable 

input data is very important. In construction business 

scheduling and cost calculation depends in different planning 

phases on different data source. Developments in object-

orientated construction design software offering possibilities to 

take this information about the object and combine these with 

process data delivered by dynamic construction data source. 

This paper presents an approach to integrate the dynamic 

construction data for input data in a very high level-of-detail. 

The presented approach is implemented in a discrete-event 

simulation framework. The objective is a tool for decision 

support in scheduling and calculation in construction 

management.       

Keywords-simulation; level-of-detail; process modeling; 

input data; construction management; scheduling.  

I.  INTRODUCTION 

Modeling and simulation of construction process 
supports construction planning and can help in reducing the 
risks concerning budget, time and quality on a construction 
project [1] [2]. Construction projects are complex because of 
the need considering different aspects in the planning phase 
[3]. The client creates a technical specification to define its 
expectations to the object. These product descriptions define 
the quality of the product, which has to be built. However, 
for a detailed job planning it is necessary to know the 
execution processes in detail. Detailed process chain 
analyses in construction management are not as well 
widespread as in stationary industry. Therefore process 
analysis and description have to done before. In complex 
process chains with different influences and boundary 
conditions process simulation is a well established [4].  
Process simulation is rarely used for construction process 
planning because of different aspects. Experts name for the 
most important impediment for the lacking use of simulation 
the missing automatically generated input-data [5]. 

The most important aspect in the development of the 
methodology is to capture the major requirements that 
describe the real construction process [6]. This paper 
presents, how construction processes can be described to 
deliver valuable entry criteria and input conditions for a 
simulation model. 

This short paper is structured as following: A short 
summary about the related work in 4D-animation in 
construction and scheduling with simulation support 
reproduced in Section II. Following by an explanation about 
the different planning phases in construction management 
with different level-of- detail. Section  IV explains the two 
data sources: product data and dynamic construction data. 
The generated input data will implemented in a discrete-
event simulation framework (Section V). Finally we 
complete with a summary and an outlook for further 
investigations.        

II. LITERATURE REVIEW 

A lot of investigations have been done in the area of 4D 
animation and process simulation. The generation of the 
input data is crucial according to the many researchers. 
Huhnt et al. [7] present an approach for data management 
for animation of construction processes. There modeling 
approach starts with a decomposition of a building into 
components. The manufacturing process is described in 
process-templates and sub-processes. By assigning the 
building components with the processes a 4D-animation 
will generate.    

  In construction projects it is common that drawing, 
scheduling and estimation are separated planning tasks. 
Several research projects are initiated to face these 
challenges. For instance, Kim et al. [8] propose a 
methodology of developing a 5D system. They link the 
schedule and costs, which develop in “EVMS” (Earned 
Value Management System) with the 3D model of a bridge.  

Chahrour and Tulke [9] link the 3D model with the time 
schedule to a 4D Modell. With help of their IFC tool they are 
able to integrate the process, of time scheduling in a project 
network. Furthermore they improve a 4D editor and 
implement their concept to software.  

Wu et al. [10] presented a pattern-based approach for 
facilitating schedule generation and cost analysis in bridge 
construction projects. Their approach shows a 
computational method to help project planner to generate 
the time schedules for bridge automatically. The method has 
been implemented in a discreet-event simulation 
environment. They developed a software tool called 
“Preparator”, which assists the scheduler to assign process 
patterns to individual elements of a 3D building model. The 
pattern represents a certain construction method including a 
number of work packages that the user has to decide to 
apply. 
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The presented research projects describe approaches for 
data management in special fields. On the one hand, the data 
is used for the visualization and the other for the simulation. 
The research approach at Bauhaus-University Weimar focus 
on a data base for input data for simulation. The simulation 
result can visualized as well. In construction business, 
process planning is not a static process. Process planning 
and construction planning will developed dynamically and 
parallel in different project development phases.    

 

III. LEVEL-OF-DETAIL IN DIFFERENT PLANNING PHASES 

Tendering and scheduling in construction management is 
a progress, which is developed over a large period of time 
and in different level-of detail [11]. 

A. Primilinary planing 

The first phase in the development of a construction 
project is called “primilinary planning”. At the beginning of 
a project there is only an idea to build an object. There are 
less information about sizes and quantities. For project 
managers it is important in this early planning phase on a 
low level of detail to calculate the costs and construction 
time in an appropriate way. The figures in this phase are 
based on experience. For construction projects, they are 
called construction cost index (Baukostenindex-BKI). For 
different types of buildings the costs per unit are listed.    

B. Tendering 

The “tendering” phase, the construction company 
calculates the price for the object. The calculation is based 
on a bill of quantity with a description of the building 

performance. The bill of quantities defines detail 
construction quality for all objects. However, there is no 
virtual connection between processes and objects.  

C. Work planning  

The highest level-of-detail is necessary in the “work 
planning phase”. For robust work planning it is important to 
know much information about the object and processes as 
well. The project profit depends a lot on knowledge of the 
managers and the available tools for decision support.  

Our research objective is tool for decision support in 
construction management. The tool allows what-if-scenarios 
and a forecast of resource requirements. 

The bases for profound decisions are information. All 
decisions have influences to costs and time. But in the work 
planning phase the design of the building is almost 
completed. Therefore it is necessary to get and use more 
information for decision making in the early planning stage 
(Fig. 1). 

IV. INPUT DATA 

Construction business is typically for the one-of-a-kind 
business. Every building is build at once. Distinguishing 
features of the unique processes in the construction industry 
are according to [12]: 

 uniqueness of design and construction  

 different materials  

 resources availability 
 
 

           
Figure 1.  Quantity of information in relation to planning phases; tratitional (left), new apporach (right) 

 

 many disturbances and parameters with stochastic 
properties 

 many different participants 

 variety of mandatory and useful dependencies in the 
processes 

 
 
Therefore for simulation the construction processes the 
model, including the input data, has to be created from 

beginning on. For minimizing the effort for model generation 
standardized input data is necessary. For Construction 
simulation there are two main data sources needed. 
Information about the building including all objects and 
quantities will import via a Building Information Model 
(BIM). The construction data with the information about to 
time, cost, materials and labor recourses will delivered by a 
specific dynamic data base.  
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A. Product data  

In construction business, 2-dimensional drawings are still 
usually. New developments in construction software support 
object-orientated Building Information Models (BIM). 

Commercial software programs developed an object 
orientated modelling environment. The base is different 
intelligent objects of building types such as walls and 
windows. These intelligent objects are elements of the 
product model and can be linked to each other for example 
that the height of a wall depends on the level of the next 
ceiling (level). Planning of construction projects in an object 
orientated environment is helpful for construction 
management as well as for technical purposes such as clash 
detection. The objects like walls, columns or decks in an 
object orientated environment have more information like 
traditional 3D-Modells. The information is geometrical 
parameters such as lengths, height, orientation and global 
coordination. Furthermore, we added information about 
construction methods on each object. Such as, for 
constructing a concrete wall you can do this in different 
ways. The first decision is to build it on site or with 
prefabricated elements. Such construction relevant 
information is connected to all objects. 

Our research does not replace other researches in the 
growing field of Building Information Modeling (BIM). It 
can be considered as a special contribution to additional 
performances of BIM. 

B. Dynamic construction data 

For more than 40 years a specific data base for 
construction work planning establish in Germany. The 
former standardized book of bill of quantities 
(Standardleistungsbuch-Bau STLB Bau) offering a vast 
amount of data about construction materials, construction 
regulations and construction practices [13]. The objective of 
this approach is the integration of these big data source for 
discrete-event simulation (Fig. 2). 

 

 
Figure 2.  Integration approach 

The dynamic construction data base offering a vast 
amount of structured information of construction processes. 
The data base structures all construction cost relevant trades. 
For the simulation studies the process time and costs are 
required. First each building object has connected with one 
process from the dynamic data base. The reunite of object 
and process are implemented in some commercial software 
as well. But, the process sequences have to create manual. 
Our approach aims to a definition of constraints in different 
level-of-detail. 

The crucial point for an automatically generated process 
sequence is correct setting of constraints. This is main 
development for the simulation framework described in 
Chapter V. Different planning phases requires different 
Level-of-Constraints. Therefore we take the existing 
decomposition of planning phases and define for each level 
appropriate constraint (Fig. 3). 

 
 

      

 
Figure 3.  Different level of constraints 

V. SIMULATION FRAMEWORK 

In this approach, a constraint-based model is used, which 
has been developed by König et. al. [14] to analyze 
construction processes. Thereby, the construction tasks and 
their constraints for production such as technological 
dependencies, availability and capacity can be specified and 
valid execution schedules can be generated. The concept has 
been implemented using discrete-event simulation. That 
means, only one point of time, at which event occur, are 
inspected. Within the cooperation SIMoFIT (Simulation of 
Outfitting Processes in Shipbuilding and Civil Engineering) 
a constraint-based simulation approach is developed (e.g. 
[15]). The SIMoFIT cooperation was established between 
Bauhaus-University Weimar and Flensburger Shipyard, 
because construction processes in shipbuilding are 
comparable to building industry [16].  

The constraint-based simulation approach is implemented 
by existing Simulation Toolkit Shipbuilding (STS) and uses 
the simulation program Plant Simulation provided by 
SIEMENS PLM. The Flensburger Shipyard and their 
partners are developing the STS since 2000.  
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The researcher group of Bauhaus-University Weimar 
developed and used the STS components for special aspects 
in construction management. They developed simulation 
models to investigate the impact of different influencing 
parameters on the performance of construction activities. 

 

VI. CONCLUTION AND OUTLOOK 

The described approach shows how an existing huge data 
source can deliver important data for construction 
simulation. The data source is the base of high level 
simulation solutions. The level-of-detail these approach 
depends on the planning phase, which is to consider. Both 
the building objects as well as the constraints in early 
planning phase are on a low level-of-detail. The specification 
during the project development delivers further information. 
Thus simulation solution develops from rough to detail as 
well.  For that reasons the solutions can help project manager 
by decision making.   
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Abstract—This paper shows a case study proposed in a 
doctoral thesis currently in progress. The thesis investigates 
the application of energy calculations to support the design 
process, ranging from simple energy calculation methods to 
detailed simulations. In the case study, the design process of an 
apartment building block in Spain is proposed. Different 
energy calculation tools are applied at each stage of the 
project. This paper focuses on the early stages of the design 
process, in which a simple modelling and calculation approach 
is adopted. The paper shows, by means of the discussion of the 
case study, the importance of key factors identified by the 
authors for the choice of a suitable energy calculation method 
during the design process.  

Keywords-building design process; energy calculation; 
energy simulation; key factors; multiple design problems. 

I.  INTRODUCTION 
Research and professional experiences of architects and 

energy specialists [1] reveal that ordinary professional 
activity rarely involves deep energy analysis and calculations 
to support the building design process, despite the expected 
potentials of these tools [1][2][3]. In the field of building 
energy simulation, McElroy [1] and Clarke [2] proposed to 
integrate energy simulation with a specific design 
methodology, but from their experiences they recognized 
that several barriers still exist. In order to address this issue, 
it is fundamental to understand which factors must be 
considered to integrate effectively calculation tools at the 
different phases of the design process. Few indications are 
provided by previous investigations in this field [4][5][6]: to 
face this issue, a doctoral thesis is on going on this topic. The 
thesis analyses this issue considering energy calculation in 
the specific context of the building design process: attention 
is paid to the evolution of the process through different 
stages, the integration of different competences and the 
interaction of multiple design problems, not merely 
quantifiable. In fact, it is fundamental to understand the 
complexity of the design process: extensive studies exist on 
the architecture design process and the application of design 
methodologies [7]. 

To illustrate this complex problem and to support the 
investigations, a case study is proposed in this paper.  

In particular, in Section II, the design process of an 
apartment building block in Spain is presented. Different 

phases are identified: Conceptual and Development Design 
phases, followed by the Operational phase. In each design 
phase a suitable calculation tool is adopted - from simple 
calculation to detailed simulation tools.  

In Section III, the paper focuses on Concept design 
phase. The software Archisun 3.0 [10] is adopted to evaluate 
building energy and indoor environmental performances. In 
Section III.A, the project constrains are identified including 
the constraints imposed by the indoor environmental 
requirements, by the regulation, by the building program, 
etc.. In Section III.B, the main decisions at stake in this 
project at Concept design phase are also identified. In 
Section III.C, with reference to the defined constraints and 
decisions, specific hypotheses for energy modelling are 
established, fixing the boundary conditions and letting the 
other variable free in order to represent design possibilities to 
be explored. Section III.D describes how different design 
alternatives are developed and modelled by the design team, 
and the corresponding energy performances are obtained by 
the tool. The obtained performances are considered together 
with other design aspect, to assess the design solution and 
take more conscious decisions about the solution to be 
further developed. 

In Section IV, several factors influencing the choice of 
the suitable tools to support the building design process are 
identified: these factors are specifically discussed with 
reference to the case study.  

In Section V, conclusion and future perspectives are 
presented. 

II. CASE STUDY OF A SOCIAL HOUSING DESIGN PROCESS 
A social housing apartment building block recently 

completed in Spain is considered. In this paper, the authors 
wish to replicate retrospectively a possible design process 
that the design team could have followed using energy 
calculation to support the design decisions, see Madrazo et 
al. [8]. The case study intends to exemplify as far as possible 
an ordinary project, in terms of building use, size and budget. 
For this reason, at the concept design stage, a small design 
team working in close cooperation is considered. 

A. The existing building 
The building is a recently completed 24 apartment social 

housing block, in Cerdanyola del Vallès, Barcelona, Spain, 
which has been built by the public housing institute Incasol. 
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The rectangular block is aligned to the street, with the main 
expositions facing South and North. It is 64 meters long and 
12 meters wide. It occupies the maximum surface permitted 
by the building codes and it has four stories, plus the 
underground parking. Lobbies and commercial areas are 
located in the ground floor. The first, second and third floors 
are addressed to residential use. The typical floor is 
organized around two cores serving four dwellings each one 
(Figure 1).   

 
Figure 1.  Cerdanyola residential building, typical floor. In red, solar wall 

in south/east/west façades. 

The building design process has been recreated by means 
of a hypothetical scenario assuming that different energy 
calculation tools are used according to each specific design 
stage.  

B. Scope and strategy of the case study  
The case study, referring to one specific building design 

process, can support but not demonstrate the validity of 
theoretical hypotheses about the use of energy calculations in 
the design process. However, the case study can provide a 
useful example aimed at discussing the key factors 
influencing the choice of energy calculation method (see 
Section IV). Therefore, the research focuses on the 
application of energy calculation through the process more 
then analysing in depth energy performances of different 
solutions. 

Moreover, the case study doesn’t provide an exhaustive 
replication of the whole design process. In fact, (a) it focuses 
on the energy performance of the building, stressing only 
some (of the innumerable) relations with other design 
aspects. (b) At each design stage, only some representative 
solutions (among many ones) are taken into account from 
more extended design scenarios. (c) Only some specific 
moments through the different stages of the building life 
cycle are described.  

In line with the arguments of different authors [7][9], it is 
here assumed that the design team methodology is flexible to 
the specificity of the project and to the evolution of the 
design circumstances. This methodology is not necessarily 
totally explicit and predefined, but it can be partially implicit 
and embedded in the design team experience, and at some 
extent improvised according to the project evolution. The 
main references used to reproduce a realistic design process 
based on different design stages are INTEND [9] and 
McElroy [1].  

C. Design process overview  
Different stages of building life are considered: the 

building Design – Conceptual Design and Design 
Development – and the building Operation stage. Energy 
calculation tools, which support the building Design, are 
considered for the investigation. Each Design stage is 

characterized by specific decisions associated with specific 
project constrains. Both influence the specific hypotheses for 
energy calculation at each design stage. For the analysed 
case study, at each design stage, different calculation tools 
are used to predict building energy performances:  

• Archisun, based on a simple energy calculation 
method  

• EnergyPlus (DesignBuilder interface), based on a 
detailed energy simulation. 

At the conceptual design stage, two design alternatives 
(C1 and C2) are investigated among different solutions, 
where the second one is a variant of the first one. Archisun  
is used to predict energy performances. 

At the next design stage, a solution from concept design 
is developed. Two design alternatives (D1 and D2) are 
considered, as in the previous stage, and EnergyPlus is used 
to predict energy performances. 
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Figure 2.  At each phases of design process a specific tool is used: two 

design solutions (C1-C2 and D1-D2, respectively) are generated through 
the process and modelled with the corresponding tool. 

At the operational stage, the data obtained (by means of 
measurements, surveys and energy bills) from the real 
building are considered to verify the mach between predicted 
and actual energy performance [9]. 

III. FOCUS ON THE CONCEPT DESIGN STAGE 
This section describes the specific constraints of the 

project at the concept stage, the decisions to take, and then 
how they are translated in modelling hypotheses for energy 
calculation. Finally concept design solution(s) is described. 
The section structure doesn’t correspond to a predefined 
sequence of steps as it is assumed that different design tasks 
within the design process are strictly interrelated: 
consequently, they may occur simultaneously or in aleatory 
order [7]. 

A. Project constrains at concept design stage 
The following conditions are mostly identified by the 

design team since the beginning of the concept design phase 
including: building program (description of the general 
requirements for the building), budget and specific goals, 
which are defined by the design team and the client, site 
conditions and applicable regulation, which depend on the 
context.  

The building program consists of the following points: 
• 24 social housing apartments for rent (one of 

them must be adaptable). 
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• 2 independent staircases and roofs 
• 4 apartments at each floor for each staircase, 

with maximum useful floor area of 70m2 
• 3 rooms for each apartment, with all rooms 

visitable  
• 5 people for each apartment 
• Commercial areas at the ground floor 
• 1 underground floor for the garage. 

The client budget is 3.170.000 euro.  
The main applicable regulation constraints are identified 

from the technical regulations about construction [11] and 
systems [12] and the urban regulation [13].  

Site conditions are also considered, such as: 
environmental conditions (thermal, acoustic, lighting, etc.), 
social conditions (social composition, population density, 
etc.) and perceptive conditions (as surroundings’ views). 

Finally, the design team agrees specific project goals 
with the client, referred to different design aspects, including 
among the others energy performance goals: 

1. Indoor environmental comfort indicators 
2. Energy Demand for Heating, Cooling and 

Domestic Hot Water 
3. Primary Energy Consumption  
4. Energy Cost 
5. Embedded Energy 

Energy calculation with Archisun is used at this stage to 
assess the points 1 and 2, in order to highlight the trend of 
the performance indicators with the variation of design 
solutions and to support design decisions (as exemplified in 
Section D). The aim of the analysis is to compare the effect 
of different solutions on energy indicators. 

B. Object of design decision at conceptual design stage 
At conceptual design stage, the main decisions regard 

Building and Systems, while the building Use related factors 
are not yet considered. In particular the design team explores 
different options about:  

• Building orientation  
• Building shape 
• Building envelope opening ratios  
• Building envelope components performances 
• Systems types 
• Systems - in situ renewable generation 

Section D provides an example of the different Building 
envelope opening ratios explored during the design process. 

C. Hypotheses for energy calculation at conceptual design 
stage 
Building program, site conditions and applicable 

regulation (Section A) are translated to hypotheses for 
energy calculation. These hypotheses apply to the conceptual 
design stage and are initially common to any building design 
alternative (including C1, C2), as they do not initially depend 
on the design solution.  

The parameters affecting energy performances (Figure 3) 
may be design variables (e.g., U value of the envelope) or 
they may be design given inputs imposed by the context of 

the project (e.g., outdoor temperature of the site or input 
imposed by the regulations, etc.).  

The design team defines the same energy calculation 
boundary conditions for all the building design alternatives. 
Boundary conditions include all design given inputs imposed 
by the context and those design variables the team decides to 
fix as boundary conditions. In fact, some design variables are 
fixed by the design team as they do not influence the design 
decisions taken at this stage (see Section B). In Figure 3, the 
main Building (E) and System (S) characteristics are open to 
design decisions. Instead, the building Use related factors 
(User behaviour - U, Indoor environmental quality - I, 
Operation - O) which are not object of decisions are fixed. 
Exterior environment data (C) on climate and building 
surroundings are also fixed, being given inputs imposed by 
the context. 
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Figure 3.  At the concept design stage, the design team fixes some to 

energy performances variables - red field. While they let main Building (E) 
and System (S) characteristics open to design decisions - green field. 

The calculation tool as well imposes boundary conditions 
for some energy performance variables which can mach with 
the boundary conditions assigned by the designer. At this 
point, it is fundamental the choice of a suitable tool. The 
design team chooses Archisun (the choice is discussed in 
Section IV) in a way that the boundary conditions imposed 
by the tool are coherent, as far as possible, with the boundary 
conditions they want to define. This logic (outlined in Figure 
3) applies to the specific modelling hypotheses of the design 
alternatives (C1, C2) simulated with Archisun, which are 
considered hereafter. Input data are summarized in Table I.  

 
Archisun input deta Value Comments 
Exterior environment (C) limited options constrainted by the tool 
Map position                         imposed by project context 
Height over sea level 105 m imposed by project context 
Urban density 0.9 - imposed by project context 
…climate data                        imposed by context, taken from tool library 
Bulding geometry and construction (E) 
Conditioned volume* 4536 m3 depending on program  
…envelope data    
System (S)    
…system efficiency data       
User related factors (U, I, O) limited options constrainted by the tool 
Maximum occupancy 120 p depending on program (=5people*24flets) 
Building use perm.nt depending on program  
temperature set point f(t) ºC imposed by the tool Archisun 
...ventilation settings data     imposed by the tool Archisun 
...other building use data       imposed by the tool Archisun 
*: it includes only appartments (1680 m2 useful floor, 2.7m useful internal height) 

TABLE I.  SUMMARY OF ARCHISUN INPUT FOR CONCEPT 
DESIGN OF THE CASE STUDY. CONSTRAINED INPUT ARE  IN RED, UN-

CONSTRAINED INPUT ARE IN BLACK 

138Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                         148 / 204



Archisun allows to model one single zone, accordingly 
with design team intentions. The building is modelled as a 
single zone representing all apartments, excluding the 
building areas with different uses and common spaces. The 
tool imposes the indoor environmental conditions of the 
adjacent spaces. The values are between the conditioned 
space and outdoor conditions. The modeller assigns the 
useful volume value (4536 m3), deduced from the building 
program, to the “volume” input. The other building data are 
not fixed as they depend on the explored design possibilities. 

Tool inputs data like map position, altitude and urban 
density are fixed by the context. Inputs, as urban density, not 
directly available from any source, must be assessed in 
advance by the modeller. After map position, altitude, sea 
distance and urban density are given by the modeller, the 
tool assigns default climate data for four seasonal sequences 
of typical reference days [10]. Mean external temperature is 
9.6ºC in winter (7.5ºC daily variation) and 28.1ºC in summer 
(8.8ºC variation). 

Input data related to building use, imposed by the 
building program (Section A), are translated to specific 
values by the modeller: building use is set as “permanent”. 
Then the tool, based on this single input value, assigns a set 
of default values for each day of a representative week. The 
tool constraints on detailed use parameters are coherent with 
the design team intention to constrain building control 
strategy. At this stage in fact, control strategy is not object of 
design decisions. 

D. Generation and evaluation of concept design 
alternatives 
After the definition of the input parameters (Section A), 

alternative conceptual solutions are outlined. A large number 
of alternatives of the design solution are admitted to be 
explored by the team during concept design. Among them, 
we describe here only one design solution, C1, and its further 
modification in another solution, C2, already identified in 
Figure 2. 

The design solution (C1) is generated from multiple 
initial considerations about the urban regulation constraints, 
the access from the public space and the climatic aspects.  

The design conditions and some initial concept solutions 
are progressively represented through an evolving sketch. 
The urban plan is the starting point for the concept 
formalization. Given the floor surface of the building, urban 
plan influences significantly Building Orientation 
(North/South) and Building Shape (4 floors compact block), 
and the design team has no much possibility to decide about 
these issues. Therefore, the form of the building rough 
volume in the project site can be defined very early in the 
process. Moreover, the building program requires two 
independents staircases to give access to the apartments. 
With the typical solution of this region with the stairs 
internal to the building fabric, some apartments would have 
only one external façade. This suggested the designer to 
adopt an external access system to assure two external 
façades for each apartment. 

The solution (narrow layout / double exposition for each 
apartment) addresses multiple aspects of the design problem. 

The uniform linear configuration entails uniformity of 
solution for all apartments under different aspects, including 
environmental conditions (in relation with solar radiation and 
ventilation) as well as internal distribution, views, etc. It also 
fosters uniform constructive solutions, having implications 
on construction cost. Meanwhile, the external balcony 
proposed to solve the access to apartments raises privacy and 
security issues. 

In this moment, the design team decides to deepen some 
of these aspects: energy demand and indoor environmental 
conditions. The generated concept solution requires special 
attention to the façades (with large south and north surfaces), 
to explore and evaluate appropriate relations between 
transparent and opaque surfaces of envelope. Energy 
calculation can inform the designer on the trend of variation 
of energy demand with the variation of opening ratio. 

This is the moment when concept solution is modelled in 
order to calculate its performances with Archisun. First, the 
boundary-conditions specified in Table I are modelled. Later, 
the description of the design solution is completed with the 
other modelling data initially unconstrained ( in Figure 3).  

Building envelope is characterized by 15% windows 
opening ratio in the South façade (C1) and then the ratio is 
increased to 45% (C2) to explore the effect on the energy 
demand. The calculation informs the design team on the 
appreciable reduction of heating demand produced by the 
variation (Table II). The design team deduces that heat lost 
through the South façade is compensated by increasing the 
solar gains (see Section C).  

 
Demand kWh/m3·y  Opening ratio 

Heating Cooling 
C1 15% 9.43 3.42 
C2 45% 8.63 3.65 

TABLE II.  OPENING RATIO EFFECT ON HEATING/COOLING 
DEMAND 

Meanwhile, calculation informs the design team that C1 
and C2 show no significant difference in terms of cooling 
demand, due to the permanent shading elements on the 
transparent envelope. Finally, the simple and rapid modelling 
process and performance visualization facilitate the 
evaluation of energy performances results together with 
other aspects of the design problem affected by the opening 
ratio, such as lighting, privacy and external views.  

The simplicity of compared alternative in this scenario 
permits to focus on the integration of energy calculation 
through the design process, accordingly with the aim of the 
research. 

IV. DISCUSSION - FACTORS OF CHOICE OF ENERGY 
CALCULATION METHODS 

ASHRAE defined few key factors for the choice of the 
energy calculation methods and tools [4]. Although, 
specificity of the different design stages are not stressed. In 
this paper, different factors are discussed, carefully 
considering the complexity of the building design process: 
attention is paid to the transition through different process 
stages, the convergence of different competences and the 

139Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                         149 / 204



interaction of multiple design problems, not merely 
quantifiable. The factors influencing the choice assume 
different importance and priority at each design stage.  

In the presented case study, each design stage is 
characterized by specific conditions and decisions at stake, 
thus specific hypotheses apply for energy calculation, as 
Section III illustrates for the Concept design stage. 
Therefore, at each stage a suitable software tool for energy 
calculations is chosen. The Factors influencing the choice of 
the energy calculation method are here identified and they 
are discussed to evaluate Archisun suitability to this design 
scenario at concept design stage.  

• Level of discretization (detail) of Archisun 
building model is quite low. The building is 
modelled as one single entity with a limited set of 
attributes. It corresponds to a single zone. Dynamic 
data are defined on daily basis for few typical days 
[10]. The limited detail required for modelling input 
responds to the general decisions considered in 
concept design stage. It helps to keep under control 
the design problem/solution and to understand the 
problem/solution which at this stage is not 
completely clear. It also limits the time and 
resources consuming demands of modelling. 
Modelling detail is limited to the essential for the 
fulfilment of an acceptable accuracy, cf., McElroy 
[1]. In the example (Section III-D), only a single 
input of transparent surface ratio is necessary for 
each façade to model solution C1-C2. 

• Level of complexity of calculation algorithm of 
Archisun is relatively low for automated 
calculation, thus limiting Accuracy but enhancing 
Feedback immediacy – a priority at this stage. The 
limited Level of complexity of the calculation 
algorithm is expected to enhance the understanding 
of input variables effect on energy performances.  

• Responsiveness to design decisions of Archisun is 
appropriate for the project. The tool inputs 
correspond to the few main overall variables of 
Building and Systems, that the designer needs to 
explore in order to face the typical decisions of this 
stage, e.g., transparent surface ratio of C1 and C2. 
In fact, Archisun shell not constraint any project 
variable explored at this stage (cf., Section III-C). 
Inputs respond to the specific decisions considered 
for this stage, made at global level of the building 
(e.g., global U of the envelope), and do not force to 
anticipate further decisions (e.g., on detailed 
components characteristics). Moreover, Archisun 
outputs provide the performance indicators for the 
whole building conditioned space, which are useful 
at this stage to take decisions. 

• Feedback immediacy of Archisun is high, as its 
calculation method is relatively simple (cf., Level of 
discretization and Level of complexity of 
calculation algorithm). High Feedback immediacy 
is a priority at this design stage in order to explore 
rapidly a large number of alternative solutions that 
are highly uncertain and open (note that C1 and C1 

are just a small sample of a more complex 
scenario). The small design team works in close 
cooperation and real-time calculations offered by 
the tool make much easier for the architect to obtain 
the specialist feedback before moving forward, 
having immediate communication with the energy 
specialist, cf., INTEND [9]. 

• Flexibility to design modification of Archisun is 
adequate to the project concept stage. Modeller can 
quickly explore modifications of the solution under 
analysis. A radical concept reformulation, e.g., of 
the building shape, can be represented with a 
moderate effort, manipulating a few parameters 
without a deep re-modelling. This characteristic is 
strictly related to the Level of discretization and 
with the Responsiveness to design decisions of the 
tool (as Flexibility is important specifically for the 
key parameters for design decisions). Archisun also 
allows, throughout the concept design, to adjust 
with a moderate effort the hypotheses for energy 
calculation boundary conditions initially set down 
(e.g., Conditioned volume), manipulating few 
parameters without a deep re-modelling. Flexibility 
is lost in case design modifications impose to skip 
from a higher to a lower level of input complexity: 
in this case several data must be re-introduced. 

• Flexibility to solution representation indicates 
that Archisun model is able to suitably represent the 
conceived alternative solutions at this design stage. 
The model input, envelope opening ratio, represents 
directly the solution (C1/C2) conceived by the 
designer, without any stretching. The low 
Flexibility of this tool in the representation of 
building Use related factors does not limit the 
design solution exploration, as the design team 
decided that Use related factors are not object of 
design decisions at this stage. 

• Accuracy of Archisun is expected to be acceptable 
for a residential building project (with simple 
HVAC system) at this design stage (cf., Level of 
discretization). At this stage, high Accuracy in 
energy performance prediction is not the first 
priority. But a minimum Accuracy is necessary to 
correctly point out and compare the different 
performance of design alternatives C1 and C2. The 
approach of Archisun versus the uncertainty of 
some parameters is of fixing to default values some 
quantities (in particular, building Use related 
factors), instead of entrusting them to the concept 
designer discretionality (see constrained variables in 
Section III-C) in order to avoid arbitrary modelling 
assumptions. Archisun sensitivity analyses are 
provided by Palme [14]. 

• Integrability in multiple design problem of 
Archisun is facilitated by its low Discretization, 
which limits the design team resources dedicated to 
energy analysis and subtracted to other design 
aspects. Archisun is characterized by a high 
Feedback immediacy, which allows a rapid shift 
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from one problem domain to another, and by a wide 
range of multiple performances that can be 
calculated (thermal, lighting, acoustic comfort and 
energy). Integrability facilitates a better 
understanding and control of the overall problem: 
this is crucial when energy and environmental 
performances are considered together with all the 
other aspects of the design problem.  

• Data coherence preservation capability is 
facilitated by the double level of complexity of 
Archisun input model which intends initially to 
handle overall solutions and later to refine them. 
Thus, in the later refinement the initial data are 
preserved. Nevertheless, in this scenario different 
tools are used at each design stages, in order to 
fulfil with their different requirements. Therefore, 
Data coherence preservation does not depend only 
on Archisun. Data coherence passing from one 
stage/tool to the next is actually not easy to solve. In 
particular, the transition of energy calculation input 
from one tool to the other is demanding, but it 
cannot be simplified as a matter of tools limitation. 
In fact, driving the solution from some generic 
model to more specific one (e.g., from one single U 
for façade to specific components properties) is 
right the role of designers. A limitation of Archisun 
is its lack of transparency about the building use 
related data, that consequently can hardly be 
reproduced coherently with Energy Plus in the next 
design stage. 

According to most of the considered factors, Archisun 
seems appropriate for concept design stage. Nevertheless, 
many of these factors are strictly interrelated, controversial 
and in some cases one is conflicting with another. 

V. CONCLUSION AND FUTURE WORK 
The case study highlights the role of several factors 

identified in this paper as predominant for the choice of 
suitable energy calculation method to support the design 
process. The proposed key factors pretend to make a step 
forward in the line of precedent literature indications 
[4][5][6], as their discussion in the case study intends to 
explain. In fact, existing energy calculation tools and the 
underlying methods are many and very different, and a good 
choice, based on their specific characteristics, is fundamental 
to foster the exploitation of energy calculation potentials 
through the entire design process. In particular, the factors 
for the choice of suitable energy calculation methods are 
specific for each design stage, as shown in the case study. 
Finally, the priority and the evaluation (favourable or not to 
the choice) of these factors vary according to the specificity 
of the individual project and of the design process evolution 
– not totally predictable a priori.  

Therefore, it is suggested that the factors of choice should 
provide solid applicable principles, which are flexible to the 
specificity of the project. In fact, their purpose is not to 
impose rigid and deterministic rules, universally applicable 
in advance to any project. With this regard, a remark is 

addressed to the fact that most of these factors are strictly 
interrelated, someone is controversial and in some cases one 
is conflicting with another, therefore this procedure does not 
provide an absolute judgment. 

Within the future work, authors intend to 
• extend the analysis to the whole design process, 

including the design development phase  
• improve and provide more specific definitions and 

discussions about the key factors identified in this 
paper. 

• corroborate the hypothetical scenario with the 
feedback from direct experiences of different 
practitioners in Europe. 
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Abstract—We model insurgency (IN) and 
counterinsurgency (COIN) operations with a large-scale 
system of differential equations that is connected to a 
coalition network model.  Our simulations analyze 
components of leadership, promotion, recruitment, 
financial resources, operational techniques, network 
communications, coalition cooperation, logistics, 
security, intelligence, infrastructure development, 
humanitarian aid, and psychological warfare, with the 
goal of informing today’s decision makers of the options 
available in counterinsurgency tactics, operations, and 
strategy.  In order to be more effective, the US military 
must improve its counterinsurgency capabilities and 
flexibility to match the adaptability of insurgent 
networks and terror cells.  Our simulation model 
combines elements of traditional differential equation 
force-on-force modeling with modern social science 
modeling of networks, psyop, and coalition cooperation 
to inform the tactics and strategies of counterinsurgency 
decision makers.   We calibrated our model with 
baseline data intended to keep the balanced strength 
equilibrium. We show the model development and 
results of a four-stage counter-insurgency scenario. 

 
Keywords- counterinsurgency; force-on-force model; 

differential eqiation; network model 

I.  THE COIN MODEL 

In modeling an insurgent or terrorist organization, we 
modify the differential equation model in [1] that tracks 
several groups within the terrorist organization: senior 
leaders (l), junior leaders (j), outside supporters (o), bomb-
makers (b), and foot soldiers (f).  The model also includes 
equations for the intensity of several terrorism factors: 
financial support for the organization (m), intellectual level 
of the organization (i), public (in-country, local) support for 
the organization or cause (p), and world-wide support for the 
cause (w).  These elements all factor into the overall strength 
of the terror organization (s).  Considering counterinsurgency 
factors (all in upper case), we model:  public support for the 
counter-terrorism effort (C), the cooperative coalition (multi-
national/multi-agency) effort (CC), aggressiveness of direct 
CT operations (D), aggressiveness of intelligence gathering 

(G), aggressiveness of PSYOP/information distribution (P), 
aggressiveness of aid to the local public/host country 
government (A), aggressiveness of US/coalition logistics (L), 
and aggressiveness of US/coalition security (Y).   We then 
combine these COIN measures to determine the overall 
strength of the COIN operations (S).  The model consists of 
19 dependent factors with 19 equations and over 80 
parameters.  The roots of this differential equations model 
stem from ideas in [2, 3, 4, 5]. Many of the primary factors 
discussed in [6] for terrorism (T) and counter-terrorism (CT) 
operations are included in this model.  These equations are 
dynamic and time dependent as we use time (t) as our one 
independent variable.  

II. COALITION EFFECTIVENESS AND COLLABORATION 

One of the most important aspects of counterinsurgency 
operation is the effectiveness of the coalition of 
organizations and agencies involved in the operation [7].  
For the purposes of this simulation, we use a coalition 
network model that consists of three subgroups:  US 
agencies (governmental and nongovernmental), host country 
organizations, and world-wide organizations (other 
countries forces and agencies, world-level nongovernmental 
organizations, and UN organizations).     

COIN, IN, T and CT operations involve not only power, 
force, control, and other military-based components, but 
also diplomatic and nation-building elements of influence, 
politics, legitimacy, and service [6, 8, 9, 10, 11].  The 
agencies that work with the populace along with the military 
forces form the COIN/CT coalition that wages the 
counterinsurgency.   FM3-24, page 2.1, explains the roles 
these coalition partners play to succeed in COIN:  
“Although military efforts are necessary and important, they 
are only effective if integrated into a comprehensive 
strategy employing all instruments of national power…. The 
integration of civilian and military efforts is crucial in COIN 
and must be focused on supporting the local population and 
the HN government.  Political, social and economic 
programs are usually more valuable than conventional 
military operations as a means to address root causes of 
conflict and undermine an insurgency.  In COIN, military 
personnel, diplomats, police, politicians, humanitarian aid 
workers, contractors, and local leaders are faced with 
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making decisions and solving problems in a complex and 
acutely challenging environment” [6]. 

The coordination of effort and cooperation the coalition 
network is essential.  The JP 3-24 explains:  “Unified action 
refers to the synchronization, coordination, and/or 
integration of military operations with the activities of 
governmental and nongovernmental entities to achieve unity 
of effort. The military contribution to COIN must be 
coordinated with the activities of the United States 
Government, interagency partners, IGOs (Intergovernmental 
Organizations), NGOs (Nongovernmental Organizations), 
regional organizations, the operations of multinational 
forces, and activities of various HN (Host Nation) agencies 
to be successful…Successful interagency, IGO, and NGO 
coordination helps enable the USG to build international 
support, conserve resources, and conduct coherent 
operations that efficiently achieve shared goals.”   [9]. 

In summary from page 2-1 of FM 3-24, “The preference 
in COIN is always to have civilians carry out civilian tasks.  
Civilian agencies of individuals with the greatest expertise 
for a given task should perform it – with special preference 
for legitimate local civil authorities… the preferred or ideal 
division of labor is frequently unattainable.  The more 
violent the insurgency, the more unrealistic is this preferred 
division of labor” [6]. 

III. THE COALITION NETWORK MODEL 

In order to compute viable measurements for the 
effectiveness of the coalition, we represent the coalition 
with a network structure. We model the various 
organizations as nodes and the strength of the collaboration 
between the organizations as weighted edges.   More 
precisely, the weights on the edges are the percent of the 
perfect or desired collaboration between the two connecting 
organizations.  As indicated in [12], some organizations 
should maintain an intense collaboration with another 
organization because of the nature of their missions, 
whereas others may have little need to collaborate in COIN 
except to maintain communication of basic information.  
Therefore, in our model, a coalition network with perfect 
collaboration for their suited purposes is a completely 
connected graph with all its weighted links all set to 1 (or 
100% effective collaboration).   A completely dysfunctional 
coalition with none of the effective collaboration needed is 
modeled by a completely disconnected network graph.   

 
Our network metrics measure the strength of 

collaboration.  A coalition's collaboration strength (CCS) is 
the weighted density measure of the graph.  For a undirected 
graph, the sums of all the weighs of connecting edges (Σek, 
where k goes from 1 to Z, the total number of possible 
connections) are divided by the total possible connections of 
the graph Z=(M)(M-1)/2, where M is the number of nodes in 
the graph or total number of agencies in the network.   
Subgroups of the overall coalition produce two collaboration 

measures, its own internal collaboration strength (ICS) 
measured by only taking into account the network of the 
subgroup and the external collaboration strength (ECS) by 
taking into account the weights of links between the 
subgroup and its complement.  

IV. USING THE NETWORK METRICS IN THE COIN MODEL 

As indicated in the model description, one of the key 
elements in CT/COIN success and a major component in 
our model is the Cooperation/Coalition factor (CC).   We 
use a coalition network model with three subgroups of 1) 
US --- US forces and organizations (governmental and 
nongovernmental), 2) Host -- host country forces and 
organizations, and 3) World -- world-wide forces and 
organizations (other countries forces and agencies, world-
level nongovernmental organizations, and UN 
organizations) to calculate the metrics to use in our COIN 
model.  The ten network metrics we use are the seven 
Coalition Network Metrics of CCS, ICSUS, ECSUS, ICSWorld, 
ECSWorld, ICSHost, ECSHost, the Link Density (LD).   CC is 
computed as a weighted sum of these elements of the CT 
coalition network while also being proportional to the levels 
of aggressiveness of security (Y), aggressiveness of 
intelligence gathering (G), aggressiveness of PSYOP (P), 
aggressiveness of US aid (A), aggressiveness of CT logistics 
(L), number of nations in the coalition squared N2, and 
number of total organizations in the coalition as shown in 
(1).  The non-linear squared term for the number of nations 
is the key part of this measure showing the important nature 
of that aspect of Coalition strength.  The CC factor is an 
influential component of our dynamic COIN model 

                                (1) 

V. COIN SCENARIO USING COALITION NETWORKS 

To show the effects of the dynamics of the Coalition 
Network on the COIN model, we simulate a four-stage 
scenario of Coalition evolution.   Since each stage affects the 
COIN results, we will show the graph of the coalition 
network model, the computed collaboration metrics, and the 
results of running the COIN model for the six-month 
duration at each stage.  For this scenario, we keep all six of 
the resource levels equal and constant at 0.83 to run a 
balanced COIN strategy. 

A. Stage 1: The Initial Coalition (9 nodes) 

We start with the US Forces arriving in a Host country 
to form a small, weakly connected coalition with several 
Host country organizations.   This coalition has no elements 
outside those of the US and the Host country.   The 
Coalition is modeled by the 9-node network shown in Fig.1.  
We track the three subgroups US, Host, and World.  
Subgroup Host contains three nodes, Subgroup World has 
no nodes, and Subgroup US contains six nodes.   From the 
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collaboration weights, we compute the seven possible 
collaboration strength (CS) scores of CCS, ICSUS, ECSUS, 
ICSWorld, ECSWorld, ICSHost, ECSHost.   The CCS is computed 
as 4.5/36= 0.125.   For the Host Subgroup, ICSHost = 1.3/3 = 
0.43 and ECSHost=0.6/18=0.03.   For the World Subgroup, 
ICSWorls= ECSWorld=0, since there are no World 
organizations in the Coalition.  For the US Subgroup, 
ICSUS=2.6/15=0.173 and ECSUS= ECSHost=0.6/18=0.03, 
since there are only two subgroups present in the network, 
the External Collaboration scores must be the same.   The 
LD is 12/36=0.33.   We run the COIN model for 6 months 
to obtain the results shown in Table I along with the 
coalition metrics. The collaboration scores show that the US 
and Host country do not yet collaborate very effectively. 

 

Figure 1.  The Coalition Collaboration Network for Stage 1. 

TABLE I.  RESULTS OF STAGE 1 

Collaboration Metrics for the Stage 1 Coalition (N=2 (US and Host), M=9) 

US 
nodes 

Host 
Nodes 

World 
Nodes 

CCS ICSHost ECSHost ICSWorld ECSWorld ICSUS ECSUS 
Link 

Density 

6 3 0 0.125 0.43 0.03 0 0 0.173 0.03 0.33 

COIN Model Metrics for 6 months with Stage 1 Coalition 

CC s S S/s ratio 
change 
of S/s 

% 
change 

in o 

% 
change 

in m 

% 
change 

in i 

% 
change 

in p 

5 
change 

in w 

% 
change 

in C 

0.4126 0.765 0.817 1.07 -0.003 0 0.014 0.005 -0.01 0.015 0.003 
 

B. Stage 2: The Coalition Grows: World Organizations and 
Allied Force Arrives (16 nodes) 

At this stage, the coalition has added more US forces, 
maintained the same basic Host nation involvement, and 
added one other allied country force along with some UN 
and world-wide organizations.  The model for this 
rudimentary coalition of 16 nodes with the weights of the 
collaborations is shown in Fig. 2. 

This modest growth in the coalition increases the 
collaboration strengths from Stage 1.  The Subgroup Host 
contains 3 nodes, Subgroup World has 6 nodes, and 
Subgroup US contains 7 nodes.   We compute the seven 
possible collaboration strength (CS) scores of CCS, ICSUS, 
ECSUS, ICSWorld, ECSWorld, ICSHost, ECSHost.   The CCS is 
computed as 11.4/120= 0.095.   For the Host Subgroup, 
ICSHost = 1.4/3 = 0.47 and ECSHost=1.6/39=0.04.   For the 
World Subgroup, ICSWorls=2/15=0.133 and 
ECSWorld=2.6/60=0.043.  For the US Subgroup, 
ICSUS=4.3/21=0.20  and ECSUS=2.4/63=0.04.  The LD is 
27/120= 0.23.   

     We run the COIN model for six months to obtain the 
results shown in Table II along with the coalition metrics.   

 

These results show that the collaboration has improved with 
a higher CC score. 

 

 
Figure 2.  The Coalition Collaboration Network for Stage 2. 
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TABLE II.  RESULTS OF STAGE 2 

Collaboration Metrics for the Stage 2 Coalition (N=3, M=16) 

US 
nodes 

Host 
Nodes 

World 
Nodes 

CCS ICSHost ECSHost ICSWorld ECSWorld ICSUS ECSUS 
Link 

Density 

7 3 6 0.095 0.47 0.04 0.133 0.043 0.20 0.04 0.23 

COIN Model Metrics for 6 months with Stage 2 Coalition 

CC s S 
S/s 

ratio 

% 
change 
of S/s 

% 
change 

in o 

% 
change 

in m 

% 
change 

in i 

% 
change 

in p 

5 
change 

in w 

% 
change 

in C 

0.7372 0.767 1.189 1.549 0.45 0 .001 -0.005 -0.01 0.01 0.05 
 

C. Stage 3: The Coaltion Expands (47 nodes) 

During this stage the Coalition grows substantially to 47 
organizations and five countries, but they are still sparsely 
linked with little collaborations across the three subgroups.  
One of the countries is involved diplomatically, but not 
militarily and contributes one node to the network  

("Involved Country Embassy").  This Coalition network is 
shown in Fig. 3. 
 

Subgroup Host contains 7 nodes, Subgroup World has 
17 nodes, and Subgroup US contains 23 nodes.   We show 
the collaboration and coalition metrics in Table III.  We run 
the COIN model for 6 months to obtain the results shown in 
Table III. 
 

 

Figure 3.  The Coalition Collaboration Network for Stage 3. 
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TABLE III.  RESULTS OF STAGE 3 

Collaboration Metrics for the Stage 3 Coalition (N=5, M=47) 

US 
nodes 

Host 
Nodes 

World 
Nodes 

CCS ICSHost ECSHost ICSWorld ECSWorld ICSUS ECSUS 
Link 

Density 

23 7 17 0.04 0.18 0.02 0.05 0.015 0.09 0.017 0.114 

COIN Model Metrics for 6 months with Stage 3 Coalition 

CC s S S/s ratio 
% 

change 

% 
change 

in o 

% 
change 

in m 

% 
change 

in i 

% 
change 

in p 

5 
change 

in w 

% 
change 

in C 

1.7872 0.766 2.393 3.126 1.02 -0.01 -0.01 -0.04 -0.01 -0.005 0.02 
 

The rapid growth in the coalition results in a CCS of 
0.04, since the collaboration total is just 44.7 out of a 
possible of 1081.  Also, the coalition has a LD of 
123/1081=0.114.  Just a little over 11% of the possible 
coordination links are even established by the coalition.  
The increased size of the coalition (five counties and 47 
organizations) and the growing strengths of the three 
subgroups have resulted in the large increase in the CC 
value.  This increase in CC leads to small decreases in the 
insurgency measures and a large increase in the strength of 
the counter insurgency.  The effect is that the S/s ratio 
doubles during this Stage. 

D. Stage 4: The Military Forces Coalesce and Strengthen 
their Collaboarations (49 nodes) 

In this stage the military forces are able to coordinate 
their work within and between the US, the three Allied 
counties, and Host nation.  Only two new organizations 
enter the coalition in this stage.  Since the Involved country 
has now committed military forces, two new organizations 
(Allied Country 3 HQ and Allied Country 3 Army).   Most 
of the effort during this stage has been to strengthen existing 
military collaborations.   This new stronger Coalition 
network is shown in Fig. 4 with results provided in Table 
IV. 

Figure 4.  The Coalition Collaboration Network for Stage 4. 
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TABLE IV.  RESULTS OF STAGE 4 

Collaboration Metrics for the Stage 4 Coalition (N=5, M=49) 

US 
nodes 

Host 
Nodes 

World 
Nodes 

CCS ICSHost ECSHost ICSWorld ECSWorld ICSUS ECSUS 
Link 

Density 

23 7 19 0.066 0.18 0.04 0.07 0.04 0.13 0.035 0.14 

COIN Model Metrics for 6 months with Stage 4 Coalition 

CC s S 
S/s 

ratio 

% 
change 
of S/s 

% 
change 

in o 

% 
change 

in m 

% 
change 

in i 

% 
change 

in p 

5 
change 

in w 

% 
change 

in C 

1.8208 0.7613 2.449 3.222 0.03 -0.01 -0.01 -0.06 -0.005 -0.01 0.03 
 

The increased cooperation of the military forces in the 
coalition results in increases in all eight collaboration 
metrics.   The COIN operation is starting to show is strength 
in the model and affect the insurgency elements --- all of 
which are decreasing. 

 

VI. CONCLUSION 

We used this rather small and simple scenario to simulate 
COIN operations in a dynamic environment to show the 
functionality of our coalition network model and its interface 
to the differential equations model.  The mathematical issues 
of combining large networks and large systems of 
differential and algebraic equations are not known.  
However, we see this combination as giving us better 
insights into the complexity of warfare.   Our hybrid model 
(force-on-force, COIN factors, and coalition network model) 
enables study of the most feared and possibly likely war of 
the future – a hybrid war.  As described in [13 and 14], these 
full spectrum conflicts will involve many elements of COIN-
CT-and full force-on-force operations along with the 
psychological aspects of conflict on the US populace, basic 
elements of which are found in our model.  
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Abstract—Simulation of quasi-one dimensional spatiotempo-
ral pattern formation along the three phase contact line in
the fluid cultures of lux-gene engineeredEscherichia coli is
investigated in this paper. The numerical simulation is based on
a one-dimensional-in-space mathematical model of a bacterial
self-organization as detected by quasi-one-dimensional biolumi-
nescence imaging. The pattern formation in a luminousE. coli
colony was mathematically modeled by the nonlinear reaction-
diffusion-chemotaxis equations. The numerical simulation was
carried out using the finite difference technique. Regular oscil-
lations as well as chaotic fluctuations similar to experimental
ones were computationally simulated. The effect of the signal-
dependent as well as density-dependent chemotactic sensitivity
on the pattern formation was investigated. The simulations
showed that a constant chemotactic sensitivity can be applied
for modeling the formation of the bioluminescence patternsin
a colony of luminousE. coli.

Keywords-chemotaxis; reaction-diffusion; pattern formation;
whole-cell biosensor.

I. I NTRODUCTION

Microorganisms respond to different chemicals found in
their environment by migrating either toward or away from
them. The directed movement of microorganisms in response
to chemical gradients is called chemotaxis [1]. Chemotaxis
plays crucial role in a wide range of biological phenomena,
e.g. within the embryo, chemotaxis affects avian gastrula-
tion and patterning of the nervous system [2]. Although
chemotaxis has been observed in many bacterial species,
Escherichia coliis one of the mostly studied examples.E.
coli respond to the chemical stimulus by alternating the
rotational direction of their flagella [1], [2].

Various mathematical models on the basis of Patlak-
Keller-Segel model have been successfully used as important
tools to study the mechanisms of chemotaxis [3]. A compre-
hensive review on the mathematical modeling of chemotaxis
has been presented by Hillen and Painter [4].

Bacterial species includingE. coli have been observed
to form various patterns under various environmental condi-
tions [5], [6], [7]. Populations of bacteria are capable of self-
organization into states exhibiting strong inhomogeneities
in density [8]. Recently, the spatiotemporal patterns in the
fluid cultures ofE. coli have been observed by employing

lux-gene engineered cells and a bioluminescence imaging
technique [9], [10]. However, the mechanisms governing the
formation of bioluminescence patterns still remain unclear.

Over the last two decades, lux-gene engineered bacteria
have been successfully used to develop whole cell-based
biosensors [11]. A whole-cell biosensor is an analyte probe
consisting of a biological element, such as a genetically
engineered bacteria, integrated with an electronic component
to yield a measurable signal. Whole-cell biosensors have
been successfully used for the detection of environmental
pollutant bioavailability, various stressors, includingdioxins,
endocrine-disrupting chemicals, and ionizing radiation [12].
To solve the problems currently limiting the practical use of
whole-cell biosensors, the bacterial self-organization within
the biosensors have to be comprehensively investigated.

This paper investigates the bacterial self-organization in a
small circular container near the three phase contact line as
detected by quasi-one-dimensional bioluminescence imag-
ing. The aim of this work was to develop a computational
model for simulating the spatiotemporal pattern formation
of bioluminescence in the fluid cultures ofE. coli [9], [10],
[13]. The pattern formation in a luminousE. coli colony
was modeled by the nonlinear reaction-diffusion-chemotaxis
equations assuming two kinds of the chemotactic sensitivity,
the signal-dependent sensitivity and the density-dependent
sensitivity. The model was formulated on a one-dimensional
domain. The numerical simulation at transition conditions
was carried out using the finite difference technique [14].
The computational model was validated by experimental
data. By varying the input parameters the output results
were analyzed with a special emphasis on the influence of
the chemotactic sensitivity on the spatiotemporal patternfor-
mation in the luminousE. coli colony. Regular oscillations
as well as chaotic fluctuations similar to experimental ones
were computationally simulated.

The rest of the paper is organized as follows. In Section
II, the mathematical model is described. Section III dis-
cusses the computational modeling of a physical experiment.
Section IV is devoted to present results of the numerical
simulation. Finally, the main conclusions are summarized in
Section V.
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II. M ATHEMATICAL MODELING

Various mathematical models based of advection-reaction-
diffusion equations have been developed for modeling of
pattern formation in bacterial colonies [5], [6], [15], [16],
[17]. The system of coupled partial differential equations
introduced by Keller and Segel are among the most widely
used [3], [4].

A. Governing Equations

According to the Keller and Segel approach, the main
biological processes can be described by a system of two
conservation equations (x ∈ Ω, t > 0),

∂n

∂t
= ∇ (Dn∇n− h(n, c)n∇c) + f(n, c),

∂c

∂t
= ∇ (Dc∇c) + gp(n, c)n− gd(n, c)c,

(1)

where x and t stand for space and time,n(x, t) is the
cell density,c(x, t) is the chemoattractant concentration,Dn

andDc are the diffusion coefficients usually assumed to be
constant,f(n, c) stands for cell growth and death,h(n, c)
stands the chemotactic sensitivity,gp and gd describe the
production and degradation of the chemoattractant [3], [17].

The cell growthf(n, c) is usually assumed to be logistic
function, i.e., f(n, c) = k1n(1 − n/n0), where k1 is the
constant growth rate of the cell population, andn0 is the
”carrying capacity” of the cell population [5].

A number of chemoattractant production functions have
been employed in chemotactic models [4]. Usually, a sat-
urating function of the cell density is used indicating that,
as the cell density increases, the chemoattractant production
decreases. The Michaelis-Menten function is widely used
to express the production rate,gp(n, c) = k2/(k3 + n) [3],
[13], [16], [18]. The degradation or consumption of the
chemoattractant is typically constant,gd(n, c) = k4. Values
of k2, k3 andk4 are not exactly known [17].

The functionh(n, c) stands for the chemotactic sensitivity.
The signal-dependent sensitivity and the density-dependent
sensitivity are two main kinds of the chemotactic sensitiv-
ity [4]. Two commonly used forms of the signal-dependent
sensitivity functionh(n, c) are the ”receptor”(h(n, c) =
k5/(k6 + c)2) and the ”logistic” (h(n, c) = k5/(k6 + c))
forms [4], [15], [17]. Assuming that cells carry a certain
finite volume, a density-dependent chemotactic sensitivity
function as well as volume-filling model were derived,
h(n, c) = k5(1 − n/n0), wheren0 denotes the maximal
cell density [4]. Another form for the density-dependent
chemotactic sensitivity (h(n, c) = k5/(k6 + n)) has been
introduced by Velazquez [19].

In the simplest form, the chemotactic sensitivity is as-
sumed to be independent of the chemoattractant concentra-
tion c as well as the cell densityn, i.e.,h(n, c) is constant,
h(n, c) = k5. Since the proper form of the chemotactic
sensitivity functionh(n, c) to be used for the simulation of

the spatiotemporal pattern formation in the fluid cultures of
lux-gene engineeredE. coli is unknown, all these four forms
of h(n, c) were used to find out the most useful form.

When modeling the bacterial self-organization in a cir-
cular container along the contact line [9], [10], [13], the
mathematical model can be defined on a one dimensional
domain - the circumference of the vessel. Replacingf , gp
and gd with the concrete expressions above, the governing
equations (1) reduce to a cell kinetics model with nonlinear
signal kinetics as well as the chemotactic sensitivity,

∂n

∂t
= Dn∆n−∇ (h(n, c)n∇c) + k1n

(

1−
n

n0

)

,

∂c

∂t
= Dc∆c+

k2n

k3 + n
− k4c, x ∈ (0, l), t > 0,

(2)

where ∆ is the Laplace operator formulated in the one-
dimensional Cartesian coordinate system, andl is the length
of the contact line, i.e., the circumference of the vessel.
AssumingR as the vessel radius,l = 2πR, x ∈ (0, 2πR).

B. Initial and Boundary Conditions

A non-uniform initial distribution of cells and zero con-
centration of the chemoattractant are assumed,

n(x, 0) = n0x(x), c(x, 0) = 0, x ∈ [0, l], (3)

wheren0x(x) stands for the initial (t = 0) cell density.
For the bacterial simulation on a continuous circle of the

length l of the circumference, the matching conditions are
applied (t > 0):

n(0, t) = n(l, t), c(0, t) = c(l, t),

∂n

∂x

∣

∣

∣

x=0

=
∂n

∂x

∣

∣

∣

x=l
,

∂c

∂x

∣

∣

∣

x=0

=
∂c

∂x

∣

∣

∣

x=l
.

(4)

C. Dimensionless Model

In order to define the main governing parameters of the
mathematical model (2)-(4) [4], [7], [18], a dimensionless
mathematical model has been derived by setting

u =
n

n0

, v =
k3k4c

k2n0

, t∗ =
k4t

s
, x∗ =

√

k4
Dcs

x,

D =
Dn

Dc

, r =
k1
k4

, φ =
n0

k3
,

χ(u, v) =
k2n0

k3k4Dc

h(n0u, k2n0c/(k3k4)).

(5)

Dropping the asterisks, the dimensionless governing equa-
tions then become (t > 0)

∂u

∂t
= D

∂2u

∂x2
−

∂

∂x

(

χ(u, v)u
∂v

∂x

)

+ sru(1− u),

∂v

∂t
=

∂2v

∂x2
+ s

(

u

1 + φu
− v

)

, x ∈ (0, 1),

(6)

where x and t stand for the dimensionless space and
time, respectively,u is the dimensionless cell density,v
is the dimensionless chemoattractant concentration,r is
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the dimensionless growth rate of the cell population,φ
stands for saturating of the signal production,χ(u, v) is the
dimensionless chemotactic sensitivity, ands stands for the
spatial and temporal scale.

For the dimensionless simulation of the spatiotemporal
pattern formation in a luminousE. coli colony, four forms
of the chemotactic sensitivity functionχ(u, v) were used to
find out the best fitting pattern for the experimental data [9],
[10], [13],

χ(u, v) =
χ0

(1 + αv)2
, (7a)

χ(u, v) = χ0

1 + β

v + β
, (7b)

χ(u, v) = χ0

(

1−
u

γ

)

, (7c)

χ(u, v) =
χ0

1 + ǫu
. (7d)

The first two forms (7a) and (7b) of the functionχ(u, v)
correspond to the signal-dependent sensitivity, while the
other two (7c) and (7d) - for the density-dependent sensitiv-
ity [4]. Acceptingα = 0, β → ∞, γ → ∞ or ǫ = 0 leads to
a constant form of the chemotactic sensitivity,χ(u, v) = χ0.

The initial conditions (3) take the following dimensionless
form:

u(x, 0) = 1 + ε(x), v(x, 0) = 0, x ∈ [0, 1], (8)

whereε(x) was a20% random uniform spatial perturbation.
The boundary conditions (4) transform to the following

dimensionless equations (t > 0):

u(0, t) = u(1, t), v(0, t) = c(1, t),

∂u

∂x

∣

∣

∣

x=0

=
∂u

∂x

∣

∣

∣

x=1

,
∂v

∂x

∣

∣

∣

x=0

=
∂v

∂x

∣

∣

∣

x=1

.
(9)

According to the classification of chemotaxis models, the
dimensionless model of the pattern formation is a combi-
nation of the signal-dependent sensitivity (M2), the density-
dependent sensitivity (M3), the saturating signal production
(M6) and the cell kinetics (M8) models [4].

III. N UMERICAL SIMULATION

The mathematical model (2)-(4), as well as the corre-
sponding dimensionless model (6), (8), (9), has been defined
as an initial boundary value problem based on a system
of nonlinear partial differential equations. No analytical
solution is possible because of the nonlinearity of the
governing equations of the model [7]. Hence the bacterial
self-organization was simulated numerically.

The numerical simulation was carried out using the finite
difference technique [14]. To find a numerical solution of
the problem a uniform discrete grid with 200 points and
the dimensionless step size0.005 (dimensionless units) in
the space direction was introduced,250 × 0.004 = 1. A

Figure 1. Top view bioluminescence images of the bacterial cultures in
the cylindrical vessel at 5 (a), 20 (b), 40 (c), 60 (d) min and space-time
plot along the contact line (e) [10].

constant dimensionless step size10−6 was also used in the
time direction. An explicit finite difference scheme has been
built as a result of the difference approximation [14], [20].
The digital simulator has been programmed by the author in
JAVA language [21].

The computational model was applied to the simulation
of bioluminescence patterns observed in a small circular
containers made of glass [10], [13]. Figures 1a-1d show typ-
ical top view bioluminescence images of bacterial cultures
illustrating an accumulation of luminous bacteria near the
contact line. In general, the dynamic processes in unstirred
cultures are rather complicated and need to be modeled
in three dimensional space [1], [9], [10]. Since luminous
cells concentrate near the contact line, the three-dimensional
processes were simulated in one dimension (quasi-one di-
mensional rings in Figures 1a-1d). Figure 1e shows the
corresponding space-time plot of quasi-one-dimensional bi-
oluminescence intensity.

By varying the model parameters the simulation results
were analyzed with a special emphasis to achieving a
spatiotemporal pattern similar to the experimentally obtained
pattern shown in Figure 1e. Figure 2 shows the results of
the informal pattern fitting, where Figures 2a and 2b present
simulated space-time plots of the dimensionless cell density
u and the chemoattractant concentrationv, respectively. The
corresponding values̄u andv̄ averaged on circumference of
the vessel are depicted in Figure 2c. Regular oscillations
as well as chaotic fluctuations similar to experimental ones
were computationally simulated. Accepting the constant
form of the chemotactic sensitivity,χ(u, v) = χ0, the
dynamics of the bacterial population was simulated at the
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Figure 2. Simulated space-time plots of the dimensionless cell densityu
(a) as well as the chemoattractant concentrationv (b) and the corresponding
averaged values̄u andv̄ (c). Values of the parameters are as defined in (10).

following values of the model parameters [13]:

D = 0.1, χ0 = 6.2, r = 1, φ = 0.73, s = 625 . (10)

Due to a relatively great number of model parameters,
there is no guarantee that the values (10) mostly approach the
pattern shown in Figure 1e. Similar patterns were achieved
at different values of the model parameters. An increase in
one parameter can be often compensated by decreasing or
increasing another one [4], [17], [22] .

IV. RESULTS AND DISCUSSION

By varying the input parameters the output results were
analyzed with a special emphasis on the influence of the
chemotactic sensitivity on the spatiotemporal pattern for-
mation in the luminousE. coli colony. Figure 2a shows
the spatiotemporal pattern for the constant form of the
chemotactic sensitivity,χ(u, v) = χ0.

A. The Effect of the Signal-Dependent Sensitivity

The signal-dependent sensitivity was modeled by two
forms of the chemotactic sensitivity functionχ: (7a) and
(7b). The spatiotemporal patterns of the dimensionless cell
densityu were simulated at very different values ofα and
β. Figure 3 shows signal-dependency of the chemotactic
sensitivity.

Accepting α = 0 or β → ∞ leads to a constant
form of the chemotactic sensitivity,χ(u, v) = χ0. Results
of multiple simulations showed that the simulated patterns

Figure 3. Spatiotemporal plots of the dimensionless cell density u for two
forms of the signal-dependent chemotactic sensitivityχ(u, v): (7a) (α =
0.05) (a) and (7b) (β = 10) (b). Values of other parameters are as defined
in (10).

Figure 4. Spatiotemporal plots of the dimensionless cell density u for two
forms of the density-dependent chemotactic sensitivityχ(u, v): (7c) (γ =
10) (a) and (7d) (ǫ = 0.1) (b). Values of other parameters are as defined in
(10).

distinguish from the experimental ones (Figure 1e) when in-
creasingα-parameter (Figure 3a) or decreasingβ-parameter
(Figure 3b). Because of this, there is no practical reason for
application of a non-constant form of the signal-dependent
sensitivity to modeling the formation of the bioluminescence
patterns in a colony of luminousE. coli.

B. The Effect of the Density-Dependent Sensitivity

Two forms, (7c) and (7d), of the functionχ were em-
ployed for modeling the density-dependent chemotactic sen-
sitivity. The spatiotemporal patterns of the cell densityu
were simulated at various values ofγ andǫ. Figure 4 shows
how the density-dependency affects the pattern formation.

Acceptingγ → ∞ or γ = 0 leads to a constant form of the
chemotactic sensitivity,χ(u, v) = χ0. Multiple simulation
showed that the simulated patterns distinguish from the
experimental ones (Figure 1e) when decreasingγ-parameter
(Figure 4a) or increasingǫ-parameter (Figure 4b). Because
of this, similarly to the signal-dependent chemotactic sensi-
tivity, there is no practical reason for application of a non-
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constant form also of the density-dependent sensitivity when
modeling the pattern formation in a colony of luminousE.
coli.

A simple constant form (χ(u, v) = χ0) of the chemotactic
sensitivity can be successfully applied to modeling the
formation of the bioluminescence patterns in a colony of
luminousE. coli. Oscillations and fluctuations similar to ex-
perimental ones can be computationally simulated ignoring
the signal-dependence as well as the density-dependence of
the chemotactic sensitivity.

V. CONCLUSIONS

The quasi-one dimensional spatiotemporal pattern forma-
tion along the three phase contact line in the fluid cultures of
lux-gene engineeredEscherichia colican be simulated and
studied on the basis of the Patlak-Keller-Segel model.

The mathematical model (2)-(4) and the corresponding
dimensionless model (6), (8), (9) of the bacterial self-
organization in a circular container as detected by biolumi-
nescence imaging may be successfully used to investigate
the pattern formation in a colony of luminousE. coli.

A constant function (χ(u, v) as well ash(n, c)) of the
chemotactic sensitivity can be used for modeling the forma-
tion of the bioluminescence patterns in a colony of luminous
E. coli. Oscillations and fluctuations similar to experimental
ones can be computationally simulated ignoring the signal-
dependence as well as the density-dependence of the chemo-
tactic sensitivity.

The more precise and sophisticated two- and three-
dimensional computational models implying the formation
of structures observed on bioluminescence images are now
under development.
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Abstract— This paper describes how methods and techniques 

from different fields of research can be combined to evaluate 

cost-intensive and business-critical decisions regarding future 

market development. In their concrete application a leading 

company from the construction supply industry has to make a 

decision on setting up of a spare part logistic. Three future 

alternatives (negative, constant, positive market growth) on 

market trends are simulated with a Monte Carlo simulation by 

considering a given demand history and possible locations for 

storage facilities were isolated by applying the Steiner-Weber 

method. Finally solving a mixed-integer formulation of the 

Uncapacitated-Facility-Location-Problem gives information on 

opening/closing new/existing storage facilities by minimizing all 

relevant costs. The results of this approach, containing 

information about a cost-based evaluation of all business 

related decision criteria, were examined with a sensitivity 

analysis. 

Keywords: spare parts logistics, Monte Carlo simulation, 

Steiner Weber iteration, mixed-integer programming, 

Uncapacitated Facility Location Problem, sensitivity analyses 

I. INTRODUCTION 

With the help of simulation, this case study analyzes the 

options for a German construction supplier to set up a spare 

part logistic. The company had an enormous growth during 

the last years - especially regarding the distribution of solar 

systems. Since these systems support the heating circuit of 

the ultimate customers, the company is in duty for 

delivering spare parts within a short time. Up to this date the 

company was able to serve these requests with the help of 

the general stocks but due to the enormous growth new 

options need to be developed. The first idea was to delegate 

this task to a service provider and some offers were invited. 

A comparison showed that the best offer was 460€ for 

delivering a single spare part to the customer. These high 

costs are the main reason for developing an own strategy 

with own storage facilities.  

A possible scenario was developed to cover all 

requirements. The first step was done by analyzing the 

demand history of the last year. Due to the fact that these 

won’t reflect the future development correctly, new market 

demands were created by using simulation. The second 

requirement within this scenario is the concrete location 

decision, based on geographic features. The last part of the 

basic consideration is the facility location problem, which 

solves the problem on making a cost-optimal decision 

regarding facility opening. The first assumptions were 

solved with the help of mathematical programming.  
In order to include the unpredictable requirements of the 

market, a sensitivity analysis was applied. The scenario has 
been modified towards a positive and negative price trend of 
the element of costs for different market growth options. 

II. SCENARIO ANALYSIS 

The present business case contains a lot of requirements 

which need to be considered. This section will define the 

restrictions which cause the analytic procedure.  

A. The Market 

The solar market experienced a strong growth during the 

last years. One reason is that the German government 

subsidized the setting up of solar systems until 2011. This 

discontinuation makes the market unpredictable for a broad 

consideration. Another aspect is that the demand is fluctuant 

during the year. There are peaks with 20% of the yearly 

demand and troughs with 2% of the yearly demand. To 

cover all of these deficits the demand has been forecasted 

for three different cases. The first case assumes a negative 

market growth with 70% of the former demand. This is 

named as the worst case. The next assumption covers up a 

faltering market growth by using 100% of the former 

demand. This approach comprises the average (avg) case. A 

positive market growth is coped by calculating with 130% 

of the former demand and is called the best case. These 

three scenarios should meet the requirements of the market. 

B. Conditions of supply 

Due to the fact that the spare parts need to be delivered 

within 12 hours, there are challenging requirements towards 
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the transportation. This accomplishment could be ensured 

by using a courier service during the workday (69%) and a 

cap during the weekend and national German holidays 

(31%). Therefore the transportation costs are higher than 

using a shipping company. The used price for a kilometer is 

1.00€. As a vendor of systems for using renewal energy the 

company focuses on reducing the CO2 emission for the 

transportation. This is one of the reasons why this work 

considers spread storage.  

C. Range of spare parts 

For using new storage capacities the space requirements 

need to be analyzed. The former sales are used for a 

forecasting. There are 24 articles within the assortment. The 

smallest one measures 17cm x 17cm x 1cm (length x width 

x height). The biggest one measures 40cm x 43cm x 7cm. 

All articles have the size of standardizes parcels. There are 

no special needs for the transportation. Due to the fact that 

even articles with a low sales figure need to be stored in 

each location, the spacial amount will be higher than with 

the use of one location. The needed storage area of the last 

year sales would be 358,2m². Regarding to this fact, 

442,8m² would be needed for the spread storage.  

In order to classify the articles, an ABC-Analysis has 

been done. One of those spare parts could be classified with 

A and two of them as B. The other 21 parts are within the 

range of C parts.  

D. Existing depots 

The company owns three storage facilities. One of them 

is located in the northwest of Germany at the postal-zip-

code area beginning with the number three. The other two 

are located in the southwest very close to each other. Their 

postal-zip-code starts with the number six.  

Those warehouses should be involved within this work 

as potential spare part storage locations. Due to the fact, that 

they have to be considered as privileged, the costs are 

termed as zero, because they exist even though they are not 

in use as a spare part storage facility. 

III. APPROACH 

This section will introduce the used approach to solve 

each of the tasks. At first the simulation of future demands 

has to b done. After that, the location decision is explained. 

In the end the uncapacitated facility location problem will 

be introduced which is formulated with a mixed-integer 

program (MIP). 

A. Simulation of the demand 

As described in section two, the forecast of demands is 
not easy. Simulation became a favored and important method 
for solving problems within the field of production and 
logistics [1]. That is the reason for using a simulative method 
for this fraught decision with risk. This approach sets up the 
different scenarios for the market growth and the possible 
consequences could be deduced. 

Our decision went to the Monte-Carlo simulation as an 
approved method of choice for the task to generate 
randomized demands within a given planning horizon. This 
approach uses the aspects that all results have the same 
chance and are independent from each other [2].  

Because of the named characteristics this method is used 

for risk analysis very often. It is in use for complex 

processes which could not be solved directly. The unsteady 

demand could be simulated through this method, which is 

presented by a normal curve of distribution with the range 

of 70% till 130% of the former demand. To cover up a 

negative market growth the simulated demands were 

multiplied by 70%. The same was done for the positive 

market growth of 130% 

The five-figure postal-zip-code system is used to 

separate different areas of Germany. The first number of the 

code goes from 0 to 9. Therefore 10 markets could be 

pointed out. Fig. 1 shows the demand of the year 2010 

separated for the postal-zip-code areas.  

Figure 1. Separated demands (70%, 100% and 130%) by 
postal-zip-code 

 

It is obvious that the demand of the market 3 is much 

higher than the demand at the area number 1. The different 

density of population is one of the reasons. The area one has 

71-87 inhabitants per km² and the area 3 has 524 inhabitants 

per km². However the customers within Germany need to be 

delivered with taking into account the transportation 

restriction.  

These demands are the basic approach for the normally 

distributed randomized demand within the given range. The 

numbers were computed with Minitab for each area.  
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TABLE I. Interval [Min; Max] of the Monte-Carlo Simulation results 

 Worst-case AVG-case Best-case 

Market 0 [130; 187] [173; 255] [247; 334] 

Market 1 [59; 81] [85; 115] [102; 168] 

Market 2 [115; 179] [155; 270] [206; 322] 

Market 3 [987; 1394] [1396; 2005] [1639; 2601] 

Market 4 [532; 798] [720; 1110] [850; 1333] 

Market 5 [360; 545] [443; 798] [644; 899] 

Market 6 [111; 169] [162; 238] [197; 323] 

Market 7 [135; 218] [200; 321] [250; 382] 

Market 8 [163; 250] [231; 349] [334; 447] 

Market 9 [203; 333] [296; 433] [338; 595] 

 

Table 1 gives a short overview about the results of the 

Monte-Carlo Simulation of the demand within a min./max.-

interval out of the result series. These results are used for 

the third step where mathematical programming has to be 

applied but at first the decision on facility location has to be 

made. Its result will be used within the mixed-integer 

program as well.  

B. Location decision 

After determining the demand, it is necessary to consider 
the location decision problem. The separation of 10 areas 
leads to the idea to set up a single storage facility per market. 
A traditional method for solving this task is the Steiner-
Weber location approach [3]. This technique is based on 
three assumptions: 

 

 n customer with j= 1, …, n are supplied with a 
homogenous area. The position of the customer j is 
located at coordinates (uj, vj) with a demand of bj. 

 each position is a potential location and 

 the transportation costs ci,j between two positions 
are proportional towards the transported amount 
and distance. The costs are consistent for each unit. 
For the distance measurement the Euclidean meter 
will be used.  

 
The goal of this method is to discover the position which 

ensures an inexpensive supply to all customers. This 

problem could be formulated as minimizing problem: 

 

 (     )     ∑      
 
              (1) 

 (     )       ∑    √(     )
 
 (     )

  
     (2) 

 

One way to solve this equation is to split up the process 

into two steps. The first step is to calculate the weighted 

focus of all customer positions and their demands. This 

result will be improved with an approximate procedure until 

the result is almost optimal. This process is called the 

scheme of Miehle [6].  

In order to use this method, the markets have been 

separated by the second number of their postal-zip-code. 

The focuses of these areas are used as the demand spots. 

Each location sums up all demands within this area  

This method results in having 10 potential locations for 

setting up spare part storage locations as shown in Fig. 2. 

These locations are the basic approach for the next step 

during the whole analysis. 

 

 
Figure 2. Results of the location decision after iterations of the Steiner-

Weber method 

 

C. Facility Location Problem 

After nominating locations for new facilities, these have 

to be analyzed regarding the costs. Each of them causes 

costs for being operated and on the other hand reduces 

transportation costs to the customer due to shorter delivery 

routes. This class of problems is called facility location 

problem and covers all problems were a selection of 

different locations has to be made. The proceeding is based 

on graphs where the nodes are representing the locations 

and the edges are representing the distance between them. 

All nodes have a certain demand. These models are named 

as finitely discrete. Furthermore, a differentiation regarding 

the overall goal could be done. The minmax locations 

problem tries to minimize the largest distances between the 

locations. The other type is the minsum location problem 

and tries to minimize the sum of all distances [7]. A special 

model of this class is the Uncapacitated-Facility-Location-

Problem (UFLP). This problem is also called Simple-Plant-

Location- or Uncapacitated-Warehouse-Location-Problem. 

As given in the name there are no restrictions regarding the 

capacities since all location are new as in this present 

business case. The model contains the following parameters: 

 n locations denoted as Si with i=1, …, n, 

 m customer denoted as Kj with j=1, …, m with 

a demand of Dj, 

 fix costs Fi for opening up a location 

 the transportation costs are between two 

locations with cij. 

The objective function is: 

      ∑ ∑     
 
      

 
     ∑      

 
            (3) 
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Under the constraints:  

∑       
 
                                   (4) 

                                                    (5) 

                                                            (6) 

   *   +                                   (7) 
 

This model contains two decision variables within the 

constraints. One of them is yi. It is a binary variable to 

decide either if a location is opened (yi=1) or not (yi=0). 

This is necessary because of the fixed cost for the facilities. 

The other variable is zij which stands for the available parts 

within this location for fulfilling the customer demands. The 

objective function minimizes the costs consisting of the sum 

of transportations cost in the first part and the cost for 

setting up the facility in the second part. These constrains 

make sure that all demands are covered (4) and that the 

demand is delivered by a location which exists (5). 

The model was implemented with the tool IBM ILOG 

OPL Optimization studio in version 12. Due to the fact that 

this model does not consider variable costs the fixed costs 

include all fees like the rental fee for the storage space 

(different for each area), the picking fees (15€ per pick), the 

fix salary of the employee (3600€ per year) and costs for the 

material and equipment (1200€ per year). Those costs were 

calculated for the three scenarios with 70%, 100% and 

130% of the former demand. The costs are shown in table 2. 

 
TABLE II. Overview of the used fix costs 

 Worst-case AVG-case Best-case 

Market 0 9.280,58 € 10.275,12€ 11.269,65€ 

Market 1 8.055,61 € 8.525,15€ 8.994,70€ 

Market 2 9.540,94 € 10.647,06€ 11.753,18€ 

Market 3 25.065,92 € 32.825,60€ 40.585,28€ 

Market 4 16.667,09 € 20.827,27€ 24.987,46€ 

Market 5 13.477,10 € 16.270,14€ 19.063,18€ 

Market 6 9.084,49 € 9.994,98€ 10.905,48€ 

Market 7 10.019,50 € 11.330,72€ 12.641,93€ 

Market 8 10.204,99 € 11.595,70€ 12.986,41€ 

Market 9 11.015,03 € 12.752,91€ 14.490,78€ 

 

After analyzing the market, the occurred costs and 

computing the results, these outcomes need to be summed 

up and compared with the service provider. 

IV. RESULTS OF THE BASIC APPROACH 

After implementing the model and the data to the tool a 

clear result occurs. The results of the first assumption are 

explicit 

A. Average case results 

This case studied a continuous demand in referring to 

the former demand. For this case 30 different demands were 

proofed. The facilities of the markets 0, 1, 2, 3, 4, 5, 7, 8 and 

9 were opened. In addition to this both existing facilities at 

the market 6 were used to deliver the spare parts. The 

facility of the market 3 was not in use. This result occurs for 

each demand. Summing these up costs 403.339,80€ per year 

could be expected.  

B. Worst case results 

An equal result as in the average case showed up in this 

case. The new facilities of all markets besides the market 6 

are in use and in addition to this both existing facilities of 

the market 6. The location of the market 3 is not in use 

again. This effect was shown by all demands. The average 

cost of all iteration is 300.149,47€.  

C. Best case results 

For two demands out of this 30 series, another results 

showed up and new facility of the market 6 were opened up. 

The other new locations were opened too and the existing 

storage facilities were use too, besides of the market 3. The 

average cost are 502.542,73€ per year. 

D. Comparison to a service provider 

The most interesting investigation for the company 
within is the comparison of the costs referring to the fees of a 
service provider. This assumption has been done for the three 
market growth scenarios. 

a) Average Case 

The costs for delivering the spare parts to the facility 

differ about 69%. The company has to pay more because 

they have to deliver more facilities for storage. On the other 

hand the company does have less cost for delivering the 

parts to the customer. The company just would need pay 

10,72% of the charged fees if they would do it by their self. 

This could be shown summed up with the unit costs. 

One unit would cost 460,24€ with the service provider and 

82,33€ with the introduced scenario. 

 
TABLE III. Comparison of costs: service provider vs. the avg. case 

 Service Provider AVG-Case 

Demand 4899 pcs.  4899 pcs. 

Rental fee 1.201,46€ 1.924,67€ 

Salary 152.284,65€ 122.325,00€ 

Equipment  - € 10.800,00€ 

Transport to 
customer 

2.097.969,81€ 263.647,49€ 

Transport to 
facilities 

3.257,50€ 4.642,64€ 

Costs 2.254.713,41€ 403.339,80€ 

Costs per piece 460,24€ 82,33€ 

 

 

b)  Worst Case 

The first compared component is the delivery for the 

storage facilities. As shown before in this case the costs for 

the company are even higher too. They would pay 65% 

more. Even for this case the cost are higher if they would 

choose the service provider. The delivering could be 

realized for 15,31% of the offered price.  
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The unit cost are 460,74 € for the service provider and 

87,52€ for the own concept. The reduction of costs per unit 

is 0,093% for the offered service and 6,45% for own 

facilities for considering the worst and the avg case. 

 
TABLE IV. Comparison of costs: service provider and the worst case 

 Service Provider Worst-Case 

Demand 3429,3 pcs. 3429,3 pcs. 

Rental fee 841,02€ 1.347,27€ 

Salary 107.679,26€ 101.179,50€ 

Equipment  - € 10.800,00€ 

Transport to 
customer 

1.468.578,86€ 184.553,25€ 

Transport to 
facility 

2.906,05€ 2.269,45€ 

Costs 1.580.005,19€ 300.149,47€ 

Costs per piece 460,74€ 87,52€ 

 

c) Best Case 

If the company would deliver the parts to the stocks by 

themselves they have to pay 64% more towards the offered 

service. But on the other hand they would save 89,28% by 

delivering the parts to the customers from the spread 

locations.  

For the offered service a fee per unit would be 459,77€ 

and for the alternative 78,91€. Comparing this result to the 

average case it shows that the reduction of costs per unit 

would be 3,82% for the company option and 0,048% for the 

service provider. 

 

 

 
TABLE V. Comparison of costs: service provider and the best-case 

 Service Provider Best-Case 

Demand 6368,7 pcs. 6368,7pcs. 

Rental fee 1.561,89€ 2502,07€ 

Salary 196.890,05€ 143.470,50€ 

Equipment  - € 10.800,00€ 

Transport to 
customer 

2.727.360,75€ 340.105,27€ 

Transport to 
facility 

3.608,95€ 5.664,89€ 

Costs 2.929.421,64€ 502.542,73€ 

Costs per piece 459,97€ 78,91€ 

 

Summarizing up the scenario is even more important if 

the company decides to enlarge the article range or if there 

would be a positive market growth.  

V. SENSITIVITY ANALYSIS 

In order to verify these results a sensitivity analysis was 

done for each scenario of market growth. In order to find 

out about the impact of the components within the fixed 

costs, they have been changed. As shown in table 6 the fees 

are studied with three different characteristics.  

 

TABLE VI. Changed fees for the fixed costs  

 

The new combinations of fixed costs have been 

implemented to the OPL model. For each case 10 different 

demand series were studied to show up the relationship 

between the elements. Another aspect which was observed 

is the rate of opening for each new facility. 

The further proceeding is separated into two parts. The 

first one will consider the opening rate in correlation with 

costs. The results are represented in cubes for each scenario. 

The x-axis represents the costs per km, the y-axis shows the 

fix salary and the z-axis displays the picking fee. The 

average costs of the 10 series are presented by the number at 

each node.  

A surprising aspect of the basic approach was that the 

new location of the market 3 was in use. The sensitivity 

analysis shows that this fact changes. The red line at the Fig. 

3, 4 and 5 indicates that the normal stock location of 3 is in 

use, instead of the new one for more than 50% of the results. 

By comparing the three scenarios, it shows up that the 

surface at the dices is getting smaller with an increased 

market growth as shown up in Fig. 5. This led to the 

realization that if the market achieves a positive growth, the 

costs, especially the transportation costs, need to grow much 

more for using the basic stock location of the market 3 than 

it would be for the negative case.  

Another aspect could be pointed out for the new facility 

at the market 5. The results for all market growth scenarios 

show a recommendation of 100% for most of the 

combinations. An exception occurs for all combinations 

with the transportation costs of 1,50€ per km. This new 

facility should be considered if the transportation costs are 

lower than this. 

Fix salary

Picking fee

0,80 € 1,00 € 1,50 €

12,00 €

15,00 €

20,00 €

300 €

800 €

500 €

costs per km

70% demand

362.863,01€

341.285,36€ 392.190,12€

360.562,69€

381.027,76€

347.956,77€

378.374,98€354.511,66€

398.269,17€

408.989,57€

418.755,85€

375.699,90€

322.689,06€

313.506,60€

265.844,38€

281.368,33€

255.990,53€

289.859,02€

290.177,38€

322.102,22€

335.503,80€

320.635,28€

300.149,47€

313.106,08€

291.413,32€

370.110,73€

365.169,27€

 
Figure 3. Cube illustrating the worst case results 

Fee    

Transportation costs 0,80 € 1,00 € 1,50 € 

Fix salary 300,00 € 500,00 € 800,00 € 

Pick fee 12,00 € 15,00 € 18,00 € 
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Fix salary

Picking fee

0,80 € 1,00 € 1,50 €

12,00 €

15,00 €

20,00 €

300 €

800 €

500 €

457.093,17€

437.113,85€ 556.539,76€

424.069,13€

372.841,70€ 423.897,00€

408.773,18€

338.281,70€ 390.521,58€

375.354,50€

352.378,70€ 403.339,80€

386.938,70€ 526.539,76€

costs per km

100% demand

435.954,38€

515.103,52€423.109,86€

504.083,88€

453.887,73€

520.135,79€

494.324,48€

497.109,11€ 565.991,57€

536.929,42€

471.337,93€ 551.081,54€

481.996,38€

 
Figure 4. Cube illustrating the avg. case results 

 

Fix salary

Picking fee

0,80 € 1,00 € 1,50 €

12,00 €

15,00 €

20,00 €

300 €

800 €

500 €

550.557,92€

505.347,34€ 569.587,77€ 690.531,62€

501.931,34€ 564.086,35€

453.507,34€ 519.059,61€

500.445,92€

386.691,34€ 453.907,78€ 609.181,03€

466.845,99€ 528.904,71€

437.273,44€ 502.542,73€

462.262,92€ 526.391,37 656.336,01€

costs per km

130% demand
711.757,28€

680.294,19€

657.201,61€

640.830,21€

561.544,37€

681.001,07€

609.216,88€

655.547,82€

 
Figure 5. Cube illustrating the best case results 

 

The new stock for the market 7 shows variations in 

recommendations too. Within the study of the lowest 

demand it shows up that this location was not in use for 

each combination of the transportation rate 1,50€ and for a 

fix salary 800€ and most of 500€. As for the market 3 with 

an increased demand this changes and more often this 

location is recommended. The average scenario shows that 

it would not be profitable to open up the stock for all 

combinations with a transportation rate of 1,50€, besides 

with a fix salary of 300€. The best case recommends this 

new facility not for all cases with a transportation rate of 

1,50€. The costs per km are the most influential factor for 

this location. An equal observation could be made for the 

new facility of the market 8. 

Moreover, the statistical analysis of the designed 

experiments allows the derivation of a mathematical meta-

model for the resulting cost with a forecast quality of more 

than 98%. It’s just based on the above mentioned input 

factors. Fig. 6 shows the relevance of each of the three input 

factors. It can be seen, that the fixed salary has the most 

significant influence on the resulting cost. 
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Figure 6. Main effect diagram on resulting costs 
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Figure 7. Response surface for resulting costs 

 

Fig. 7 shows a derived response surface for the resulting 

costs of this model based on the derived meta-model. For 

each combination of fixed salary and picking fees, the 

resulting cost structure can be directly derived. 

VI. CONCLUSION 

This present business study shows how scientific 

methods can be applied to the real world and how they can 

support the decision making regarding real business 

problems. With this approach, using basic methods and 

implying real costs, we developed a framework which 

makes considering various alternatives possible. 

Furthermore the responsible management now has a basis 

for argumentation in cold print, since all parameters are 

given by the company and based on the company-wide 

costs. 

For completeness of the results, the sensitivity analysis 

showed that the transportation cost and the fix salary have 

an enormous influence on the outcome calculated with the 

facility location problem. A possible recommendation for 

the company, based on the pure results could be to use new 
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facilities within the markets 0, 1, 2, 4 and 9, as well as all 

basic stocks too, until the market growth could be estimated 

concretely. But the realistic orientation of these results 

needs to be considered too, since decisions within 

companies are made often in more difficult and elusive 

ways. Realistic options would probably be opening a single 

stock facility because of the unsafe market growth or maybe 

supply contracts with authorized premium dealer, which 

have available storage capacity and which are already 

familiar with the products. 

Based on the more complex simulation and optimization 

models, a statistical meta-model could be derived via an 

experimental design study on the three input factors. It 

allows a forecast quality of the resulting cost structure of 

more than 98%, and thereby, can be used for further cost 

analysis, if some input factors change to a level, that has not 

been regarded during the here described study yet. 

Furthermore and referring to current discussions on 

sustainability and environmentally-conscious behavior, it 

could be of interest to investigate on the impact and 

influence of decision making towards reducing the emission 

of CO² in transport options. 
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Abstract: In response to global recession and 

increased competition, organizations have tried to 

become more efficient by decreasing costs and 

streamlining operations. To achieve this, the 

philosophy of lean management has gained in 

popularity. The main obstacle organizations face 

when implementing lean is deciding which activities 

to implement lean principals on. A well known lean 

practice, value stream mapping, is a very effective 

tool in mapping the current and future state of an 

organizations lean activities. Limitations in 

calculating variability information that describe 

system variations and uncertainty means more 

powerful analytical tools are needed. Simulation 

offers a more thorough analysis of a system’s data, 

including the examination of variability and has the 

ability to change certain parameters and measure key 

lean performance indicators. Using a tire distribution 

company as a case study, this paper has developed a 

framework that uses discrete event simulation as an 

integrative layer between current and future value 

stream mapping. The framework maps current state 

value and non-value activities in the company and 

through simulation has highlighted the activities that 

should be used when developing the future state map. 

This paper has highlighted simulation as a crucial 

middle layer in value stream mapping that will 

generate more accurate future state maps than the 

more common practices of using random estimates 

and experience alone.  

Keywords-Value stream mapping; distribution 

center; lean management; discrete event simulation 

I. INTRODUCTION 

The theory behind lean philosophy is to create 

more value with less. Over the last decade, 

competition between organizations has become a 

matter of not only productivity, but also of overall 

supply chain performance [1]. Delivering the right 

quantity of products to the right place and at the 

right time has become a necessity for supply chain 

survival in an ever-more-acutely competitive 

atmosphere [2]. The quest to offer high levels of 

service to customers, while keeping a worthwhile 

profit margin, has forced managers to think of new 

ways to eliminate waste from their internal 

operations. Lean thinking is one of the most 

effective techniques managers can use in this 

ambition.  

The „lean‟ strategy represents a holistic attack on 

all negative aspects of resource consumption, and 

seeks to achieve streamlined and waste-free 

operations [3]. While the focus of lean thinking 

literature has essentially been on production 

systems, the notion can also be stretched to cover 

every management activity. Recent research [4], [5] 

attention was directed into the use of simulation 

modeling in lean implementation and assessment 

processes due to many reasons including: 

1. Identifying the factors and parameters involved 

in the manufacturing process. 

2. Exploring the various opportunities of process 

improvement. 

3. Predicting the impacts of the proposed changes 

before implementation. 

4. Reducing the risks associated with lean 

implementation process. 

5. Mapping the future state of organizations‟ – 

value stream mapping. 

6. Assessing the interaction influence between 

system‟s components and parameters.   

Based on the above reasons, primarily 1,3 and 5, 

and through case study application, this paper has 

developed a framework (Fig. 1) that uses 

simulation and modelling as an integrated layer 

between  current and future state value stream 

maps. To achieve this, Section II will give a 

background overview of lean management, 

generally and from the case study perpective of 

distribution. This is followed by a detailed profile 

of the case study industry; tire distribution, and the 

case study tire distriubtion company (hereafter to 

be known as TDC) in relation to lean 

implementation in Section III. Section IV will 

develop a current value stream map of TDC using 

data collected through extensive field work in the 

industry. This map will then be used in Section V 

to build an accurate simuation model of the TDC 

system that can be analysed in Section VI to aid in 

a future state value stream map before conslusions 

and future work are discussed in Section VII. 

II. LEAN MANAGEMENT 

Lean management as a philosophy, rather than a 

stand-alone practice, aims to create a streamlined, 

high quality system that can achieve a high level of 

customer service with minimum cost with little or 

no waste. Originating from Toyota Production 

System (TPS), lean thinking has become one of the 

most effective management concepts in the world 

[6].  Lean processes encompass a wide variety of 
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management practices, and variations in system 

parameters can have significant impact on its 

implementation. In the last decade, many authors 

expanded their lean research beyond manufacturing 

to include lean services, lean supply chain and lean 

logistics. As a result, lean definitions became more 

generic and were identified as a series of activities 

and strategies that are applied to eliminate 

operations waste and non-value added processes. 

Because service applications are subject to a much 

greater degree of variability than industrial 

production, new lean practices are required to be 

applied in service and supply chain environments 

[7], [8], [9]. Applying lean thinking promotes many 

changes in system strategies, operational 

characteristics and human behaviors [10], and has 

been applied in many manufacturing environments 

and as many publications have flagged, TPS has 

given eminent proof of lean capabilities. Survey of 

the literature reveals the five main principles of 

lean management to be: 

1. Identifying what creates value (from the 

customer perspective); 

2. Identifying value streaming (by understanding 

all process steps and defining waste);  

3. Establishing value flow (without interruption 

or waiting); 

4. Production by pull concept (instead of 

producing in excess); 

5. Achieving perfection (by eliminating all waste 

elements) 

The supply chain environment presented in this 

paper is that of the distribution center, a 

strategically critical service provider within the 

supply chain which has not fully utilized the 

potential of lean management. 

A. Lean Distribution 

Despite the continuous growth in academic 

publications representing the implementation of 

lean management in service sectors and supply 

chains, applications of lean on distribution are still 

scarce [11]. Being the first innovator of lean 

manufacturing concept in 1960, Toyota is also 

considered the pioneer in expanding the same 

concept to other supply chain tiers such as 

distribution and suppliers [12]. Toyota applied 

several lean practices on distribution elements such 

as delivery, ordering, warehouse management, 

dealers and network structure aiming to reduce the 

stock level while keeping high service rates [8]. 

The development of lean practices on distribution 

by Toyota have been used as the foundations for 

the development and categorization of lean 

practices available to the case study company used 

in this paper. 

III. TYRE DISTRIBUTION CENTER CASE STUDY 

Intensive global competition, reductions in brand 

loyalty, increasing tire life spans and high costs of 

raw materials (e.g., natural rubber, bio-chemical 

materials) have impacted on tire distributors‟ 

financial performance negatively and increased the 

market pressure upon them. Despite market 

volumes growing by 2.3% over the seven years of 

2003-2008, financial growth was just 2.1% [13], 

and this unsettled the industry‟s big players and led 

to a number of mergers and acquisitions, most 

notably the alliance of Goodyear Dunlop and 

Bridgestone/Firestone. In this acute atmosphere tire 

distributors have had to find efficient ways to cut 

costs and increase efficiency by reducing waste to 

survive. 
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Figure 1. Integrated Value Stream Framework 
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Lean thinking is considered a robust concept to 

reduce different types of waste, so implementing 

lean practices acts to promote company 

competitiveness [14]. The important role that 

distribution activities play in achieving high 

customer satisfaction levels has prompted many tire 

distributors to adopt lean components in full or in 

part. TDC have agreed to implement lean 

management techniques to certain activities 

highlighted using the VSM framework developed 

in this paper.  Because of financial confidentiality 

reasons, TDC would only allow data to be collected 

on non-financial specific details therefore total 

costs could not be measured; therefore this paper 

has concentrated on information and material flows 

and the parameters and performance indicators 

specific to them. 

A. Tire Distribution Center 

TDC is an Irish based distribution center for one of 

the biggest brand names in the global tire market. It 

supplies tires for a wide variety of customers 

ranged between individual customers to large scale 

companies which in turn impact on the variety of 

customer orders regarding to items quantities and 

types. In order to keep as many customers on 

board, the company‟s response to its customers has 

to be fast, accurate, on-time, with the least possible 

price. Hence, an advanced enterprise resource 

planning (ERP) system has been applied to link the 

customers directly to the distribution internal 

operations, replenishment process and item 

availability, providing improved transparency and 

efficiency for orders manipulation (i.e. information 

flow). The company also provides the proper 

capacity of equipments, labor and storage spaces to 

prevent operations bottlenecks and improve item 

flow. However, many supply chain and operational 

challenges has risen that prompted the company to 

think about applying different lean practices as 

noted in Table I. The lean practices represented in 

Table I have direct impacts on the distribution 

operations and can be quantitatively evaluated in 

terms of time and customer satisfaction. 

B. Lean Initiatives on TDC Company 

During this study, three of the illustrated lean 

initiatives in Table I are used in the proposed VSM 

framework. The selection process of these 

initiatives was based on a series of interviews, 

focus group and quality circle of the company‟s 

planning and operational teams and managers. The 

selected initiatives are: 

1. Aggregate similar tire types in the 

replenishment process: Receiving large 

quantity of similar tire types facilitates the 

unloading and put-away operation. It also 

results in an easier planning process for put-

away as similar types will be stored close 

together which in turn accelerate the picking 

and assembly process. The main drawback of 

this practice is that the replenishment order 

might take a longer time to be aggregated 

under this policy which consequently increases 

order cycle time. 

2. Evaluating staff numbers and increasing labor 

hour productivity: Low utilization of labor 

hours can be seen as an operational waste. 

Non-value adding time (also known as vertical 

time) where staff is still getting paid increases 

operational cost and cycle time. Reducing 

duplication of work, unnecessary staff and 

increased training can increase staff utilization.  

3. Increasing the maintenance services frequency 

for handling equipments: The breakdown of 

handling equipments negatively impacts on 

TABLE I.  LEAN INITIATIVES IN TIRE DISTRIBUTION CENTER 

Challenges Lean Initiative Initiative Type 

Details about item‟s inventory level, replenishment 
and delivery process are not clear to customers during 

processing their orders  

Applying ERP system linking the ordering 
information with items‟ replenishment and delivery 

information 

Customer Satisfaction 

The major company‟s supplier impose restrictions on 
supplying particular items due to production 

restriction in his site  

Identifying alternative suppliers even with highest 
price 

Customer Satisfaction 

High level of variation in customer‟s order details (e.g. 
types of items, items quantities) causes a high 

variability in picking processing time 

Leveling customer demand to isolate the variation of 
customer orders. 

Internal Operations 

Low utilization and duplication of TDC staff 
resources.  

Identify where staff utilization is poor and combine 
jobs to decrease staff numbers.  

Internal Operations 

Supplies send shipping trucks with high variety of tire 

types and quantities leading to increasing variability in 
storage plan and put-away processing time 

Aggregating similar tire types in one replenishment 

order 

Replenishment order 

Long time is taken to create a full truck load before 

issuing the replenishment order  

Decreasing the lot sizes and increasing the frequent of 

replenishment order 

Replenishment orders 

The frequency of the breakdowns for handling 

equipments is very high 

Increasing the frequency of maintenance services for 

such equipments 

Quality and Maintenance 
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items flow and equipments utilization. 

Applying regular maintenance services in fixed 

intervals contributes in decreasing the 

equipments breakdowns and underutilization. 

After discussing the proposed lean practices in 

TDC, the implementation process of the VSM 

framework took place with the aid of the 

company‟s planning and operational staff. The 

framework (Fig. 1) was applied as follows: 

1. Determine the scope of the study 

Various processes are involved to manage 

TDC‟s value stream, starting  with receiving 

customer orders and ending with delivering the 

products to the end-customers. These processes 

include marketing, sales, finance, forecasting 

and planning, inbound and outbound operations 

and shipment. Lean principles can be employed 

to eliminate the waste and non-value added 

activities and isolate sources of variation from 

company entities – processes and parties –, 

however the scope of this paper will just focus 

on sales, planning and forecasting, internal 

operations and delivery processes in addition to 

the relationships between TDC and their 

customers and suppliers. This scope matches 

TDC points of interest and strategic goals.  

2. Mapping the system‟s current state using VSM 

approach 

The value stream of TDC is similar to the 

generic distribution value stream of any 

distribution center. The company has two main 

ways to receive orders (1) sales team and (2) 

online purchasing. This area will be discussed 

in more detail in Section IV.  

3. Collecting data concerning TDC processes and 

resources 

Three input variables are addressed in the 

VSM-framework; (1) operations processing 

times, (2) labors/staff hours and (3) equipment 

capacity (hours). Despite cost being an 

important dimension in the leanness 

measurement process; it was not included in the 

proposed model due to the confidentiality 

reasons. The data collection process has focused 

on three input variables by conducting series of 

interviews, focus groups, and quality circles of 

planning and operational teams in addition to 

observations of the operational activities in the 

distribution center. Historical data about arrival 

times of customer orders, the quantity of items 

in each order, the frequency and items 

quantities in the forecasting process, the 

breakdown rates of handling equipments and 

their repair time are also collected and 

statistically analyzed as a basic requirement for 

the simulation stage in the next step. 

4. Simulation model for current TDC state 

Creating a conceptual model focusing on the 

relationships between system‟s components (i.e. 

entities and resources) and illustrating their 

interactions is the first step towards developing 

a simulation model for the TDC. IDEF 

language is selected for building the TDC 

conceptual model where IDEF0 is used to 

model the upper level of the system illustrating 

the inputs, outputs, controls and utilized 

resources for the main functions. This will be 

discussed further in Section V. 

IV. VALUE STREAM MAPPING 

A value stream is defined as the collection of 

activities (value added and non-value added) that 

are operated to produce a product or service or a 

combination of both to a customer [15]. These 

actions consider both information and materials 

flow within the overall supply chain [16]. The logic 

behind lean thinking is pursuing the optimisation of 

the value streams from the consumption point of 

view by eliminating the waste and non-value added 

activities. In order to identify the sources of waste, 

non-value added activities and opportunities of 

improvement, value stream activities have to be 

mapped using systematic tools and techniques – 

value stream mapping technique [15]. The VSM 

technique demonstrates the material and 

information flow, maps out value-added and non-

value-added activities and provides information 

about time-based performance. This VSM 

technique is based on generating a current state 

map that shows the current performance and 

conditions of the studied systems and a future state 

map which serves as the target of improvement 

actions.  

Given VSM features and capabilities, the tool is 

utilized in the first stage of the framework seeking 

to map the distribution activities and the types of 

waste and non-value added actions that are 

embedded in them (Fig 2). Identifying a generic 

process structure for the distribution function is the 

initial step towards creating a generic distribution 

value stream map. A senior manager in TDC, with 

35 years operational experience in a variety of 

departments was interviewed to gather general 

information about distribution in TDC and the 

current shape of its supply chains and activities. 

The industry‟s current awareness of lean concepts 

and practices was also a key topic in the 

discussions and interviews. Meetings were also 

held with a number of supply chain and logistics 

professionals with the aim of determining the 

essential process structure in distribution sectors.  

Initial findings from these discussions led to 14 

standard operations in a distribution business, 

classified into three main categories, outlined in 

Table II. The operations have been modeled based 

on the standard operations in Table II yet modified 

to match TDC processes. 
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TABLE II.         DISTRIBUTION CENTER PROCESS CATEGORIES 

A set of processes usually starts  once 

replenished items are received. The physical flow 

(i.e. items flow) in this stage is combined with the 

information flow throughout the whole process 

starting from items unloading and classification 

from the received trucks and ended by loading 

customer trucks with the required orders. 

Information and physical flows are interacted in 

various locations in this path; in the storing process 

for instance the workers receive information of the 

storage locations that they should use to store the 

received products and items. Another interaction is 

observed when information of the items that need 

to be picked is passed to the picking and assembly 

staff to start the picking process. Various buffers 

are built up between some processes due to the 

variation in their completion times and labors 

capacity, for instance the buffers between picking, 

checking and truck loading processes. The 

associated data blocks for each process illustrated 

in the generic state map have shown three different 

input variables used to distinguish the value added 

and non-value added status of the modeled 

processes; total cycle time, number of process staff 

and resources availability rate (i.e. equipments and 

technology packages). 

VSM has a high quality way of presenting 

system‟s parameters such as operations‟ cycle time 

and resources capacity and availability; however it 

does not have the ability to analyze the system 

settings impact on performance. Similarly, it is also 

difficult to know if the best future state regarding to 

the desired level of system performance is 

achieved. Moreover, value stream maps do not 

include information regarding variability  (i.e. 

system variations and uncertainty) [17]. Hence, it is 

required to integrate VSM with another technique 

that can handle system‟s variation, show dynamics 

between system‟s components, and validate the 

future state before the real implementation of the 

improvement steps. Modeling and simulation 

capabilities can fulfill this requirement. The 

simulation capabilities will also be represented 

using the generic distribution structure and 

parameters mentioned above. 

V. MODELING AND SIMULATION 

Simulation can be used to master new business 

concepts such as agile and lean management [18]. 

The benefits of using simulation as part of lean and 

six sigma projects was emphasized by [19]. It has 
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Figure 2. Current State Value Stream Map for TDC 
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been published that simulation can be used to 

„master   Simulation offers more thorough analysis 

of a system‟s data including the examination of 

variability, the determination as to whether the data 

is homogenous, and the estimation of the 

probability distribution that fits the data patterns. 

This kind of in-depth analysis of data enables 

simulation to be used to support continuous 

improvement [4] and to model systems‟ future state 

map showing the ideal state that the system can 

pursued over time. The advantage of utilizing 

simulation approach in lean context is not limited 

to the phase of developing a future state map but is 

extended to selecting the best alternative to the 

current system status. This is not within the scope 

of this paper, but such selection is done by a 

carefully designed simulation experiments 

integrated with optimization tools such as Taguchi 

and response surface methods. 

Based on the simulation capabilities and the 

potential important role it can demonstrate in the 

leanness assessment process, a generic simulation 

model mimics distribution operations and displays 

the interaction between its components, will be 

associated to the aforementioned distribution VSM. 

The model represents the general structure of the 

distribution processes, operations rules, items flow 

and resources and is developed through two main 

phases; (1) creating the conceptual distribution 

model using Integrated Definition Language 

(IDEF0) (Fig. 3) and (2) using the discrete event 

simulation to mimic the general features of the 

distribution systems. 

A. Simulation Model 

The stochastic technique for discrete-event 

simulation is selected due to its capability of 

dealing with the uncertainty resulted by customer 

demand patterns, the variability in operations times 

and resources availability in addition to high 

variance in handling systems [20]. A computer 

simulation model based on the IDEF0 conceptual 

model shown in Figure 3 was developed. The 

model assumptions are (i) no returnable items are 

modeled (ii) the resources availability rates are 

based on data collected from managers and (iii) the 

model focuses on the generic features (Table II) of 

the distribution activities. The model uses entities 

to describe the items movement through the 

distribution center, while resources represent the 

handling equipments, tools and labor that modify 

the entities. Resources are characterized by their 

capacity and availability, whilst the attributes of the 

entities are arrival time and processing time. 

Logical entities simulate the decisions for creating, 

joining, splitting, buffering and branching entities. 

Each product type has its own information (i.e. 

level of inventory, safety stock level, forecasting 

range and its supplier). As previously mentioned, 

the original purpose of the model is to accurately 

assess the system‟s leanness by handling its 

variability and uncertainty as well as clearly 

estimating the system‟s future state after lean 

practices implementation. 

 Both the current state VSM parameters and the 

future state VSM parameters will be simulated 

measuring the following performance indicators: 

1. Cycle Time 

2. Number of Late Jobs 

3. Labor Utilization 

The current state VSM has one scenario simulated; 

before lean implementation, which has no changes 

to current inputs. The future state VSM runs under 
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three different lean management scenarios as 

discussed in Section III. They are; aggregated 

orders, maintenance and labor resources. The 

process parameters included in the new scenarios 

are; truck load quantities, equipment downtime and 

number of staff respectively. 

 For the model to reach its steady state 

condition, the warm-up period was found to be 48 

hours.  Every simulation run represents one month 

of actual timing. Each experiment result is an 

average of twelve independent replications 

The simulation model used to model the 

distribution processes has used a generic package 

of simulation and customized it using Java and 

XML technologies. This selection provides flexible 

and efficient simulation model for three reasons; 

(1) it helps to provide object-oriented hierarchical 

and event-driven simulation capabilities for 

modeling such large-scale application, (2) It 

utilizes breakthrough activity-based modeling 

paradigm (i.e. real world activities such as 

assembly, batching and branching), and finally (3) 

it also used to customize objects in the package to 

mimic the real-life application characteristics. 

In an effort to make the decisions taken based 

on simulation models more accurate, efficient 

methods of verification and validation are needed. 

For the verification process, in addition to 

decomposition model (i.e. to verify every group of 

blocks), a simulation software built-in debugger is 

used. A decomposition approach is effective in the 

detection of errors and insuring that every block 

functions as expected. The studied model has been 

validated using a „Face Validation‟ approach that 

was performed by interviewing managers and 

operations teams in order to validate the structure 

of the generic simulation model. 

VI. RESULTS ANALYSIS 

The uncertain nature of customer demands and 

suppliers‟ lead time makes it difficult to select the 

best system process parameters that can achieve 

high level of customer satisfaction (i.e. short cycle 

time and no late orders) while achieving the goals 

set out in the VSM.  The core theme throughout 

this paper was to measure the impact certain 

individual lean process parameters would have on 

the system before developing a future state VSM. 

The average results of each simulation run can be 

seen in Table III. 

Decreasing the aggregated orders by nearly 60% 

has had a significant impact on both cycle time and 

late jobs, decreasing by 13 days and 3.5 orders 

respectively, but not surprisingly has not improved 

labor utilization. Less time spent waiting to 

replenish orders decreases cycle time which in turn 

will decrease the chance of delivering orders late, 

although this may increase total costs as more 

orders will be shipped more frequently. On the 

other hand, management‟s suggestion that 

decreasing the probability of breakdowns through 

applying regular maintenance services in fixed 

intervals did not materialize, suggesting that 

equipment breakdowns do not have a significant 

impact on order fulfillment at present. If 

management implemented these measures using 

random estimates and experience alone, it would be 

a costly mistake to make. Scenario 3 decreased the 

number of labor hours needed to operate TDC by 

merging many similar activities such as printing 

picking notes and picking orders, and sales and 

customer approval activities. This achieved major 

economies in labor utilization, increasing by just 

below 70% and decreasing staff numbers by 2. 

Although cycle time did not change a great amount 

due to the fact that the same work was being 

achieved at the same rate, job lateness decreased by 

25%, suggesting the decreased staff numbers were 

more efficient within the same cycle time. Also, the 

decreased number of staff and increased labor hour 

productivity would have decreased operations costs 

and potentially decrease flow rates in the future.  

VII. CONCLUSION 

With ever increasing market pressure and 

competition, coupled with a global economic 

recession and high operating costs it has never been 

more prevalent for organizations to operate at an 

optimal level. In response, organizations have tried 

to become more efficient by decreasing costs and 

TABLE III. MAIN EFFECT OF LEAN PROCESS PARAMETERS ON PERFORMANCE INDICATORS 

   

Results 

 
VSM Process Parameter 

Cycle time 

(days) No of Late Jobs Labor Utilization 

Scenario 0 – 

Before Lean Current State No Changes 28.755266 3.666666667 0.264369636 

      Scenario 1 - 

Aggregated 
Orders Future State 

Decrease Aggregated Orders to 
500 Tires 15.8524                  0.25 0.270327248 

Scenario 2 - 

Maintenance Future State 

Decrease Equipment 

Breakdowns by 50% 25.263963 4.416666667 0.28268486 

Scenario 3 - 
Labor Resources Future State 

Decrease Staff Numbers and 
Merge Jobs 27.376786 2.833333333 0.440828095 
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streamlining operations. To achieve this, the 

philosophy of lean management has gained in 

popularity.  

Through in-depth industry research, it was 

found that the main obstacle organizations face 

when implementing lean is deciding which 

activities to implement lean principals on and to 

calculate how optimized their decisions are. A well 

known lean practice, value stream mapping, is a 

very effective tool in mapping the current and 

future state of an organizations lean activities. 

Limitations in calculating variability information 

that describe the system variations and uncertainty 

means more powerful analytical tools are needed.  

This paper highlights the potential of using 

simulation technologies in implementing lean 

practices.  Simulation offers a more thorough 

analysis of a system‟s data including the 

examination of variability and has the ability to 

change certain parameters and measure key lean 

performance indicators. Using TDC as an applied 

case study, this paper presents a framework that 

uses discrete event simulation as an integrative 

layer between current and future value stream 

mapping for lean management. The framework 

accounts for the current value and non-value 

activities in the company and through simulation 

have highlighted the activities that should be used 

when developing the future state map.  

This paper demonstrates how simulation can act 

as a catalyst layer in value stream mapping in order 

to provide a more accurate future state when lean 

implementation process is taken place.   

Potential future work with TDC on the 

framework will include the evaluation of the 

interaction between various future state VSM‟s 

using design of experiments integrated with 

optimization tools such as Taguchi and response 

surface methods. The application of the framework 

will also consider system dynamics modeling.  

ACKNOWLEDGMENTS 

The authors wish to thank the Irish Research 

Council for Science, Engineering, and Technology 

(IRCSET) for contributing to the funding of this 

research project. 

REFERENCES 

[[1] S. Li, S. S. Rao, T. S. Ragu-Nathan et al., 

“Development and validation of a 

measurement instrument for studying supply 

chain management practices,” Journal of 

Operations Management, vol. 23, no. 6, pp. 

618-641, 2005. 

[2] A. Agarwal, R. Shankar, and M. Tiwari, 

“Modeling the metrics of lean, agile and leagile 

supply chain: An ANP-based approach,” 

European Journal of Operational Research, 

vol. 173, no. 1, pp. 211-225, 2006. 

[3] M. Christopher, and H. Peck, Marketing 

logistics: Butterworth-Heinemann, 2003. 

[4] M. Adams, P. Componation, H. Czarnecki et 

al., "Simulation as a tool for continuous 

process improvement." pp. 766-773 vol. 1, 

1999. 

[5] R. Diamond, C. R. Harrell, J. Henriksen et al., 

"The current and future status of simulation 

software (panel)." pp. 1633-1640, 2002. 

[6] A. V. Iyer, S. Seshadri, and R. Vasher, Toyota 

Supply Chain Management, New York: 

McGraw-Hill, 2009. 

[7] C. Wright, and J. Lund, “Variations on a lean 

theme: work restructuring in retail 

distribution,” New Technology, Work and 

Employment, vol. 21, no. 1, pp. 59-74, 2006. 

[8] D. T. Jones, P. Hines, and N. Rich, “Lean 

logistics,” International Journal of Physical 

Distribution & Logistics Management, vol. 27, 

no. 3/4, pp. 153-173, 1997. 

[9] P. Hines, N. Rich, and A. Esain, “Value stream 

mapping: a distribution industry application,” 

Benchmarking: An International Journal, vol. 

6, no. 1, pp. 60-77, 1999. 

[10] R. Shah, and P. T. Ward, “Lean manufacturing: 

context, practice bundles, and performance,” 

Journal of Operations Management, vol. 21, 

no. 2, pp. 129-149, 2003. 

[11] A. Reichhart, and M. Holweg, “L ean 

distribution: concepts, contributions, conflicts,” 

International journal of production research, 

vol. 45, no. 16, pp. 3699-3722, 2007. 

[12] P. Hines, “Internationalization and localization 

of the Kyoryoku Kai: the spread of best 

practice supplier development,” International 

Journal of Logistics Management, The, vol. 5, 

no. 1, pp. 67-72, 1994. 

[13] T. T. Association, “Tyre Trade News,” Tyre 

Trade News, vol. January, 2009. 

[14] H. Wan, and F. Frank Chen, “A leanness 

measure of manufacturing systems for 

quantifying impacts of lean initiatives,” 

International Journal of Production Research, 

vol. 46, no. 23, pp. 6567-6584, 2008. 

[15] M. Rother, and J. Shook, “Learning to See: 

Value Stream Mapping to Create Value and 

Eliminate Muda. v. 1.1,” Oct., The Lean 

Enterprise Inst., Brookline, Mass, 1998. 

[16] F. A. Abdulmalek, and J. Rajgopal, “Analyzing 

the benefits of lean manufacturing and value 

stream mapping via simulation: A process 

sector case study,” International Journal of 

Production Economics, vol. 107, no. 1, pp. 

223-236, 2007. 

[17] C. R. Standridge, and J. H. Marvel, "Why lean 

needs simulation." pp. 1907-1913, 2006. 

[18] D. J. van der Zee, and J. Slomp, "Simulation 

and gaming as a support tool for lean 

manufacturing systems: a case example from 

industry." pp. 2304-2313, 2005. 

[19] D. M. Ferrin, M. J. Miller, and D. Muthler, 

"Lean sigma and simulation, so what's the 

correlation?: V2." pp. 2011-2015, 2005. 

[20] J. Crowe, A. Mahfouz, A. Arisha et al., 

“Customer Management Analysis of Irish 

Plumbing & Heating Distribution System: A 

Simulation Study,” in 2nd International 

SIMUL Conference, Nice, 2010. 

 

168Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                         178 / 204



Review of Spatial Simulation Tools for Geographic Information Systems

Luís Moreira de Sousa
Instituto Superior Técnico

Lisbon, Portugal
luis.moreira.de.sousa@ist.utl.pt

Alberto Rodrigues da Silva
INESC-ID

Instituto Superior Técnico
Lisbon, Portugal

alberto.silva@acm.org

Abstract—Spatial  simulation  has  been  largely  absent  from 
traditional  Geographic  Information  Systems  (GIS)  software 
packages. Both the advanced skills needed to use this technique 
and the relative specificity of its application has resulted in a 
myriad of independent tools, each with different features. The 
choice of a proper tool for disclosing the dynamics of change in 
a GIS context is anything but obvious. This work presents a 
comparative review of different types of tools available for the 
development  of  Spatial  Dynamics  models.  These  tools  are 
compared along three  different  vectors:  application domain, 
ease of use by non-programmers (the typical GIS technician) 
and interoperability with geo-referenced data. Unlike for other 
disciplines (e.g. systems engineering) a simulation tool for GIS 
with a wide variety of  application domains but accessible  to 
non-programmers seems largely lacking.

Keywords:  Spatial  Simulation;  Cellular  Automata;  Agent  
Based Modelling;

I.  INTRODUCTION

The data stored in an information system usually portraits the 
world as it is now, or was at a specific point or interval in 
time. This is especially true for spatial data but in this case 
with the added certainty that it will also evolve. The patterns 
of  land  cover  and  land  use,  of  social,  economic,  and 
demographic  variables  in  general,  constantly  change  with 
time.  Objectively,  any  piece  of  spatial  data  is  valid  only 
within  a  specific  time  frame,  just  as  if  any  cartographic 
composition  was  a  still  picture  taken  to  the  elements 
represented. 
In order to deal with this reality, entire organizations exist 
with the sole purpose of collecting and updating spatial data, 
by field campaigns with on site visits, by air borne or space 
borne  data  acquisition  [1].  Nonetheless,  regular  data 
collection provides at best a periodic picture of the changing 
reality, which for some applications might not be enough [2]. 
Stakeholders of an information system may need to know not 
only how the data changed in the past, but in order to plan 
ahead or otherwise reason upon the data, they may also need 
to understand why it changed the way it did and how it might 
continue to evolve in the future. 
This need is met recurring to two processes that are part of 
the same scientific  domain: Spatial  Modelling and Spatial 
Simulation.  Modelling is  the  process  by  which  the 
fundamental drivers of change - the Spatial Dynamics - are 
captured  into mathematical,  logic  or  functional  constructs. 

Simulation is a process through which a model is applied to a 
set of data during a certain period of time. Modelling and 
Simulation  can  be  seen  as  a  single  technology,  for  the 
process of Modelling is chiefly a trial version of Simulation. 
Spatial  Dynamics  is  captured  by  applying  heuristic  or 
hypothetical  models to periods of time for which the data 
evolution  is  known,  thus  allowing  for  validation  and/or 
calibration. When the model reaches a satisfactory level of 
success against known data it can then be applied to periods 
of time for which knowledge is scarce (usually the future) 
producing new sets of data, pictures of time epochs missing 
from the base data [2].
The oldest of the techniques used in Spatial Simulation are 
Cellular Automata (CA) [3] in which the world is discretized 
in a grid of equal sized cells that evolve in accordance to a 
fixed set of rules. More recently,  Agent-based Simulations 
have become a popular paradigm that has also been applied 
to  spatial  simulation.  An  agent  can  be  defined  as  an 
autonomous  object  that  perceives  and  reacts  to  its 
environment [4,5], a concept that largely benefited from the 
emergence of Object  Oriented (OO) programming.  Agent-
based  Simulations  and  CA  are  two  concepts  that 
superimpose to some extent in the GIS context, though the 
former brought new planes of processing where geographic 
entities not only react to stimuli but also store knowledge and 
reason  before  acting.  Beyond that,  agents  can  be  used  to 
model  phenomena  that  do  not  have  precise  geographic 
meaning, such as social or economic interactions.
On the GIS related sciences, Spatial Simulations have been 
used  extensively,  of  which  the  following  fields  can  de 
highlighted 

 Urban  Planning -  understanding  and  forecasting 
changes  in  the  urban  landscape  to  allocate  new 
infrastructure [2]; 

 Land Use - studying the dynamics of land use, e.g. 
changes  between  agricultural,  urban  and  forest 
areas [6];

 Forestry/Wild Fire -  understanding forest  growth, 
studying and anticipating fire spread [7];

 Biology - modelling habitat evolution and studying 
population dynamics [8].

Of the several spatial analysis techniques, Spatial Simulation 
is  the  most  complex;  a  simple  statistical  or  mathematical 
trend analysis, predictive enough for most data recorded in 
regular information systems, is insufficient in GIS due to the 
multi-dimensional  and  heterogeneous  character  of  spatial 
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data.  Furthermore,  the  augmented  degrees  of  freedom  of 
spatial  data  result  in  highly  specific  models,  only  usable 
within the particular application in focus. Thus, most spatial 
dynamics  models  are  developed  ad  hoc by  the  end  user 
organization, developing its own software libraries. Modern 
GIS packages continue largely lacking tools dedicated to this 
technology.
Using a general purpose programming language to build a 
Spatial Simulation the majority of the instructions coded are 
extraneous to the concepts in the underlying model. Besides 
implementing the model, the program has to control the flow 
of execution, manage system resources, and manipulate data 
structures. Burdening the model with these tasks can lead to 
several  problems  [9]:  (i)  difficulties  verifying  the  correct 
model  implementation  by  the  program;  (ii)  limited  model 
generality  due  to  difficult  modification  and/or  adaptation; 
(iii) difficulty comparing computer models, usually restricted 
to their inputs and outputs [10]; (iv) problematic integrating 
with  other  models  or  tools  (e.g.  GIS  or  visualization 
packages), often limited to the exchange of output files.
Beyond general purpose programming languages, presently a 
spectrum of Spatial Simulation tools can be devised, ranging 
from those that present support at Program-level, closer to 
the programming language, to those that operate at Model-
level, closer to the conceptual model that represents reality 
[9]. Somewhere in the middle of this spectrum lay Domain 
Specific Languages (DSL). For each of these categories there 
is a set of advantages and drawbacks that must be carefully 
weighted before choosing a particular tool.
This article reviews a series of spatial modelling/simulation 
tools  in  the  GIS  context,  in  which  of  the  categories 
presented:  Program-level  tools  (Section  II),  Model-level 
tools (Section III) and Domain Specific Languages (Section 
IV).  Section  V compares  the  set  of  tools  reviewed  along 
three  vectors:  application  domain,  ease  of  use  and 
interoperability with geo-referenced data.  Section VI sums 
up the article and its conclusions.

II. PROGRAM-LEVEL TOOLS

Program-level support tools extend the facilities available in 
general-purpose programming languages,  usually providing 
useful  software  libraries  for  building  specific  classes  of 
models. This approach substantially reduces coding time and 
can increase program reliability. Higher-level code, usually 
in a general-purpose OO programming language,  specifies 
how  objects  are  used  to  produce  the  desired  model 
behaviour.  These tools can be called code packages,  code 
libraries or toolkits.
The main advantage of this type of tools is the encapsulation 
of the model from functionality not directly related to spatial 
dynamics. These include, graphical  display, data input and 
output, statistical data collection, etc, for which a plethora of 
functions  is  provided  in  the  form of  a  code  library.  The 
improvements are two fold: (i) it relieves the modeller from 
banal  programming  tasks,  allowing  a  higher  focus  on 
dynamics; (ii) it produces leaner and easier to read code, for 
much complexity is  isolated and standardized by the code 
library.
On the downside these tools require an extra learning effort 
for their proper use. Beyond having relevant knowledge on 
the base programming language, a modeller wishing to use 

on of these tools must learn to some detail the behaviour of 
at least part of the functions/objects/methods provided by the 
tool-kit. The more the functionality it has to offer, the longer 
will it take to fully learn its usage. Besides that, Bennenson 
and  Torrens  [11]  suggest  that  with  denser  libraries, 
programmers can eventually run into some discomfort with 
conflicting or incompatible functionality that is only found at 
later  development  stages.  These  disadvantages  have  been 
mitigated  to  some  extent  with  the  emergence  of  user 
communities  that  share  experience  and  assistance  and  by 
opening and sharing the tool-kit's source code. 
De Smith et. al. [12] reported that by 2007 more than 100 of 
these toolkits were available worldwide. A selection of the 
most popular is described below.
Swarm  was the first  of these tools,  developed during the 
1990s at the Santa Fé Institute, delivering a set of objects 
and methods for the development of spatial simulations and 
results presentation [13].  It  yearned great  popularity in its 
early  days,  but  integration  with  GIS  is  weak,  limited  to 
raster data. 
The  Recursive  Porous  Agent  Simulation  Tool-kit 
(RePAST) is  a  newer  Java  library  that  evolved  from an 
eclectic  package  at  the  Chicago  University,  supporting 
different techniques that go well beyond spatial simulation, 
which  have  made it  very  popular  [14].  Perhaps  the  most 
useful of these tools today, it also provides good integration 
with GIS.  
The Multi-Agent Simulator Of Neighbourhoods (MASON) 
is also a Java library but conceived with the aim of being 
light,  fast  and  portable.  Conceived  at  the  George  Mason 
University,  it  is  a  modern  tool,  highly  compact,  that 
although providing less  functionality  than RePAST  [15], 
already supports interaction with both vector and raster data 
sets.

III. MODEL-LEVEL TOOLS

Model-level  support  tools  allow  the  usage  of  spatial 
simulation  models  without  requiring  programming.  These 
are  pre-programmed  models,  designed  for  specific 
application fields that can be parametrized by the user. The 
larger the number of parameters the user can set and update, 
the  larger  the  tool's  flexibility.  They  allow  faster  model 
development and provide fairly straightforward mechanisms 
for  implementation,  though  invariably  constraint  the 
modeller to a specific application and dynamics framework.
The  Object-Based  Environment  for  Urban  Simulation 
(OBEUS) is  a  tool  dedicated  to  Urban  Planning  and 
Management,  developed at  the Tel Aviv University,  as an 
implementation  of  the  theory  of  Geographic  Automata 
Systems [11].  The tool allows the development of models 
through a graphical interface that then generates a C# coded 
simulation  which  maybe  further  refined  by  coding  in  a 
commercial C# workbench.
AnyLogic is an eclectic commercial tool supporting various 
areas of simulation, with pre built models on specific areas. 
It  provides  several  graphical  languages  to  develop  model 
behaviour  through state  charts  and  flow diagrams,  plus  a 
code library to be used with Eclipse for model refining. It 
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also ships with a GIS API that allows the input of spatial 
data. 
The  Tool  for  Exploratory  Landscape  Scenario  Analyses 
(TELSA) is  a  program  specialized  in  ecosystems,  the 
typical commercial tool for spatial simulation, allowing the 
study  of  different  management  scenarios.  It  completely 
dispenses  programming  and  is  parametrizable  through  a 
diagrammatic language (VDDT) developed by the vendor, 
ESSA Technologies  [16].  It  is  dependent  on several  third 
party commercial software, included those that provide GIS 
interoperability.
LANDIS is  the result of a joint  project  of the US Forest 
Service  with  several  universities  of  that  country,  is  a 
simulation for the forest land cover at large scale. The user 
provides a set of input spatial variables in the form of raster 
layers  for  which  a  number  of  pre-defined  behaviours  is 
available [17]. 
SLEUTH is  the oldest  of  the tools of  this genre,  created 
back in the mid 1990s at the University of California and 
dedicated  to  urban  development.  It  uses  only  six  spacial 
raster layers as input, for which a set of behaviours can be 
adjusted.  It  became  a  popular  tools  in  its  domain,  being 
successfully applied to different parts of the world [18].

IV. DOMAIN SPECIFIC LANGUAGES

Midway between Program-level and Model-level support 
tools  are  domain  specific  tools,  usually  providing  Model-
level support for a range of application domains. They make 
fewer assumptions about the underlying model structure than 
do  pre-programmed  models,  often  providing  ways  of 
developing new behaviours. Programming is often required 
but in a restricted environment where behaviour is described 
using simple constructs, encapsulating most of the traditional 
coding  activities.  A  pure  DSL  provides  a  programming 
language, either textual or graphical, as the sole developing 
infrastructure.
StarLogo/NetLogo is the last of a generation of languages 
that evolved at the MIT from the functional language Logo, 
specialized on agent-based simulation. Closed source, it has 
been used as teaching tool due to the simplicity of the code 
it produces. Nevertheless, it may also be a useful option for 
prototyping in real life problems [19]. Interaction with GIS 
is supported, but only for input data sets.
AgentSheets is  a  simulation  tool  funded by the  National 
Science  Foundation  in  the  United  States  ,  developed  for 
teaching purposes whereby models are built in a drag-and-
drop interface using graphical stereotypes [20]. It is being 
used  as  the  basis  of  several  educational  courses  mostly 
aimed  at  high  school.  Though  simulations  with  a  spatial 
meaning can be developed, no integration with GIS data is 
available.
The Spatially Explicit Landscape Event Simulator (SELES) 
is a declarative language for landscape dynamics modelling, 
resulting  froma  research  project  at  the  Simon  Fraser 
University. It tries to balance the flexibility of programming 
with  the  ease  of  use  of  pre-programmed  models  [9].  A 
dedicated development environment is provided, that though 

closed source, is freely distributable. GIS interoperability is 
guaranteed by the input and output of raster datasets. 
Financed  by  the  Institut  National  de  la  Recherche 
Agronomique (INRA) in France, ,the Modelling Based on 
Individuals for the Dynamics of Communities (MOBYDIC) 
project  produced  a  programming  language  dedicated  to 
population dynamics. It allows the development of complex 
models  from simple  primitives,  close  to  natural  language 
[21],  in reality being a code library for the OO language 
Smalltalk. It provides no direct interoperability with spatial 
information.

V. COMPARISON AND PRESENT DIFFICULTIES

In this section a comparative classification is performed 
of  each  tool  according  to  three  vectors  of  analysis: 
applications domain, ease of use and GIS interoperability. A 
three grade system is used: good, medium and weak, denoted 
respectively by three,  two and one stars.  In cases where a 
particular tool doesn't provide support no grade is attributed 
(represented with the “-” character). 
Table I compares the application domain of each tool. In this 
comparison  not  only  are  taken  into  account  the  native 
application areas, but also the tools' underlying platform and 
distribution flavour. While a certain tool may present itself as 
a  one-size-fits-all  solution  for  spatial  simulation,  it  is 
important to assess other constraints to its application, such 
as  platform dependency,  extensibility  or  portability.  What 
can be observed from this comparison is that Program-level 
tools are much more broad reaching in this regard than other 
tools. Model-level tools or DSL not only narrow their scope 
in their native application field but also invariably introduce 
dependencies on third parties, either be it on other software 
or operating systems. Only two of these tools stand out in 
this regard: AnyLogic and NetLogo, which attempt at wider 
portability by adopting Java as platform; nonetheless, being 
closed  source  tools,  are  always  at  a  disadvantage  against 
Program-level  tools,  especially  in  scientific  applications 
where verifiability is paramount. 
In Table II is compared the ease of use of each tool. Without 
surprise Model-level tools appear as those easier to learn and 
use  without  programming  training.  These  are  also  almost 
exclusively those tools that provide graphical interfaces for 
model  development.  RePAST  provides  a  diagrammatic 
interface  for  behaviour  description,  but  it  is  somewhat 
restricted to  a  single aspect  of  development.  Of the DSL, 
only  AgentSheets  provides  a  graphical  development 
interface,  an  aspect  that  casts  these  tools  at  visible 
disadvantage against Model-level solutions.
The last comparison vector, GIS integration, is presented in 
Table III. Each tool was assessed in terms of its capability to 
interact with spatial datasets in common formats (Shapefile, 
TIFF,  etc)  both  as  inputs  to  models  and  as  outputs  to 
visualize  results  in  GIS  software.  This  assessment  also 
distinguished between vector  and raster  formats,  for  some 
data  may  only  be  available  in  one  of  them (e.g.  satellite 
imagery). The first point to make is that specialization seems 
also to impose a loss of GIS interoperability. Of the twelve 
tools surveyed, only five can both read and write some form 
of geo-referenced data, and of these, only two - MASON and 
RePAST - operate with both raster and vector datasets. Two 
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of the DSL don't even allow any sort of direct  interaction 
with GIS data. Spatial result output, particularly, seems to be 
an area where many spatial simulation tools are yet to reach 
maturity.
Looking at Program-level tools in general, they can alleviate 
some of the burdening of directly using a general  purpose 
programming language, but still require good programming 
skills from the modeller [22]. The full knowledge of one of 
these  code  libraries  is  something  achievable  only  with 
several  months  of  practice  [23].  Today  these  tools  are 
tendentiously open source, by one way or another operating 
on  several  computer  platforms  and  providing  good  GIS 
integration.  Coupling  this  characteristic  to  their  wider 
application scope, Program-level tools usually gather around 
them large communities of users, that provide informal, but 
extensive, support. 
Model-level support tools tend to be quite specific, and much 
of the model behaviour and assumptions are hidden in the 
program and may not be explicit or modified; their use in 
other application fields is largely impossible. The modeller 
can in fact dispense programming skills using this kind of 
tools  but  gets  constrained  to  a  specific  field  and  overall 
simulation  behaviour.  They  also  tend  to  narrow  the 
interaction  with  geo-referenced  data,  by  imposing  certain 
formats  or  in  some cases  by  lacking  output  functionality. 
Evolution  or  generalization  of  these  tools  can  sometimes 
become  too  expensive  and  fate  them  to  extinction. 
Traditionally they take advantage of market niches providing 
for the needs of a specific and restricted group of users, thus 
the commercial nature of many of them. Community support 
is usually weak or non-existent; more often, support is a paid 
service. 
The use of DSL facilitates modelling and reduces the build-
up time of Spatial Simulations, but existing languages do not 
avoid the need  of  programming skills.  As with any  other 
programming language, the user has to understand keyword 
meaning and how to compose a set  of instructions into a 
program.  Also,  in  general,  these  languages  produce  final 
models with lower computational  performances than those 
produced with Program-level support tools. DSL for spatial 
simulation  are  found  mainly  for  educational  purposes,  in 
some cases more resembling toys than analysis tools. This is 
also patent in the lack of GIS integration most of them show, 
some even totally lacking such sort of functionality. Users 
communities  tend  to  be  larger  than  those  of  Model-level 
tools, but on the other hand platform dependency is often an 
issue.
The survey presented can be used as  a guide to choose a 
spatial simulation tool for GIS applications, but the weight of 
each comparison vector should always be adapted to each 
particular case. For applications where GIS integration is a 
relevant need, with both input and output of geo-referenced 
data being a requisite then MASON and RePAST are nearly 
the only options. On the other hand, if ease of use is a more 
important necessity, then models like LANDIS or SLEUTH 
can  be  options  if  matching  the  application  domain. 
Somewhere  in  between  can  be  found  SELES,  that  too 
imposes  a  relevant  application  narrowing,  and  NetLogo, 
which essentially trades ease of use for GIS integration and 
extensibility.

VI. SUMMARY

 Techniques for Spatial Simulation have existed in one way 
or  another  for  many  decades,  actually  preceding  the 
emergence of GIS software. It was only with the maturing of 
the  latter  that  Simulation  was  envisioned  on  large  scale 
spatial datasets. In the wake of the OO maturing process, a 
host  of  software  tools  appeared  throughout  the  1990s 
providing support for spatial simulation in most (if not all) 
GIS fields of application.
The main objective of these techniques is to study Spatial 
Dynamics,  the  set  of  local  rules  or  constructs  that  when 
repeatedly  applied  to  the  variables  and  space  considered 
produce  unanticipated  macroscopic  results.  Spatial 
Dynamics analysis is a process composed by two main steps: 
Modelling and Simulation.  The Modelling phase discloses 
the rules by which the variables in analysis changed the way 
they did; this is usually a prototyping process against a set of 
historical  data.  With the model fully developed,  it  is  then 
applied  to  the  last  known  state  of  the  space  domain  for 
predictive  purposes.  The  results  of  this  process  are  the 
drivers of change (the Dynamics) and future evolution of the 
spatial domain being studied.
Existing  software  tools  for  Spatial  Simulation  can  be 
classified  in  three  types:  Program-level,  Model-level  and 
DSL.  Program-level  tools  are  code  libraries  providing 
specific methods for the rapid coding of models with popular 
OO  languages;  usually  multi-purpose  and  cross-platform, 
they gather  large  user  communities.  Model-level  tools  are 
parametrizable pre-programmed models aimed at strict fields 
of application; largely dispensing programming skills, they 
tend to  be used by small  groups of  users  and are usually 
dependent  on  commercial  software  or  are  commercial 
themselves. DSL try to bridge between the two other types, 
providing  easier  model  set-up  environments  without 
compromising  application  scope  as  much  as  model-level 
tools; whilst gathering relevant communities in some cases, 
DSL  tend  to  be  mostly  educational  tools,  with  fewer 
examples of real-life application. 
Of a set of twelve different simulation tools surveyed only 
two  showed  to  be  fully  matured  when  it  comes  to  the 
integration  with  GIS  data,  both  Program-level  libraries: 
MASON and RePAST. A trend is apparent whereby ease of 
use implies a loss of functionality regarding geo-referenced 
data input and output; some Model-level tools show some 
degree  of  GIS  integration  but  impose  a  significant  scope 
limitations.  NetLogo is the tool closest  to bridge this gap, 
though impaired by a closed source philosophy and lack of 
geo-referenced data output.
All  the  tools  considered,  with  no  exception,  present 
important compromises in their choice for spatial simulation 
in the GIS domain. Space for improvement in the field seems 
to exist.
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TABLE I. COMPARISON OF THE TOOLS SURVEYED REGARDING APPLICATION RANGE.

Application Programming 
Platform 

Distribution

Program-level  
tools

Swarm Multi-purpose Objective-C Open Source
  

MASON Multi-purpose Java Open Source
  

RePast Multi-purpose Java, .NET Open Source
  

Model-level  
tools

OBEUS Urban Planning .NET Shareware

AnyLogic Several Specific Java Commercial
 

TELSA Landscape Management unknown Commercial

LANDIS Forest Succession .NET Shareware

SLEUTH Urban Development C Open Source

Domain 
Specific 

Languages

NetLogo Multi-purpose Java Shareware
 

AgentSheets Educational unknown Commercial

SELES General Landscape unknown Shareware

MOBIDYC Population Dynamics Smallralk Open Sourcea

a. Dependent on commercial software.
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TABLE II. COMPARISON OF THE TOOLS SURVEYED REGARDING EASE OF USE.

Modelling
Language

Development
GUI 

Programming 
Skills 

Community

Program-level  
tools

Swarm Objective-C, Java none high Wiki, Mail-list

MASON Java none high Mail-list

RePAST Java, C#, others Eclipse high Mail-list

Model-level  
tools

OBEUS C# yes low to high none
 

AnyLogic Diagrammatic, Java yes low to high none
 

TELSA VDDT yes none none
  

LANDIS Parametric none none Forum
  

SLEUTH Parametric none none Forum
  

Domain 
Specific  

Languages

NetLogo Logo specialization none low to medium Mail-list
 

AgentSheets Conversational Prog. yes none to high none
 

SELES Declarative DSL none none to medium Wiki, Forum
 

MOBIDYC Declarative DSL none none to medium none
 

TABLE III. COMPARISON OF THE TOOLS SURVEYED REGARDING GIS INTEROPERABILITY.

Input Output Vector Raster

Program-
level tools

Swarm

MASON
  

RePast
  

Model-level  
tools

OBEUS

AnyLogic

TELSA

LANDIS
 

SLEUTH
 

Domain 
Specific 

Languages

NetLogo
 

AgentSheets -

SELES
 

MOBIDYC -
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Abstract—Simulation of the Internet has long been un-
derstood to be very challenging mostly because of its scale,
diversity and the lack of detailed knowledge of many of its
components. However, two recent developments (macroscopic
topology discovery and large memory servers) mean that some
of these problems are now more tractable. Although problems
like the lack of detailed link information remain, models are
are useful for some problems that require an understanding
of how an application interacts with the Internet as a whole.
The paper presents is-0, an Internet Simulator. is-0 derives
its model of Internet topology directly from the output of
an Internet topology mapping project. Efficient design allows
is-0 to simulate packet-by-packet, hop-by-hop behaviour at
Internet scale. Validation of is-0, an example application and
performance measurements are included.

Keywords-Discrete Event Simulation, Internet Simulation.

I. I NTRODUCTION

Understanding the performance of the Internet and the
way that new applications and protocols will perform and
interact is a challenging problem that has been noted by
many authors. For example, in 1997, Paxon and Floyd wrote:

“As the research community begins to address
questions of scale, however, the utility of small,
simple simulation scenarios is reduced, and it
becomes more critical for researchers to address
questions of topology, trafc generation, and multi-
ple layers of protocols.” [1]

The main challenges they noted were: heterogeneity in
nodes, links and protocols; rapid rate of change including
size, applications, protocols and traffic characteristics; large
size; and the difficulties of building traffic models [1],
[2]. These problems are “moving targets”. Not only is
the Internet big and diverse, it is growing rapidly in both
respects. The challenges of Internet simulation, especially
the scale of the Internet, has been reiterated by many others
including [3] [4] [5] [6] [7].

Two developments have made it possible to make progress
towards simulation of the Internet as a whole. These are:
Internet macroscopic topology discovery projects and a large
increase in the memory capacity of commodity servers. In
recent years, there have been several projects that are pro-
ducing useful maps of the Internet. These include CAIDA’s
ARC infrastructure [8] running the Scamper mapping tool
[9] and Dimes [10]. Further progress on mapping the

macroscopic topology of the Internet can be expected in
the coming years with projects like the RIPE NCC Atlas
[11]. The entry of large memory servers to the commodity
market is driven by the trend towards vitalisation. Computers
with up to 512GB of RAM are now available at less than
US$40,000.

Together these two developments mean, it is now possible
to build a packet, node and link level simulation model
for the Internet as a whole that will run on commodity
server hardware. There are still many challenges that prevent
high fidelity simulation of the Internet including lack of
knowledge of the characteristics of each link and the cross
traffic links carry. However, it is possible to make models
that are useful for some problems including those where
the topology of the Internet interacts with a system in com-
plex ways but where fine grained temporal results are less
important. Examples include content distribution, reducing
peer-to-peer traffic loads and multicast optimisation.

In this paper, we describe the use of simulation to in-
vestigate the traffic load created by large scale use of the
DoubleTree optimisation [12] for topology discovery. This
was motivated by the desire to implement a Hubble [13] like
application on Atlas [11]. We present a new, open source,
simulation system,is-0. The system includes a discrete
event simulator and surrounding infrastructure to support
the process of converting the output of an Internet mapping
project to a topology model suitable for simulation, running
a set of simulations across a range of parameters values
utilising the massively parallel nature of most simulation
experiments and presenting outputs.

There are other open source, discrete event simulators.
Some, like ns-2 [14] are well established and we might
have based this project on one of them. However, the core
of a discrete event simulator is simple and most of the
contribution of this project lies in managing scale and in
supporting the whole process of taking an Internet topology
map through to the result of simulation experiment, possibly
involving many individual simulations (see Figure 1).is-0
must meet the needs of a large topology and, potentially,
billions of packet events. On the other hand, it provides less
fine grained temporal behaviour than many other simulation
projects. The need to optimise performance in terms of
both memory and CPU cycles leads to the requirement for
an implementation tailored to meeting these needs in the
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context of an Internet model.
There is a great deal more planned foris-0. We are pre-

releasing it now because it has already demonstrated its
usefulness to us in an important research area. We believed
that, other researchers will findis-0 useful. The rest of
this paper describes the system in more detail. An example
application and performance statistics are presented.

II. is-0 OVERVIEW

A. Topology

The current version ofis-0 builds its topology from
Scamper [9] output files. Scamper measures the global
macroscopic Internet topology from a set of measurement
points to one destination in every routed IPv4/24. The
output from Scamper is a set of runs where each run contains
a traceroute style probe to every destination address from
one monitor (team probing).

From this data,is-0 builds a topology model of the
Internet based on nodes and links between them. The nodes
and links alone are not enough to route packets; routing
information is also required. In the simulator, routing infor-
mation at each node represented as a table of destinations
and the associated next-hop. This information is inherent
in the Scamper data set and it is simply maintain in the
simulator topology. For conciseness, we refer to the data
structure as the “topology model” even though it contains
elements of topology and routing. The following sections
refine the topology model as it is built from Scamper data.

B. Interfaces vs Routers

Scamper, like all traceroute based tools, discovers in-
terfaces not routers; the raw data does not show which
interfaces are on the same router. The simulator topology is,
therefore, also built in terms of interfaces not routers. This is
not normally problematic because simulations are performed
in terms of packets being passed from interface to interface.
References in this paper to nodes in the topology model are
to a particular interface (not a router). Similarly, links are
between interfaces.

C. Discarded paths

Some of the paths in the Scamper data are not usable in
the simulator, mostly because they are not well formed. For
example, Scamper discovers loops in some paths. In others,
it abandons tracing because too many nodes do not reply
with a TTL expired message. In these cases, a complete
path from the source to the destination is not discovered
and the path can not be used in simulation. The Scamper
data set used for the example in section example had 5.6
million paths discovered in part or full by Scamper. Of these,
241,763 (4%) were omitted because of the reasons described
above.

D. Alternative Paths

In some cases, Scamper discovers alternative paths be-
tween nodes. Alternative paths may arise because of load
balancing or because the topology has changed during
the measurement. Scamper may discover different paths
between the same nodes when it probes between different
source/destination pairs. These alternatives are maintained
in the topology model. The same path variant is used when
packets are sent from a source to a destination as was
discovered when Scamper measured the route between the
two. In the topology data structure, this is done by including
a source as well as the destination in the next-hop table.

match the behaviour of the Internet in all cases, however
it is likely to be correct in most cases. If the source of
the alternative paths is a path change during Scampers
probing, either path is acceptable for the simulation. It isnot
required that we maintain both paths in this case but it is
acceptable. In the case where there are alternative paths due
to load balancing, using the same path as the one Scamper
discovered for this source/destination pair will mostly match
the behaviour of the Internet. This is because per-destination
and per-flow load balances are more common than per-
packet load balances in the Internet [15].

E. Unknown Paths

Scamper data does not provide a complete map of the
Internet. While it contains paths from the monitors to most
destinations it does not have the reverse paths or paths
between destinations. The extent of this missing topology
is not currently known.

The lack of return paths is resolved in the simulator
by adding a symmetric path from the destination back to
the source. It is known that Internet paths are not always
symmetric [16] . For many simulations, it is the overall
structure of the Internet (i.e., path lengths and branching)
not the exact details of particular paths that is important.If
this is the case, the symmetric nature of paths will not unduly
influence simulation results. However, without a measured
non-symmetric topology, there is no way of demonstrating
that this is true for a particular experiment.
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The omission of paths between destinations is not prob-
lematic for simulations where packets are only sent between
sources and destinations (as is mostly the case in our
example). If this is not the case, the simulator has the ability
to add extra paths to the topology. These paths are, by
necessity, not based on measured topology. Extra paths are
discovered using a breadth first search from the source to
the destination using links that were discovered by scamper.
If paths from single source to multiple destinations are
required, a single search can create all the paths.

Added paths do not necessarily follow the same route as
in the Internet. The breadth first search finds the shortest
path based on the hops that were discovered by Scamper.
While Internet routing is designed minimise path length this
is in terms of the ASs that a path passes through. This may
use a link Scamper did not discover or, within an AS, the
shortest path may not be followed. Internet routing may also
includes policy which restricts the choices for a path.

An understanding of the extent to which this affects the
results of a particular simulation may be gained from a
comparison of the performance of Scamper measured paths
and the equivalent paths formed by the methodology above.
A future release ofis-0 will include automated sensitivity
analysis including the effect of added paths (although cross
traffic sensitivity is the highest priority for automated sensi-
tivity analysis).

F. Missing hops

During traceroute style probing, it is common for some
hops to not reply with a TTL expired message. Often the
hop is known to exist, because later hops do respond, but the
address of the hop is unknown. In the data set used for the
example in section VII, approximately 22% of hops are not
identified. Within the simulator, these non-responding nodes
are given a unique address.

This procedure may not exactly replicate the structure of
the Internet at the time Scamper was probing. It is possible
that, a missing hop in two different paths might be the
same interface, however, this approach inserts two different
interfaces. Automated sensitivity analysis could also allow
the impact of this effect to be determined.

G. Topology Data Structure

Within the simulator, the topology is represented in a
data structure based on nodes and links. Links contain a
reference to the node at each end of the link, the link
latency, serialisation rate, and the current link state (queue
length and when the current packet, if there is one, will have
been completely added to the the link). Links also contain
performance metrics including packets dropped, packets sent
by packet type and the peak queue length.

Nodes include their address (IP address or missing node
address) and a table of references to links that leave this
node. The table is indexed by either the destination (of the

Type Hooks
Packet
Events

newPacketHook,

packetQueuedHook,

packetArrivedHook,

packetDropHook, ttlExpiredHook,

changePacketTypeHook

Simulation
Start and
Termination

startHook, usageHook, argsHook,

logConstantsHook, cleanupHook,

heapMapValidHook, buildHook,

newNodeHook,

saveBuildGlobalsHook,

restoreBuildGlobalsHook

Hash Man-
agement

newHashEntryHook,

freeHashElementHook

Reporting progressHeaderHook,

progressHook, printStatsHook,

packetInfoHook,

summaryStatsHook,

specialAddrHook,

nodeSummaryHook

Figure 2. API Event Hooks

path, not the next hop) or, where there is more than one path
to a destination (see section II-D), the source (of the path)
and the destination.

H. Building The Data Structure

The raw Scamper data is pre-processed into a record for
each node that contains the next hop links from that node.
The resulting files are large. For the example application
described in section VII, they total a little over 2GB. Before
a particular simulation can be run, this information must be
built into the internal simulator data structures including the
hash tables, initialisation of performance metrics etc. Any
additional paths must also be added to the topology. The
resulting data structure is large (in the order of 8GB for the
example application) and it takes several minutes to load and
build. If many simulations are to be run (around 8,000 were
needed for our example experiment) the total time taken to
repeatedly load and build the data structure is significant
and the size of the data structure may limit the number of
simultaneous simulations that can be run on a machine.

is-0 can store the topology data structure in a memory
mapped file. This has two advantages. Firstly, the data
structure can be reused, avoiding most of the time otherwise
required for building it. Secondly, memory mapped files can
be shared and only a single copy kept for their read only
components. This may allow more simulations to be run in
parallel reducing the time required for large topologies on
machines with many cores.
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III. PARAMETER EXPLORATION

Scripts that manage the process of concurrently running
as many parallel simulations as the hardware supports with
different parameters are included with the simulator. These
scripts manage the process of running simulations, recording
the results in appropriately named files, first cut checking
that simulations complete successfully, re-starting batches
after an interruption and logging and reporting overall
progress.

Scripts that produce plots over different combinations of
parameters are also included. Users can select the parameter
for the x- and y-axes and also an additional parameter (and
perhaps some specific values of this parameter) if more than
one line is to be drawn per plot.1 While much of this is
mundane, in a typical simulation experiment considerable
researcher time is spent on these mundane matters and
is-0 can significantly reduce this effort. A future release
will include more sophisticated parameter space exploration
inspired by Nimrod [17] and other similar tools. This will
reduce the number of simulations that need to be run as
part of an experiment by focusing attention on parts of the
parameter space that cause significant variations.

IV. API

The simulator API has three components: data structure
augmentation, event hooks and utility routines. These are
described in the following sections.

A. Data Structure Augmentation

Application related data structures (like packets and
nodes) can be extended. Our example application imple-
ments a traceroute like protocol so we have added a probe
packet type that contains, amongst other things, the value
that the TTL field had when the probe ended its outward
journey and began to return to its source. The data structures
that can be augmented in this way are: packets, which
can have new packet types and/or additional generic fields
in all packets; nodes; hash tables; and the set of global
variables that is saved when a memory image is created and
then restored when the image is reloaded for a particular
simulation run (see section II-H above).

B. Event Hooks and Calls

The second component of the API is a set of event routines
that can be called when simulation events occur that might
be important to an application. For example, the example
application usesttlExpiredHook. There are currently
25 hooks as shown in Figure 2.

The API also includes 51 function calls (and related
constants, macros and data structures) as shown in Figure 3.

1Currently, these scripts have not been fully generalised and are some-
what tailored to our example problem. However, changes required for other
applications are not expected to be great.

Type Calls
Sim.
Infrastructure

intArg boolArg usage queueEvent

warpTime simMalloc simFree

Hash makeHash freeHash

makeSpaceInHash hashSize

changeHashSize find

dumpHashTable forEachHashEntry

Address addr2str str2addr extractAddr

addrEqual addrCpy setAddr2null

Topology addLink queueLength

findDistances makeDistancesFile

processDistances addExtraPath

Packet disposeOfPacket

changePacketType makePacket

packetInfo queuePacket4nextHop

queuePacket addPacket2link

swapAddrs

Utility and
progress
reporting

chopNl commas comment flag2bool

processEachLine add2file

lastModified fileSize

skipUnknownTags getTaggedLine

registerProgressReport

unRegisterProgressReport

recordTraceEvent

For
parameters

newExploreNode freeExploreList

packetArrivedEvent

Figure 3. API Calls

V. VALIDATION

The goal of the project is to simulate the Internet as a
whole. As a consequence, it is not possible to compare
the results of simulation with the real system. However,
four other types of validation have been performed. These
are: internal consistency, manual validation against a simple
network scenario, external generic behaviour validation and
external application specific validation.

A. Internal Validation

The simulator contains a substantial amount of internal
consistency checking. There is liberal use ofasset state-
ments, particularly for pre-and post conditions (currently,
there are> 400 asset statements in the C code base of
12,500 lines). The C code also contains a hierarchy of
more extensive tests. These include, for example, checks
on the consistency of data structures, sensibility checks on
behaviours (e.g. that packets leave a FIFO queue in the
order they entered) and event queue checks. There are none
levels of the hierarchy and approximately 120 blocks of
checking code. The simulator is also run undervalgrind
to ensure there are no uninitialised variables, accesses to
freed memory or memory leaks.

178Copyright (c) IARIA, 2011.     ISBN:  978-1-61208-169-4

SIMUL 2011 : The Third International Conference on Advances in System Simulation

                         188 / 204



D1

10.0.0.1

10.0.0.3

10.0.0.3

10.0.0.4

10.0.0.5

10.0.0.9

10.0.0.10

(controller)

10.0.0.6

10.0.0.7

10.0.0.8

S1

S2

D2

Figure 4. Network used for Hand Validation

B. Hand Validation

A simple network (see Figure 4) and test scenario was
designed and the example application simulated. This in-
volved nine nodes, nine links, including a diamond topology
and alternative load balanced paths, and two traces. The
simulator was configured to record a full trace of all events
for each link and packet. These traces were then analysed
by hand to check for consistency, errors and correct path
discovery.

C. External Validation

Simulator trace files can also be checked for correct
behaviour using a separate programme once a simulation is
complete. Separate tests check that all packets are delivered
exactly once, that they are delivered in sequence and that
the transmission and queueing time is consistent with the
links latency and serialisation rate.

The external validator was written by the same program-
mer who coded the main simulator but several months after
the original coding and in a different language (perl). It is
much slower and uses a lot more memory than the simulator
so it is not suitable for use with every run of the simulator,
rather it is normally used to check a representative set of
results. It was used to check the simulations that were hand
validated.

In addition to generic validation, which only relies on
features of the base simulator, external validation was also
applied to the example application. This involved running
traceroutes over a network configuration and then running a
program that checked that the paths discovered were correct.
This program was coded in a similar way to the generic
external validation.

VI. PERFORMANCE

Achieving the required performance, including balanc-
ing memory use and CPU cycles, required careful im-
plementation. This was informed by extensive use of the
kcachegrind/valgrind tool set. The following sections de-
scribe two optimisations in the design (but there are may

others). Section VII-A contains further performance statis-
tics in the context of the example application.

The simulator uses five different types of hash table to
improve performance. There are millions of hash tables in
use in any particular simulation run. For example, any node
can be found from its address via a hash table and the table
of next hops within a node has an associated hash table.

A common hash mechanism is used across all hashes. It
supports look up from one or two keys (e.g. the destination
or source/destination pair), insertion and deletion, chaining
through all valid entries, resizing of the hash table, and hash
performance statistics. Collision resolution is managed via
an alternate hash calculation and, if that also collides, by
linear chaining. Use of indirection minimises the memory
use of hash tables which normally have many unused entries.

The hash infrastructure includes (optional) performance
metrics and automatic hash resizing to maintain sufficient
head space for efficient operation. Resizing is relatively
expensive (especially for large hashes) so it is avoided where
possible. The topology pre-processing produces size hints
that remove the need for most resizing.

A. Event Queue

The simulator event queue is optimised for Internet sim-
ulation. In particular, most events are added for times in the
near future and there are often many events at the same time.
A fixed size, event hint look-aside table allows the correct
queue location for most events to be found with a single
table look up.

VII. E XAMPLE

The initial motivation for development ofis-0 was to
investigate the potential for DoubleTree [12] to reduce the
cost of measuring the path from many sources to a few
destinations. This problem stems from the desire to design
an implementation of an application like Hubble [13] on an
infrastructure consisting of up to 100,000 vantage points (a
design goal for the RIPE Atlas [11] project). In previous
DoubleTree work, the few sources, many destinations sce-
nario was investigated. [12]

The code for this application is included with the simu-
lator as an example. It is divided into two parts, traceroute
and extensions to traceroute for DoubleTree. Implementing
traceroute took 950 lines of code including comments,
checking and reporting code.. DoubleTree required an ad-
ditional 1,300 lines of code.

Donnet built a simulator to explore DoubleTree’s be-
haviour but was not totally happy with the level of detail that
it provided. [18]. We believe that, hadis-0 been available at
that time, he would have had access to detailed modelling
with less effort. In turn, this may have allowed more
development of DoubleTree for the same effort.
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A. Performance

The Internet model in this example used a Scamper
run from 3 Jan 2009. The typology had 4,300,000 nodes
and 55,000,000 links (source/destination based next hops).
22,000 traceroutes were performed in each simulation. A
total of 1835 simulations were run for each investigation
with different parameters (e.g. starting TTL, trace schedule,
stop set exchange).

The resources used per simulation varied as the
simulation parameters were changed. A typical
example (DoubleTree=yes, sources=many,
scheduling=1stage, probing=team, ttl=1
stopSetBin=250ms) required simulation of
sending 25,000,000 packets, had a peak and mean
memory usage of 8GB and ran in 945s real
time. A small number of (pathological) parameter
combinations required far greater resources. For
example, (DoubleTree=yes, sources=many,
scheduling=1stage, probing=team, ttl=1
stopSetBin=1ms) required simulation of sending 2.3
billion packets, peak and mean memory usage of 15GB and
10GB (respectively) and ran for 4,103s. At the time of peak
memory usage, there were 123 million packets in flight.

It is likely that, over time, growth of the Internet and more
extensive topology discovery will result in larger topology
models.is-0 was designed to permit multiple CPU cores to
be used in parallel on a single simulation. While this is not
yet fully implemented, planning for it is well underway and
it will be one of the first extensions implemented in future
release.

Figure 5 shows the relationship between the number of
events simulated and the memory use and real time taken for
the example application. The graph demonstrated event rates
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of around 650,000 events/s on our hardware2 Figure 6 shows
the relationship between the number of nodes and links in
the topology and the total simulator memory required for a
null simulation. This data was collected by building the data
structure for the firstn nodes in the topology.

More details of this simulation and its results are available
in [19].

VIII. C ONCLUSION

is-0 only addresses a few of the challenges of simulation
of the Internet as a whole. However, it has proven useful
and we believe others will find it helpful in exploring
problems that interact with the Internet as a whole.is-0
supports simulations with millions of nodes and billions of
packets on commodity hardware. It builds its topology model
directly from the Scamper Internet macroscopic topology
discovery project data. It also includes parameter exploration
and graphing tools to reduce the time required to undertake
Internet simulation experiments.

Some of the plans for extendingis-0 have already been
mentioned. These include: using other sources of topology
data (e.g. Dimes [10]); Nimrod [17] style parameter space
exploration; and automated sensitivity analysis.

Currently, parallel use ofis-0 relies on the embarrassingly
parallel nature of most simulation experiments by running
multiple simulations concurrently. Support exists to reduce
the memory overhead in this case. However, some simula-
tions are long and this is expected to be more common as the
Internet continues to grow and better models of the Internet
become available. Support for employing multiple cores
within a single simulation has been designed and will be in-
cluded in a future release. The code foris-0 is available from
http://research.wand.net.nz/software/.

2Intel Xeon X5570, 2.93GHz, 8192KB cache, 800Mhz DDR3 triple
channel memory, 12 concurrent simulations over 8 physical cores with two
hyper-threads each.
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Abstract — Nowadays global initiatives face numerous prob-

lems: non-transparent financial developments on the global 

markets, only a few years after the biggest economic crisis of 

our times, unsolved ecological problems that, given the ascent 

of emerging economies, are seemingly getting worse and the 

almost surreal speed at, which new technologies are changing 

our societies. The impacts these changes are having on compa-

nies worldwide are as numerous as their effects on the popula-

tion. Sustainability and Sustainable Development have become 

key words in the hope of addressing and managing the changes 

that lay ahead of human societal development. This paper 

attempts to highlight shortcomings in the concept of sustaina-

bility and ways to make the concept more workable by present-

ing the development of an Environmental Management Infor-

mation System (EMIS) as a combination of discrete event 

simulation and ecological material flow analysis for production 

processes. 

Keywords – Sustainability, Simulation, Event-Discrete-

Simulation, Sustainability Reporting. 

I.  INTRODUCTION 

In recent decades there has been a significant increase in 
the attention paid to the concept of sustainability. Despite 
this positive development, there is still only a small number 
of simulation systems that pay tribute to the complex inter-
dependencies of economic, ecological and social values. This 
chapter will address the problems of current developments 
and therefore describe the motivation for the development of 
the EMIS that will be presented in the following chapters. 

A. Ecological Perspective 

From an ecological point of view, the world is facing a 
wide variety of problems. Even though there is still and most 
likely will continue to be a debate about how much and to 
what extent the effects of climate change are anthropogenic, 
the results themselves have been empirically proven and will 
consequently change the socio-economic requirements on 
earth within coming decades [1][2][3]. Effects such as the 
extinction of species [4][5], deforestation [6], changes in ice 
distribution [7], droughts and increasing incidence of forest 

fires or other effects, such as the development of CO2 Emis-
sions [1] or as the overfishing of the seas [8] will have a 
huge impact on the quality of life in the coming century. 

In this respect, the figures presented by the Intergovern-
mental Panel on Climate Change (IPCC) in the year 2007 [1] 
made it very clear how pressing the need for a community-
wide approach is for sustainable development in environ-
mental protection. Despite phases with little or no economic 
growth, there is no expectation that the ecosystem will expe-
rience periods of natural recovery in coming decades, quite 
the opposite in fact. If one looks at current metabolic rates in 
the world [9], one finds that they are still rising [9][10]. The 
World Resources Forum (WRF) estimates that global re-
source extraction will exceed 80 billion tons in 2020. This 
means that mankind will have doubled the annual rate of 
global resource extraction within only 40 years (1980–2020) 
[11]. It further states: 

―Globalizing the traditional model of economic growth is 
leading to rapidly increasing consumption of limited natural 
resources, followed by ecological disruption. (…) Rising 
global consumption of raw materials (…) is beginning to 
affect the life-sustaining services of the earth, which are not 
replaceable by technical means. (...) Today, the fundamental 
flaw in human activities is the enormous consumption of 
natural resources per unit output of value or service. (...) The 
environmental safety threshold has already been surpassed, 
as is evident‖ various ―developments (…). And yet, only 
some 20 per cent of humankind enjoy the full benefits of the 
mainstream economic model, while all people – in particular 
the poor – have begun to suffer the consequences of its 
flaws‖ [11]. 

This statement can be translated into a system-thinking 
realization, that the behavior and interaction of system-
elements are currently endangering the stability of the system 
itself. In this respect, one can consider various escalating 
curves, the result of catching-up processes involving emerg-
ing industries and countries such as China and India and the 
physical impossibility [10] of extending the present con-
sumption patterns of the industrialized countries to all parts 
of the world, which will ultimately lead to social problems. 
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B. Social Perspective 

Morally there is no argument as to why the developing 
countries and the poorest countries should not be ―allowed‖ 
to achieve the same state of production and wealth that the 
industrialized countries have achieved. The only argument at 
this point, with our current technology, is that it is physically 
impossible and, even if it wouldn‘t be, the level of produc-
tion, given a world with 7 billion citizens, would result in 
catastrophic ecological consequences, if processes would be 
rushed. 

When bearing in mind the ecological part of the problem, 
one can see that the system is out of balance due to excessive 
pressure on several fronts; the keyword in this sentence is 
balance since this is basically the common denominator for 
the social problem as well. What can be considered as unjust 
pressure on the ecological side would be translated as un-
equal distribution on the social side with results/effects such 
as hunger, lack of education or even terrorism. 

Given the growing metabolic rates of the emerging coun-
tries one must be realistic and see that of course people will 
try to reach a similar state of wealth and prosperity and 
therefore, due to the impossibility mentioned, the only way 
to preserve the current or a current-comparable standard of 
living throughout industrialized countries, emerging coun-
tries and others, would be to find ways to reduce resource 
usage to an extent that would allow the same high level of 
production using only a fraction of the raw resources. In 
order to sustain our economy without completely revising 
our standard of living, the only way to achieve justice in 
distribution is the dematerialization of our economies and 
greater resource efficiency. 

C. Economical Perspective 

This transformation of economies would make invest-
ment imperative. The financial sector, however, is currently 
experiencing problems of its own. The financial crisis of 
2007/08, the very recent developments surrounding the Euro 
(considering Greece and other European countries) and also 
surrounding the Dollar and the government/budget deficit in 
the United States ought to demonstrate how much mankind 
tends to worry about wealth and status and also how interde-
pendent the global market already is today. The conse-
quences of the crisis can be observed on the large scale al-
ready referred to, but also at the level of small and medium 
sized companies (SME), which are failing to obtain neces-
sary loans from banks. 

Basically it comes down to a similar problem of distribu-
tion as that, which applies to raw resources. If we consider a 
company as a minimal representation of an economy, we 
understand that with a purely economic orientation it will not 
lead to sustainable growth. A strong social commitment or 
intensive environmental management, however, will not 
have any positive effects if the company structure cannot 
bear the load they place on it either. Thus it is imperative that 
these three measures of sustainability are combined by 
means of balanced efforts leading to a synergistic increase in 
value [12][13][14]. 

This balance in efforts is what sustainability has been try-
ing to define from the very outset. Throughout sustainability 
theory, from Meadows (1972) [15], Lynam, Herdt (1989) 
[16] and Pezzey (1992) (who already listed 27 different 
definitions for sustainability) [17], Pretty (1995) [18] to (Bell 
and Morse, 2008) [19], there has been a broad understanding 
that shrinking processes can also be considered sustainable. 
They all addressed the question of the objective that had to 
be protected / balanced.  

For companies, the main priority and the most important 
commodity must naturally be the financial side; otherwise 
the company could neither exist nor produce. The communi-
ty on the other hand has other interests when it considers this 
company. On the one hand, it is imperative that the company 
creates goods for public consumption, which bring in money, 
so that some of the public will obtain their income from it, 
but it is also necessary that the production methods do not 
harm the people or their environment. Allowing for the inter-
ests of the people, laws were drafted to make sure that the 
interest of companies does not take precedence over the 
interest of the people (legal compliance). In this context, 
there has always been a huge debate between Europe and the 
United States about regulation and deregulation. When it 
comes to ecological impacts however, this discussion seems 
misplaced as the market does not guarantee to reflect 
people‘s interests when their perception is limited by manu-
factured prices or other artificial local regulations. 

II. SUSTAINABILITY AND SIMULATION 

In Section I.A we stated that sustainability addresses the 
problems of distribution, it therefore follows the ideals of 
intra- and intergenerational justice and is a conclusion of the 
realization that human actions have consequences, if not for 
themselves then for other people with a shift in space or 
time. Consequently, we understand sustainability as accep-
tance of this responsibility and therefore as a need to act 
without a shift in time. 

A. Normative understanding of Sustainability 

In view of the fact already explained, that it is not possi-
ble to have an equal distribution of goods, wealth, resources 
and products in the world within a short period of time 
(where short can be 50 years or more) and to preserve the 
ecosystem, it follows that the ideals of intra- and intergenera-
tional justice cannot be satisfied at this point in time. There-
fore the concept of sustainability must be regarded as the 
means to achieve intra- and intergenerational justice and is 
consequently normative.  

B. A Definition of Sustainability 

To ensure that there is a clear understanding of the fol-
lowing, we will define sustainability under a capital-based 
approach (similar to the one used by McElroy, Jorna, van 
Engelen [20]). 

We define sustainability mainly as the agglomeration of 
actions/campaigns/processes that have a positive effect on 
the regeneration of social, environmental and/or economical 
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capital on the one hand, and/or reduce the degradation of this 
capital on the other, bearing in mind that the protection of 
that capital is the normative goal. 

A third option being the allowance of the use of a differ-
ent source, or not having to use the capital in question at all 
any longer. An example of this would be the usage of new 
processes allowing the substitution of different materials 
insofar as the old material would no longer be needed for the 
process and the new material would be less of a drain on 
overall capital. 

The main problem with this definition lies in the specifi-
cation of what social/economic/environmental capital is. 
While no one will argue that it exists, one can argue about 
the concrete indicators and the attributed values behind them 
or, more specifically, about the value-correlations between 
them. This is also what makes it so difficult to define a sus-
tainable process. While a process may be very ecologically 
sustainable when measuring the amount of material used, it 
may also be very expensive and therefore drain economic 
capital or vice versa. 

The question is how the three aspects are correlated or ra-
ther, which indicators have been attributed to each of the 
aspects in the first place. For that matter we argue that envi-
ronmental and indicators related to Corporate Social Respon-
sibility (CSR-related) processes have been greatly underva-
lued in recent decades. While we do not believe that every 
single process in a company can or even should be broken 
down into a value, we believe it to be possible, to do this 
with many more processes than is the case at present and 
especially with more environmental and social processes. 
More than that, it is important to do so because most of the 
negative influences on environment and or people do in fact 
happen due to the lack of knowledge about correlations and 
impact scenarios. 

Last but not least, one must take into account that con-
sumption (a reducing effect on capital) may also be sustaina-
ble if natural or otherwise regenerating capital, which is of 
value in a certain quantity becomes a danger at a higher 
concentration. An escalating feedback-loop can therefore 
come from the capital at some tipping-point of its existence, 
which has to be managed. This would make an inversion of 
the signs imperative in order to achieve equilibrium between 
existence and effect of the capital. 

While we realize that the definition of sustainability indi-
cators is one of the most critical parts of sustainability as-
sessment, this definition in conjunction with intended usage 
in simulation experiments allows many different approaches 
to be tested when assessing the sustainability-enhancing 
potential of intended measures. Thus simulation is a way to 
assess the sustainability of new processes. 

C. Simulation as a way to get closer to the 

immeasurable (Sustainability) 

Simulation can be used to show the possible effects of al-
ternative conditions and courses of action. It is also used 
when the real system cannot be engaged, because it may not 
be accessible, or it may be dangerous or unacceptable to 
engage, or it is being designed but not yet built, or it may 

simply not exist [21]. In that regard simulations are perfect 
tools when it comes to experiment with uncertain outcomes, 
which may be harming or contra-productive. 

As stated in Section I, we see one of the main challenges 
of our time in the dematerialization of the economy and 
consequently much higher resource efficiency. Under those 
premises the simulation focus had been laid on usage in 
production. The rational use of goods, such as the produc-
tion, consumption and distribution is widely known as eco-
nomic activity. Its improvement is directly connected to the 
in- and output relations and consists of the attempt to get 
more returns while investing lesser resources [22]. This 
process is also called optimization and it is target-oriented 
(e.g., optimizing the costs, quality, efficiency or effective-
ness). Optimizations can also be achieved using an opera-
tions research approach [23]. The operations research ap-
proach and most analytic methods however become proble-
matic once one has to deal with many variables. That is pre-
cisely when simulations are more worthwhile. The simula-
tion of production addresses a variety of different indicators, 
the most common measures of system performance being the 
following [24]: 

 Throughput under average and peak loads; 
 System cycle time (how long it take to produce 

one part); 
 Utilization of resource, labor, and machines; 
 Bottlenecks and choke points; 
 Queuing at work locations; 
 Queuing and delays caused by material-

handling devices and systems; 
 Work in progress (WIP) storage needs; 
 Staffing requirements; 
 Effectiveness of scheduling systems; 

These indicators can be considered as the standard value 
set of today‘s production optimization, they however do not 
incorporate environmental or social indicators and hence an 
optimization of the production using those key-indicators 
would go only in one direction, leading to a higher output. 
Even though a higher production can of course have other 
positive effects, they are far from guaranteed. In the coming 
chapter we‘ll illustrate the integration of the environmental 
perspective in the same model, which is used for simulation 
runs. In Section IV we‘ll then propose our current vision on 
how to even integrate the social perspective in the simulation 
model and thus acknowledging all three pillars of sustaina-
bility. 

III. THE ROAD SO FAR – DEVELOPMENT 

A. The earlier years 

The techniques of modeling and simulation have been es-
tablished as an important instrument for the analysis and 
planning of complex systems in many domains [25]. 

The deduction from investigations around year 2000 was 
the proposal to use simulation techniques for supporting the 
application of the Material Flow Network method [26] [27]. 

Following that proposal, simulation can be used to calcu-
late unknown environmental quantities. For example, it al-
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lows determining the necessary load of connected input 
flows considering complex systems [28]. 

In a sense, the material flow perspective is more general 
than the discrete event perspective [29]. Information is rarely 
linked to objects like products or process steps. Material 
Flow Networks, which were also developed at the University 
of Hamburg [30], are based on the Petri-Net theory. 

During one of the latest research projects, the prototype 
modeling- and simulation software named MILAN was 
developed. On one hand, its discrete event simulation com-
ponents allow an accurate analysis of typically economic 
aspects and industry related aspects, presented under point 
II.C, and on the other hand, its material flow analysis com-
ponents did add for the first time an environmental perspec-
tive to the discrete event simulation model, i.e., a considera-
tion of relevant material flows and transformations such as: 

 consumption of commodities, resources and ad-
ditives; 

 energy demand; 
 waste accumulation; 
 Emission generation. 

Discrete event simulations are a powerful method to 
represent production processes close to reality and to follow 
time intervals of different sizes from few hours up to several 
business years for investigating aspects depicted in the intro-
duction. With the generation of pseudo-random numbers 
following given stochastic distributions natural variations 
such as varying inter-mediate arrival times of production 
jobs can be represented. 

In 2006, we presented the first application of the Material 
Flow Simulator Milan [29], since then we intensified our 
work on different levels of the architecture and extensions of 
the simulation engine as elucidated in the next chapter.  

B. Recent developments 

The first implementation of MILAN was realized using 
the Delphi version of DESMO-J, called DESMO-D, the 
framework and components in high level language Delphi. 
The component-based architecture was realized using COM-
Technology [28]. This realization however seemed outdated 
and was renewed since 2009 and MILAN was re-
implemented. 

The new development of the material flow simulator 
MILAN is based on the open-source plugin framework EM-
PINIA (http://www.empinia.org) (comparable to the Java 
framework Eclipse (http://www.eclipse.org)). EMPINIA, 
which was developed in the course of the EMPORER 
project, is designed for the development of complex domain-
specific applications especially in the field of environmental 
management information systems (EMIS) [31]. It is a com-
ponent-orientated extensible application framework based on 
Microsofts.NET (http://msdn.microsoft.com/de-de/netframe-
work/default.aspx) technology with the purpose to support 
and simplify the development of complex software systems. 

For MILAN it was necessary to provide libraries of simu-
lation components (e.g., for production systems: machines, 
transporters, system boundaries), which enable the modeler 
to represent and simulate his system adequately. These com-

ponents can be added to an application i.e., as building 
blocks via a plugin mechanism and thus can be used to build 
a user-specific model. 

This implementation may lead to an easy development of 
user-specific components with low dependencies and an 
attachment to a modeling tool box for a certain application 
field, which is not possible with other simulation tools [32] 
[25]. These components can either be generally applicable or 
might be used for very specialized purpose. Specialized 
entities are developed for a whole production sector (e.g., 
semi-conductor sector with coater, stepper and dispatcher) 
[33][27] or they represent a production component of a cer-
tain company with its specific parameters. In contrast general 
components are highly abstracted and are applicable for 
many production systems [34]. The goal of this project was 
the development and implementation of such general entities 
for MILAN. 

Another important gain resulting from the EMPORER 
research project was the implementation of very abstract 
simulation entities for the analysis of production systems. 
These entities enable users to model and simulate a broad set 
of production systems. Because of their modularity and the 
plugin mechanisms of EMPINIA it is very easy to add more 
specialized entities to the production system‘s domain and to 
use them for a material flow simulation. 

After that the production components were verified by 
performing a simulation study in a company that produces 
solar panels. The problems, results and experiences of this 
validation were used to improve and enhance the compo-
nents, the simulation infrastructure and MILAN as a simula-
tion tool, itself. 

Besides the components, which come with EMPINIA 
there are many plugins taken from a designed EMIS toolbox 
and were then combined with MILAN. The simulation capa-
bilities of the MILAN software consist of the simulation 
core, a bundle for discrete event simulation and simulation 
components. 

The simulation core consists of the central simulation 
service, interfaces and abstract base classes for models, expe-
riments and model entities. These are used in each kind of 
simulation. The simulation service provides models and 
experiments in a way that other software parts can use them. 
The simulation core gives models and their entities access to 
the functionality of a domain model service. A domain mod-
el defines the domain of an EMPINIA-based application, its 
elements and their relations as well as rules that apply to this 
domain. MILAN consists of the domain 'simulation' with 
elements like 'model' and 'entity'. Among other important 
functionalities the domain service provides possibilities to 
persist its elements. That is the reason why this service is 
used in MILAN to save and load formerly created models. 

A bundle for discrete event simulation extends the simu-
lation core with classes specific to the discrete event simula-
tion approach. These classes are using an EMPINIA exten-
sion that enables the development of logical graphs in order 
to combine entities of a model to a network diagram. The 
basic generic experiment component is extended with an 
event list and a scheduler, which are used to simulate time in 
discrete steps. 
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The simulation components have access to many stochas-
tic distributions (e.g., Normal, Bernoulli). They are used to 
generate streams of random numbers, for example to sche-
dule an event, which follows a certain arrival probability. 
Additional to these existing distributions user-defined distri-
butions can also be added via plugins. 

In the following the common features of the MILAN 
software will be summarized. 

The graphical manipulation of building blocks leads to a 
faster development of a model. The graph editor can be used 
to manipulate and create models. The editor itself can work 
in different domains. Domain specific functionality and the 
graphical representation have to be defined by plugin devel-
opers enabling the editor to handle new domains and their 
components, which are also using plugin definitions. 

Manipulating model parameter for the simulation and 
material flow perspective is done by means of property edi-
tors enabling a simple and consistent way of setting values 
for all types of properties. For the production system domain 
there are standard editors implemented. These allow the 
change of component specific parameters like setting distri-
butions, accounting rules, queue lengths or capacities etc. 

No analysis can be done without results. These are shown 
in reports, which can be designed with the help of the report-
ing system. The data for the reports is aggregated during 
simulation runs by a system of observers that listen to 
changes in the material accounting and simulation entities. 

The development of new features and the testing of the 
full capacity of MILAN‘s functionality are ongoing. The 
Combination of economical and ecological indicators in one 
model has already been achieved. In the following chapter 
we‘ll outline visions on how MILAN might get even closer 
to a sustainability enhancing simulation system. 

IV. CONCLUSION AND FUTURE WORK 

In an often cited interview the Nobel Prize Winner Mil-
ton Friedman said: ―So the question is, do corporate execu-
tives, provided they stay within the law, have responsibilities 
in their business activities other than to make as much mon-
ey for their stockholders as possible? And my answer to that 
is no, they do not‖ (February 1974) [35]. 

Even if one would tend to agree with Friedman, there are 
already examples of when and how this statement would be 
economically disadvantageous, considering Nike and their 
incident with child labor in their supply chain [35][36] or the 
case of Brent Spar and their sinking of an oil platform 
[35][37], which made obvious that the long term goal of 
profit maximization can only be achieved when parts of the 
social responsibility are also acknowledged [35][37][38][39]. 
In case of Nike, the sales figures dropped after the incident, 
resulting to a stock loss of 20 per cent [35][39][40][41]. The 
connection is already there. 

Also the range of management approaches that look at 
social sustainability is relatively vast, so that one faces an 
unmanageable diversity of what are referred to as ‗solutions‘. 
There are however not many software solutions that pick up 
on social aspects and where they do their usage is rather 
infrequent. This fact alone narrows down the search for uni-
versal applications, but also opens another perspective on the 

much more discussed ―opposition‖ between the achievement 
of economical and ecological objectives [42]. 

To make companies realize that they must aim not mere-
ly for financial stability, it is mandatory that corporate social 
responsibility (CSR) and environmental efforts become a 
financial attribute and thus have an economic value too. The 
lack of these values, or rather their unspecific nature in the 
past, has led to many of today's undesirable developments, as 
profit is often solely attributed with financial growth while 
social, human, environmental profit is only of relevance 
when it comes to legal compliance [42]. 

In that regard current research at the HTW Berlin also 
tries to incorporate social indicators for the assessment of 
sustainable growth in production. Through the EMPINIA 
extension mechanism it is possible to define new resources, 
in this regard, human resources. These resources are then 
getting attributes, such as, for example, workload/contract 
information and references to the workstations, these refer-
ences are basically the skills of the current employees. In 
order to pay tribute to the different abilities of the employees 
the workstations/building blocks themselves are more or less 
in dependence of human resources to function properly and 
the human resources have a variety of criteria that, for exam-
ple inhibits them to work 30 hour shifts. There is a whole 
framework of social criteria possible to be attributed to these 
new ―resources‖; however research is still on its very begin-
ning. The first focus of the introduction of social criteria will 
be health. Employees should not work longer then a certain 
amount of time; they should have the possibility to take all 
their vacation and should not get in contact with any harming 
emissions, noise, particular matter or other harming material. 
Even though that does not sound revolutionizing it is the first 
step in addressing more complex interactions, such as finan-
cial equilibrium, daycare for children or other criteria. 

We hope that in the future, after testing the introduction 
thoroughly, we can implement more criteria and define new 
functions of correlation and interdependencies. In this paper 
we tried to give further input to the ongoing discussion on 
how to assess sustainability and more precisely the sustaina-
bility of producing companies. We tried to show in the intro-
duction that no matter, which pillar of sustainability is consi-
dered the negative influence, the loose ends, are likely to be 
a result of a system-imbalance. They are the underlying 
conditions for most of the problems we face today. We also 
tried to show that the change of human economies will be-
come imperative and must be managed in a way that intends 
to address the issue of participation, which we consider to be 
one of the main problems of the sustainability dilemma. 
People and companies, as system-elements will not intensify 
their positive influence unless the instability of the system is 
made obvious to them. The combination of different perspec-
tives of sustainability in one model might contribute to this 
thesis and will therefore be our ongoing focus in the future. 
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Abstract— In this paper, we present the first version of a 

simulator that allows executing models defined using Discrete 

Event System Specification and models defined using 

Specification and Description Language. Specification and 

Description Language (SDL) is a graphical language, 

standardized under the ITU Z.100 recommendation, widely 

used to represent telecommunication systems, process control 

and real-time applications in general. Discrete Event System 

Specification (DEVS) is a formalism widely used on the 

simulation field to represent Discrete Event Systems. The 

execution of the DEVS models is based on a transformation of 

the simulation model DEVS representation to an equivalent 

SDL representation. To do this, we propose a XML 

representation for the DEVS models, and a XML 

representation for SDL models. Also, we implement an 

algorithm capable to perform this transformation. 

Keywords-simulation; formal language; SDL; DEVS 

 

 

I. INTRODUCTION 

The purpose of the paper is to present a simulator 

capable to understand and use SDL, or DEVS language, in a 

single simulation model. Several simulators capable to 

understand DEVS language exist, like DEVS++ [1], CD++ 

[2] or Galatea [3] among others; also, several tools work 

with SDL, like Cinderella [4] or IBM’s Tau Telelogic [5]. 

However, currently, there is no simulator capable to work 

with both languages. This capability improves the 

reusability of models and the combination of technologies in 

a single framework. The underline idea is to enable the use 

of several models in a bigger and detailed model composed 

by those models. Also, those models can be defined using 

different formal languages. In this paper, not only a 

simulator able to understand both languages is presented, 

but also a method that enables the translation from DEVS 

models to SDL, based on a proposed XML representation of 

DEVS models. 

This paper is organized as follows: first, we review both 

languages. Next, we present how we can describe both 

languages using XML, proposing a new representation for 

atomic DEVS models. From this representation and thanks 

to an algorithm that allows the transformation from DEVS 

to SDL, we present a mechanism that allows performing this 

transformation automatically. Lastly, we present a system 

that is capable of perform a simulation using DEVS or SDL 

models. 

II. SPECIFICATION AND DESCRIPTION LANGUAGE 

Specification and Description Language (SDL) is an 

object-oriented, formal language defined by the 

International Telecommunication Union – 

Telecommunication Standardization Sector (ITU–T). The 

recommendation that summarizes its use is Z.100.  The 

language is designed to specify complex, event-driven, real-

time, interactive applications involving many concurrent 

activities using discrete signals to enable communication 

[6]. The definition of the model is based on different 

components: 

 

 Structure: system, blocks, processes and 
processes hierarchy. 

 Communication: signals, with the parameters 
and channels that the signals use to travel. 

 Behavior: defined through the different 
processes and procedures. 

 Data: based on Abstract Data Types (ADT). 

 Inheritances: to describe the relationships 
between, and specialization of, the model 
elements. 

 

The language has 4 levels (Figure 1): 
1. System. 
2. Blocks. 
3. Processes 
4. Procedures. 

 

To know more about the Specification and Description 

Language, [6][7][8] can be consulted. 
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Figure 1. The figure shows the first level of an SDL model. Here, a 

system named “My_system” is shown. It is composed by a single block 

“My_block”, who receives a signal named “signal” from the environment 

through the channel named “channel”. 

 

III. SDL REPRESENTATIONS 

SDL have two ways to be represented, SDL PR and SDL 

GR. SDL-PR is conceived to be easily processed by 

computers, also allows a compact representation of a model. 

SDL-GR has some textual elements which are identical to 

SDL-PR (this is to allow specification of data and signals) 

but it is mainly graphical.  

Figure 2 shows an example of a textual and graphical 

representation of an SDL process.  We are not using the 

textual version of SDL only for one reason. Some different 

textual representations of DEVS based on XML format 

exist. Since we want to allow an automatic transformation 

from SDL to DEVS, the use of XML simplifies our 

programming code because now is easy to read and write 

structured text files that follow the XML syntax, and also, 

thanks to the XSD we can validate the correctness of its 

syntax. We are using the XML representation for SDL 

proposed in [9]. Since the more important aspects of an 

XML file can be represented, and validated, through an 

XSD file, in the next section some areas of the XSD file are 

shown. 

 

 

process P; 

  start; 

  nextstate idle; 

  state idle; 

    input s; 

      output t; 

      nextstate idle; 

  endstate idle; 

endprocess P; 
 

Figure 2. Textual and graphical SDL representation. 

 

A. XML representation of an SDL simulation model 

This representation was first presented on [10], no 

modifications have been done from this schema. We next 

describe the more important elements. For further details, 

please see [10], or download the complete schema from 

[11]. 

In Figure 3, we show the first level of the XSD schema 

we use to validate the structure of our XML. The first level 

of this schema represents the first level of the Specification 

and Description Language (system outmost block). Figure 4 

shows the process type that allows represent an SDL 

process. 

 

 

 
Figure 3. XSD schema, system view 

 

 
Figure 4. XSD schema, process view 

 

IV. DEVS FORMALISM 

Proposed by Bernard Zeigler in the 70’s [12], the main 
scope of Discrete Event System Specification (DEVS) is the 

idle

t

s

idle

idle

1(1)process P
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representation of simulation models. A DEVS model is a 
tuple composed by the elements defined as follows: 

 

                              
                     
                     
                      
                                           
                                                 

  {(   )|          ( )}              
                               
                     
                        

       
 

 

 
DEVS distinguishes between an internal and external 

transition. An internal transition is a kind of transition that 
doesn’t need any external event to be launched. As an 
example, if in a “t” time, the system reach the state “s”, the 
system remains in this state the during the time defined on a 
“time advance” function “ta(s)” (if no external event is 
received). When the time reach the value defined in the 
“ta(s)” function an output event is produced (this output is 
defined on the “λ(s)” function) and the state changes to “s’ ”. 
This process is defined in the internal transition s’= δint(s). 

External transitions define the modifications in the model 
due to the reception of external events.  For example, before 
the model reach the state “s’ ”, in a time “t”, due to his 
internal transition, an external event, with value x, is 
processed. In this case the system reach state (s,e) where 
e<ta(s), the transition follows the external transition function, 
defined by s’= δext(s,e,x), and no exit event is produced. 

At this point, it is important to underline that “ta(s)” 
could be any real number, plus 0 and ∞, and: 

• If ta(s) is 0, “s” is a transitory state. 
• If ta(s)=∞, “s” is a passive state. 
In the next lines, we review two examples from [12]. We 

use these two models to transform them automatically to a 
SDL specification and then execute the models using SDLPS 
[9]. 

A. Processor example 

This example represents a single processor that receives 
different jobs. Each job has associated a processing time 
(represented by a real number). Once the time is over event 
“ready” is produced. When a new event reach the processor, 
if this is working with a job, this event is ignored. The DEVS 
formalization of this model is: 

 

                              
  {                  }

  {                  }        

  { (    )  (    )     (    )}

    (     )  (   )

    (         )  {
(    ( )        

(       )         
 

 (     )   (   )

  (     )   

 

 

B. FIFO Queue example 

The queue represented in this example has the following 
characteristics: 

 The queue has infinite capacity. 

 Different jobs reach the queue to be stored, 
while the “ready” signals symbolize the 
necessity of transmit the first job of the queue. 

 The transmission of this job is done through an 
output event. 

 The queue spends 0 time units in the exit delay. 
 
The DEVS model is: 
 

                              

  {                  }  {       }

  {                  }        

  { (    )  (    )     (    )}

    (       )  (   )

    (         )  {
(     )      
(   )         

 

 (       )     

  (     )   

 

 

V. DEVS COUPLED MODELS 

DEVS also allows formalizing simulation models 
without describing the behavior for each element belonging 
the model. It is possible to describe the structural relations 
that exist among identical elements. These models are named 
“coupled models”. In DEVS there are two main types of 
coupled models: 

 Modular coupling. 

 Non modular coupling. 
In modular coupling integration among different model 

components happens only across entries and exits defined in 
the components, while in non-modular coupling, interaction 
is produced across states. The literature established that is 
possible to pass from one kind of coupling model to the other 
[5], therefore in present paper we will focus on show the 
existing relation among SDL formalism and the DEVS 
modular formalism.  

For simplicity, the DEVS coupled model used in this 
paper is DEVS coupled model with ports. In this model a 
series of input and output ports are described. With this logic 
is possible to depict the following example, see Figure 5, 
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representing the combination of the two models that have 
been defined previously (the queue and the processor).  

 

 
Figure 5. DEVS coupled model. 

  

The coupling model specification for this model is: 
 
N = (X, Y, D, {Md | d Î D}, EIC, EOC, IC, Select), on 
X=Jx{inport1} 
Y={y(Job) | Job ϵ J } x { outport1} 
D={P,Q} 
EIC{(N, inport1), (Q, inport1)} 
EOC{(P,outport1), (N, outport1)} 
IC{(P, outport2), (Q, outport2)} 
 

VI. XML REPRESENTATION OF DEVS MODELS 

Some attempts have been made to represent DEVS 
models using XML. As an example, in [13], a schema is 
presented that cannot characterize the programming logic, 
loops and if-then-else constructs. Our approach is going 
further and allows the representation of those elements. We 
propose to use ANSI C (since it is an ISO standard) to 
represent the code contained in model. Also this simplifies 
the representation of the model on SDL, using a variant 
named SDL-RT who uses ANSI C too. In our point of view 
the DEVS-XML representation that we present here can be 
considered as a good starting point for a robust and complete 
representation of DEVS models using XML. 

We follow some conventions to represent a DEVS model 
using XML syntax: 

 All the code needed to fully define the 
simulation model is defined on the “values” xml 
section. 

 The initial conditions of the model is defined in 
the XML as well, using a ”value” attribute 
related to all the variables that defines the state 
of an atomic DEVS model.  

 Also, to represent the value ∞ used in the 
passive states we use ‘inf’ literal value. 

 
Some parts of the XML schema used to represent 

coupled and an atomic models is shown in Figure 6. 
 

 
Figure 6. DEVS XML schema. 

 
The complete definition of the DEVSmodel using XML is 

show next. In Figure 7 is represented the whole DEVS model 
using XML. In Figure 8 the definition of the states is shown. 
Figure 9 shows the definition of the input and the output 
elements. Figure 10 represents the external functions and in 
Figure 11 the time advance and output functions. 

 

 
Figure 7. GG1 DEVS model. 
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Figure 8. States definition. 

 

 
Figure 9. Input and output elements. 

 

 
Figure 10. External an internal functions. 

 

 
Figure 11. Time advance and output functions. 

 
From this DEVS-XML representation, we can obtain an 

equivalent model described using Specification and 
Description Language, using again XML (SDL-XML). 

 

VII. TRANSFORMING FROM DEVS TO SDL 

The transformation algorithm is based on the theoretical 
proposal presented in [14]. In this infrastructure, we 
implement this proposal using the XML representation for 
the SDL and DEVS model (DEVS-XML and SDL-XML). 
This allows us to obtain a new XML file that represents a 
DEVS model. The schema used here to represent the SDL 
model is based on those presented on [10] we only show here 
the more important aspects of the resulting XML file that 
represents the new proposal for the DEVS-XML 
representation. 

 

 
Figure 12. XML representation of the SDL model. 
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In Figure 12, we can see the whole representation of the 
DEVS-XML model, now transformed to a SDL-XML 
representation. We can see, as we can expect, that the model 
contains two processes, the queue and the procesor1. 

 

 
Figure 13. Process queue definition. 

 

In Figure 13 the XML representation using SDL for the 

DEVS queue element is shown. 

VIII. SIMULATING THE DEVS MODEL ON SDLPS 

Regarding the infrastructure used, it is remarkable that 
SDLPS has been build using C++ and C languages. The code 
related to the model is represented using a DLL, and the 
generation of the SDL-XML model is done through a plug-in 
on Microsoft Visio®.  

 

 
Figure 14. SDLPS system loading the DEVS model. 

 
In Figure 14, we can see the DEVS GG1 model on 

SDLPS. Note that it is not represented the DEVS model 

because the Microsoft Visio® plug-in we develop allows the 
generation of the SDL-XML from a SDL Microsoft Visio® 
diagram, but the inverse is not yet implemented (we cannot 
regenerate the diagram form a SDL-XML representation. 

On the left side, we can see the tree that contains all the 
elements that defines the model. 

IX. DISCUSSION 

Several formal languages exists that can be used to 
represent a simulation model, like SDL, DEVS, PetriNets 
[15], or SysML among others. The use of this kind of 
languages in a simulation project is very desirable, because 
clearly differentiates the model form the implementation that 
finally represents the model. Also helps in the understanding 
of the model and helps in the Validation and Verification 
process. However, only few simulators allow working with 
different formal languages in the same environment. 

In this paper, we presented a XML representation for 
atomic and coupled DEVS models with the main goal to 
serve as a starting point to achieve a complete representation 
of a DEVS model. This allows the construction of tools that 
works with DEVS. Also we shown that thanks this 
representation we can implement a transformation algorithm 
between DEVS and SDL, allowing that in a single model we 
can use both formalisms. This simplifies the reuse of 
simulation models, and the collaboration between different 
groups that can use the formal language they prefer to define 
the models. The first issue that is needed to be fixed is that 
only few of them have been standardized, this often implies 
that the XML representation of the models needs to assure 
the inclusion of new features to the language. Also the 
textual representation of these models, needed in order to be 
used in a computer simulator, sometimes does not exists.  

Also, we presented an infrastructure that allows the 
simulation of DEVS and SDL models. This combination of 
both languages can be done thanks the XML representation 
used for DEVS and SDL models. In this infrastructure we 
show that the final user can define the models using common 
simulation tools, like Microsoft Visio®, and thanks a plug-in 
the XML representation can be obtained. 

Now, this infrastructure is currently used in a production 
environment in real simulation projects for different well 
known industries. Those projects help us in the Verification 
of the tool and in the development of some missing plug-ins 
for some of the more common used computer programs in 
the industry. 
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