IARIA

UBICOMM 2016

The Tenth International Conference on Mobile Ubiquitous Computing, Systems,
Services and Technologies

ISBN: 978-1-61208-505-0

October 9-13, 2016

Venice, Italy

UBICOMM 2016 Editors

Sergey Balandin, FRUCT, Finland / ITMO University, Russia
Michele Ruta, Technical University of Bari, Italy

Moeiz Miraoui, Umm al Qura University, KSA



UBICOMM 2016

Forward

The Tenth International Conference on Mobile Ubiquitous Computing, Systems, Services
and Technologies (UBICOMM 2016), held between October 9 and 13, 2016 in Venice, Italy,
continued a series of events addressing fundamentals of ubiquitous systems and the new
applications related to them.

The rapid advances in ubiquitous technologies make fruition of more than 35 years of
research in distributed computing systems, and more than two decades of mobile computing.
The ubiquity vision is becoming a reality. Hardware and software components evolved to
deliver functionality under failure-prone environments with limited resources. The advent of
web services and the progress on wearable devices, ambient components, user-generated
content, mobile communications, and new business models generated new applications and
services. The conference created a bridge between issues with software and hardware
challenges through mobile communications.

Advances in web services technologies along with their integration into mobility, online
and new business models provide a technical infrastructure that enables the progress of mobile
services and applications. These include dynamic and on-demand service, context-aware
services, and mobile web services. While driving new business models and new online services,
particular techniques must be developed for web service composition, web service-driven
system design methodology, creation of web services, and on-demand web services.

As mobile and ubiquitous computing becomes a reality, more formal and informal learning
will take pace out of the confines of the traditional classroom. Two trends converge to make
this possible; increasingly powerful cell phones and PDAs, and improved access to wireless
broadband. At the same time, due to the increasing complexity, modern learners will need
tools that operate in an intuitive manner and are flexibly integrated in the surrounding learning
environment.

Educational services will become more customized and personalized, and more frequently
subjected to changes. Learning and teaching are now becoming less tied to physical locations,
co-located members of a group, and co-presence in time. Learning and teaching increasingly
take place in fluid combinations of virtual and "real" contexts, and fluid combinations of
presence in time, space and participation in community. To the learner full access and
abundance in communicative opportunities and information retrieval represents new
challenges and affordances.

Consequently, the educational challenges are numerous in the intersection of technology
development, curriculum development, content development and educational infrastructure.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it has attracted excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.



The conference had the following tracks:

e Ubiquitous Software and Security

e Mobility

e Context-awareness in Intelligent Systems and Smart Spaces
e Ubiquitous Mobile Services

e Trends and Challenges

e Users, Applications, and Business models

e Ubiquitous Devices and Operative Systems

e Collaborative Ubiquitous Systems

e Smart Spaces and Internet of Things

e Toward Emerging Technology for Harbor Systems and Services

We take here the opportunity to warmly thank all the members of the UBICOMM 2016
technical program committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to
UBICOMM 2016. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the UBICOMM 2016
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope UBICOMM 2016 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the field of
ubiquitous systems and the new applications related to them.

We also hope that Venice, Italy, provided a pleasant environment during the conference
and everyone saved some time to enjoy the unique charm of the city.

UBICOMM Advisory Committee

Jaime Lloret Mauri, Polytechnic University of Valencia, Spain

Sathiamoorthy Manoharan, University of Auckland, New Zealand

Zary Segal, UMBC, USA

Yoshiaki Taniguchi, Kindai University, Japan

Ruay-Shiung Chang, National Dong Hwa University, Taiwan

Ann Gordon-Ross, University of Florida, USA

Dominique Genoud, Business Information Systems Institute/HES-SO Valais, Switzerland
Andreas Merentitis, AGT International, Germany

Timothy Arndt, Cleveland State University, USA

Tewfiq EI Maliki, Geneva University of Applied Sciences, Switzerland

Yasihisa Takizawa, Kansai University, Japan

Jens Haupert, German Research Center for Artificial Intelligence (DFKI), Germany



UBICOMM Industry/Research Chairs

Korbinian Frank, German Aerospace Center - Institute of Communications and Navigation,
Germany

Carlo Mastroianni, CNR, Italy

Michele Ruta, Technical University of Bari, Italy

Jose Manuel Cantera Fonseca, Telefonica Investigacion y Desarrollo, Spain

Yulin Ding, Defence Science & Technology Organization Edinburgh, Australia

Korbinian Frank, German Aerospace Center - Institute of Communications and Navigation,
Germany

Cornel Klein, Siemens AG/Corporate Research and Technologies - Miinich, Germany
Reinhard Klemm, Avaya Labs Research-Basking Ridge, USA

Serena Pastore, INAF- Astronomical Observatory of Padova, Italy

Jyrki T.J. Penttinen, Finesstel Ltd, Finland

Jorge Pereira, European Comission, Belgium

Miroslav Velev, Aries Design Automation, USA

Christoph Steup, FIN - OvGU, Germany

UBICOMM Publicity Chairs

Raul Igual, University of Zaragoza, Spain

Andre Dietrich, Otto-von-Guericke-University Magdeburg, Germany

Rebekah Hunter, University of Ulster, UK

Francesco Fiamberti, University of Milano-Bicocca, Italy

Sonke Knoch, German Research Center for Artificial Intelligence (DFKI GmbH), Germany



UBICOMM 2016

Committee
UBICOMM Advisory Committee

Jaime Lloret Mauri, Polytechnic University of Valencia, Spain

Sathiamoorthy Manoharan, University of Auckland, New Zealand

Zary Segal, UMBC, USA

Yoshiaki Taniguchi, Kindai University, Japan

Ruay-Shiung Chang, National Dong Hwa University, Taiwan

Ann Gordon-Ross, University of Florida, USA

Dominique Genoud, Business Information Systems Institute/HES-SO Valais, Switzerland
Andreas Merentitis, AGT International, Germany

Timothy Arndt, Cleveland State University, USA

Tewfig El Maliki, Geneva University of Applied Sciences, Switzerland

Yasihisa Takizawa, Kansai University, Japan

Jens Haupert, German Research Center for Artificial Intelligence (DFKI), Germany

UBICOMM Industry/Research Chairs

Korbinian Frank, German Aerospace Center - Institute of Communications and Navigation,
Germany

Carlo Mastroianni, CNR, Italy

Michele Ruta, Technical University of Bari, Italy

Jose Manuel Cantera Fonseca, Telefonica Investigacion y Desarrollo, Spain

Yulin Ding, Defence Science & Technology Organization Edinburgh, Australia

Korbinian Frank, German Aerospace Center - Institute of Communications and Navigation,
Germany

Cornel Klein, Siemens AG/Corporate Research and Technologies - Miinich, Germany
Reinhard Klemm, Avaya Labs Research-Basking Ridge, USA

Serena Pastore, INAF- Astronomical Observatory of Padova, Italy

Jyrki T.J. Penttinen, Finesstel Ltd, Finland

Jorge Pereira, European Comission, Belgium

Miroslav Velev, Aries Design Automation, USA

Christoph Steup, FIN - OvGU, Germany

UBICOMM Publicity Chairs
Raul lgual, University of Zaragoza, Spain

Andre Dietrich, Otto-von-Guericke-University Magdeburg, Germany
Rebekah Hunter, University of Ulster, UK



Francesco Fiamberti, University of Milano-Bicocca, Italy
Sonke Knoch, German Research Center for Artificial Intelligence (DFKI GmbH), Germany

UBICOMM 2016 Technical Progam Committee

Afrand Agah, West Chester University of Pennsylvania, USA

Aristotelis Agianniotis, Institute of Information Systems, HES-SO Valais, Switzerland
Rui Aguiar, Universidade de Aveiro, Porutgal

Tara Ali-Yahiya, Paris Sud 11 University, France

Mercedes Amor, Universidad de Malaga, Spain

Timothy Arndt, Cleveland State University, USA

Mehran Asadi, Lincoln University, U.S.A.

Zubair Baig, Edith Cowan University, Australia

Sergey Balandin, FRUCT, Finland

Matthias Baldauf, Vienna University of Technology, Austria

Michel Banatre, IRISA - Rennes, France

Oresti Banos, Kyung Hee University, South Korea

Felipe Becker Nunes, Federal University of Rio Grande do Sul (UFRGS), Brazil

Simon Bergweiler, German Research Center for Artificial Intelligence (DFKI), Germany
Aurelio Bermudez Marin, Universidad de Castilla-La Mancha, Spain

Bruno Bogaz Zarpeldo, State University of Londrina (UEL), Brazil

Jihen Bokri, ENSI (National School of Computer Science), Tunisia

Lars Braubach, University of Hamburg, Germany

Bernd Bruegge, Institut fur Informatik - Technische Universitat Minchen, Germany
Diletta Romana Cacciagrano, University of Camerino, Italy

Jose Manuel Cantera Fonseca, Telefonica Investigacion y Desarrollo, Spain
Juan-Vicente Capella-Hernandez, Universidad Politécnica de Valencia, Spain

Rafael Casado, Universidad de Castilla-La Mancha, Spain

Everton Cavalcante, Federal University of Rio Grande do Norte, Brazil

Davut Cavdar, Middle East Technical University, Turkey

José Cecilio, University of Coimbra, Portugal

Bongsug (Kevin) Chae, Kansas State University, USA

Konstantinos Chatzikokolakis, National and Kapodistrian University of Athens, Greece
Jingyuan Cheng, German Research Center for Artificial Intelligence (DFKI), Germany
Jun-Dong Cho, Sungkyunkwan University, Suwon, South Korea

Sung-Bae Cho, Yonsei University - Seoul, Korea

Mhammed Chraibi, Al Akhawayn University - Ifrane, Morocco

MyoungBeom Chung, Sungkyul University, Korea

Michael Collins, Dublin Institute of Technology, Dublin, Ireland

Andre Constantino da Silva, IFSP, Brazil

Stefano Cresci, IIT-CNR, Italy

Pablo Curiel, DeustoTech - Deusto Institute of Technology, Spain

Klaus David, University of Kassel, Germany

Malcolm Dcosta, University of Houston, USA



Admilson de Ribamar Lima Ribeiro, Universidade Federal de Sergipe - UFS, Brazil
Teles de Sales Bezerra, Federal Institute of Education, Science and Technology of Paraiba (IFPB),
Brazil

Steven A. Demurjian, The University of Connecticut, USA

Yulin Ding, Defence Science & Technology Organization Edinburgh, Australia
Alexiei Dingli, University of Malta, Malta

Roland Dodd, Central Queensland University, Australia

Charalampos Doukas, University of the Aegean, Greece

Jorg Dimmler, Technische Universitat Chemnitz, Germany

Lilian Edwards, University of Strathclyde, UK

Tewfiq EI Maliki, University of Applied Sciences of Geneva, Switzerland

Alireza Esfahani, Instituto de Telecomunicacdes - Pélo de Aveiro, Portugal

Josu Etxaniz, University of the Basque Country, Spain

Andras Farago, The University of Texas at Dallas - Richardson, USA

Ling Feng, Tsinghua University - Bejing, China

Gianluigi Ferrari, University of Parma, Italy

Renato Ferrero, Politecnico di Torino, Italy

George Fiotakis, University of Patras, Greece

Rita Francese, Universita degli Studi di Salerno, Italy

Korbinian Frank, German Aerospace Center - Institute of Communications and Navigation,
Germany

Franco Frattolillo, University of Sannio, Italy

Dieter Fritsch, University of Stuttgart, Germany

Crescenzio Gallo, University of Foggia, Italy

Junbin Gao, Charles Sturt University - Bathurst, Australia

Ping Gao, Aries Design Automation, USA

Shang Gao, Zhongnan University of Economics and Law, China

Dominique Genoud, HES-SO Valais Wallis, Switzerland

Marie-Pierre Gleizes, IRIT, France

Chris Gniady, University of Arizona, USA

Paulo R. L. Gondim, University of Brasilia, Brazil

Francisco Javier Gonzalez Cafiete, University of Malaga, Spain

Ann Gordon-Ross, University of Florida, USA

George A. Gravvanis, Democritus University of Thrace, Greece

Dominic Greenwood, Whitestein Technologies - Zlirich, Switzerland

Markus Gross, ETH Zurich, Switzerland

Bin Guo, Northwestern Polytechnical University, China

Fikret Gurgen, Isik University - Istanbul, Turkey

Christian Guttmann, KI, Sweden / UNSW, Australia

Norihiro Hagita, ATR Intelligent Robotics and Communication Labs, Kyoto, Japan
Jason O. Hallstrom, Clemson University, USA

Jens Haupert, German Research Center for Artificial Intelligence (DFKI), Germany
Arthur Herzog, Technische Universitat Darmstadt, Germany

Hiroaki Higaki, Tokyo Denki University, Japan



Sun-Yuan Hsieh, National Cheng Kung University, Taiwan

Shaohan Hu, UIUC, USA

Xiaodi Huang, Charles Sturt University - Albury, Australia

Javier Alexander Hurtado, University of Cauca, Colombia

Raul Igual, University of Zaragoza, Spain

Marko Jaakola, VTT Technical Research Centre of Finland, Finland

Tauseef Jamal, University Lusofona - Lisbon, Portugal

Jongpil Jeong, Sungkyunkwan University, South Korea

Jun-Cheol Jeon, Kumoh National Institute of Technology, Korea

Ming Jin, UC Berkeley, USAVana Kalogeraki, Athens University of Economics and Business,
Greece

Faouzi Kamoun, Zayed University, UAE

Fazal Wahab Karam, Gandhara Institute of Science and Technology, Pakistan
Nobuo Kawaguchi, Nagoya University, Japan

Subayal Khan, VTT, Finland

Brian (Byung-Gyu) Kim, SunMoon University, South Korea

Kyungbaek Kim, Chonnam National University, South Korea

Soo-Kyun Kim, Samsung Electronics, South Korea

Sung-Ki Kim, Sun Moon University, South Korea

Manuele Kirsch Pinheiro, Université Paris 1 Panthéon Sorbonne, France

Cornel Klein, Siemens AG/Corporate Research and Technologies - Miinich, Germany
Reinhard Klemm, Avaya Labs Research-Basking Ridge, USA

Sonke Knoch, German Research Center for Artificial Intelligence (DFKI), Germany
Eitaro Kohno, Hiroshima City University, Japan

Shin'ichi Konomi, University of Tokyo, Japan

Dmitry Korzun, Petrozavodsk State University / Aalto University, Russia / Finland
Natalie Kryvinski, University of Vienna, Austria

Jeffrey Tzu Kwan Valino Koh, National University of Singapore, Singapore
Frédéric Le Mouél, INRIA/INSA Lyon, France

Nicolas Le Sommer, Université de Bretagne Sud - Vannes, France

Juong-Sik Lee, Nokia Research Center, USA

Valderi R. Q. Leithardt, Federal University of Rio Grande do Sul, Brazil

Pierre Leone, University of Geneva, Switzerland

Jianguo Li, Conversant Media, USA

Yiming Li, National Chiao Tung University, Taiwan

Jian Liang, Cork Institute of Technology, Ireland

Kai-Wen Lien, Chienkuo Institute University - Changhua, Taiwan

Bo Liu, University of Technology - Sydney, Australia

Damon Shing-Min Liu, National Chung Cheng University, Taiwan

David Lizcano Casas, Open University of Madrid (UDIMA), Spain

Jaime Lloret Mauri, Polytechnic University of Valencia, Spain

Jaziel Souza Lobo, Instituto Federal de Sergipe, Brazil

Juan Carlos Lopez, University of Castilla-La Mancha, Spain

Gustavo Lopez Herrera, Research Center on Information and Communication Technologies



(CITIC) - Universidad de Costa Rica, Costa Rica

Jeferson Luis Rodrigues Souza, University of Lisbon, Portugal

Paul Lukowicz, German Research Center for Artificial Intelligence (DFKI), Germany
Lau Sian Lun, Sunway University, Malaysia

Elsa Maria Macias Lopez, University of Las Palmas de Gran Canaria, Spain
Victor Malyshkin, Institute of Computational Mathematics and Mathematical Geophysics RAS,
National Research University of Novosibirsk, Russia

Gianfranco Manes, University of Florence, Italy

Sathiamoorthy Manoharan, University of Auckland, New Zealand

Teddy Mantoro, University of Technology Malaysia, Malaysia

Sergio Martin Gutiérrez, UNED-Spanish University for Distance Education, Spain
Carlo Mastroianni, ICAR-CNR - Rende, Italy

Roseclea Duarte Medina, Universidade Federal De Santa Maria (UFSM), Brazil
Natarajan Meghanathan, Jackson State University, U.S.A.

Nemanja Memarovic, University of Zurich, Switzerland

Andreas Merentitis, AGT Group (R&D) GmbH, Germany

Kathryn Merrick, University of New South Wales & Australian Defence Force Academy, Australia
Elisabeth Métais, CNAM/CEDRIC, France

Markus Meyer, Technische Hochschule Ingolstadt, Germany

Daniela Micucci, University of Milano - Bicocca, Italy

Dugki Min, Konkuk University, South Korea

Hugo Miranda, Universidade de Lisboa, Portugal

Moeiz Miraoui, Gafsa University, Tunisia

Rabeb Mizouni, Khalifa University, UAE

Corrado Moiso, Future Centre - Telecom Italia, Italy

Claudio Monteiro, Science and Technology of Tocantins, Brazil

Costas Mourlas, University of Athens, Greece

Kazuya Murao, Ritsumeikan University, Japan

Pradeep Kumar Murukannaiah, North Carolina State University, USA

Tamer Nadeem, Old Dominion University, USA

Tatsuo Nakajima, Waseda University, Japan

Wolfgang Narzt, Johannes Kepler University - Linz, Austria

Vladimir Nedovi¢, Flavourspace, Netherlands

Rui Neves Madeira, New University of Lisbon, Portugal

David T. Nguyen, Facebook / College of William and Mary, USA

Giang Nguyen, TU Dresden, Germany

Quang Nhat Nguyen, Hanoi University of Science and Technology, Vietnam

Ryo Nishide, Ritsumeikan University, Japan

Gregory O'Hare, University College Dublin (UCD), Ireland

Kouzou Ohara, Aoyama Gakuin University, Japan

Akihiko Ohsuga, The University of Electro-Communications (UEC) - Tokyo, Japan
Satoru Ohta, Toyama Prefectural University, Japan

George Oikonomou, University of Bristol, UK

Carlos Enrique Palau Salvador, University Polytechnic of Valencia, Spain



Agis Papantoniou, National Technical University of Athens (NTUA), Greece

Kwangjin Park, Wonkwang University, South Korea

Ignazio Passero, Universita degli Studi di Salerno - Fisciano, Italy

Serena Pastore, INAF- Astronomical Observatory of Padova, Italy

K. K. Pattanaik, ABV-Indian Institute of Information Technology and Management, India
Misha Pavel, Northeastern University, USA

Wen-Chih Peng, National Chiao Tung University, Taiwan

Jyrki T.J. Penttinen, Finesstel Ltd, Finland

Jorge Pereira, European Comission, Belgium

Nuno Pereira, CISTER/INESC TEC - ISEP, Portugal

Welma Pereira de Jesus, Institute for Pervasive Computing - Johannes Kepler University Linz,
Austria

Thuy Thi Thanh Pham, Hanoi University of Science and Technology, Vietham

Dinh Phung, Deakin University, Australia

Yulia Ponomarchuk, Kyungpook National University, Republic of Korea

Daniel Porta, German Research Center for Artificial Intelligence (DFKI) - Saarbriicken, Germany
Evangelos Pournaras, ETH Zurich, Switzerland

Ivan Pretel, DeustoTech - Deusto Institute of Technology, Spain

Chuan Qin, University of Shanghai for Science and Technology, China

Muhammad Wasim Raed, King Fahd University of Petroleum & Minerals, Saudi Arabia
Elmano Ramalho Cavalcanti, Federal Institute of Education, Science and Technology of
Pernambuco, Brazil

Juwel Rana, Lulea University of Technology, Sweden

Maurizio Rebaudengo, Politecnico di Torino, Italy

Hendrik Richter, LMU - University of Munich, Germany

Jose D. P. Rolim, University of Geneva, Switzerland

Alessandra Russo, Imperial College London, UK

Michele Ruta, Technical University of Bari, Italy

Kouichi Sakurai, Kyushu University, Japan

Johannes Sametinger, Institut fir Wirtschaftsinformatik, Austria

Luis Sanchez, Universidad de Cantabria, Spain

Jose Santa, University Centre of Defence at the Spanish Air Force Academy, Spain
Andrea Saracino, University of Pisa, Italy

Yucel Saygin, Sabanci University, Turkey

Michael Ignaz Schumacher, HES-SO Valais-Wallis, Switzerland

Zary Segall , Royal Institute of Technology, Sweden

Sandra Sendra Compte, Universidad Politecnica de Valencia, Spain

Anton Sergeev, St. Petersburg State University of Aerospace Instrumentation, Russia
M2Angeles Serna Moreno, University College Cork, Ireland

Ali Shahrabi, Glasgow Caledonian University, Scotland, UK

Shih-Lung Shaw, University of Tennessee, U.S.A.

Qi Shi, Liverpool John Moores University, UK

Kazuhiko Shibuya, The Institute of Statistical Mathematics, Japan

Catarina Silva, Polytechnic Institute of Leiria, Portugal



Marjorie Skubic, University of Missouri, USA

Luca Stabellini, The Royal Institute of Technology - Stockholm, Sweden
Radosveta Sokullu, Ege University, Turkey

Animesh Srivastava, Duke University, USA

Xiang Su, University of Oulu, Finland

Alvaro Suarez Sarmiento, University of Las Palmas de Gran Canaria, Spain
Kare Synnes, Lulea University of Technology, Sweden

Apostolos Syropoulos, Greek Molecular Computing Group, Greece
Ryszard Tadeusiewicz, AGH University of Science and Technology, Poland
Tetsuji Takada, The University of Electro-Communications - Tokyo, Japan
Kazunori Takashio, Keio University, Japan

Yoshiaki Taniguchi, Kindai University, Japan

Adrian Dan Tarniceriu, Ecole Polytechnique Federale de Lausanne, Switzerland
Markus Taumberger, VTT Technical Research Centre of Finland, Finland
Nick Taylor, Heriot-Watt University, Edinburgh, UK

Said Tazi, LAAS-CNRS, Université de Toulouse / Université Toulousel, France
Manos Tentzeris, Georgia Institute of Technology, USA

Tsutomu Terada, Kobe University, Japan

Maurizio Tesconi, IIT-CNR, Italy

Stephanie Teufel, University of Fribourg, Switzerland

Parimala Thulasiraman, University of Manitoba, Canada

Lei Tian, University of Nebraska-Lincoln, USA

Marco Tiloca, University of Pisa, Italy

Piotr Toczyski, Maria Grzegorzewska University, Warsaw, Poland

Jan Top, Wageningen UR - Vrije Universiteit Amsterdam, Netherlands
Chih-Cheng Tseng, National Ilan University, Taiwan

Jean Vareille, Université de Bretagne Occidentale - Brest, France
Dominigque Vaufreydaz, INRIA Rhone-Alpes, France

Miroslav Velev, Aries Design Automation, USA

Massimo Villari, Universita' di Messina, Italy

Baobing Wang, Facebook HQ, USA

Wei Wei, Xi’an University of Technology, China

Woontack Woo, Korea Advanced Institute of Science and Technology (KAIST), South Korea
Chao-Tung Yang, Tunghai University, Taiwan

Xiao Yu, Aalto University, Finland

Zhiwen Yu, Northwestern Polytechnical University, China

Mehmet Erkan Yiiksel, Istanbul University Turkey

Hao Lan Zhang, Zhejiang University, China

Gang Zhao, National University of Singapore, Singapore

Natasa Zivi¢, University of Siegen, Germany

Claudia Liliana Zuiiiga, University of Santiago de Cali, Colombia



Copyright Information

For your reference, this is the text governing the copyright release for material published by IARIA.

The copyright release is a transfer of publication rights, which allows IARIA and its partners to drive the
dissemination of the published material. This allows IARIA to give articles increased visibility via
distribution, inclusion in libraries, and arrangements for submission to indexes.

I, the undersigned, declare that the article is original, and that | represent the authors of this article in
the copyright release matters. If this work has been done as work-for-hire, | have obtained all necessary
clearances to execute a copyright release. | hereby irrevocably transfer exclusive copyright for this
material to IARIA. | give IARIA permission or reproduce the work in any media format such as, but not
limited to, print, digital, or electronic. | give IARIA permission to distribute the materials without
restriction to any institutions or individuals. | give IARIA permission to submit the work for inclusion in
article repositories as IARIA sees fit.

I, the undersigned, declare that to the best of my knowledge, the article is does not contain libelous or
otherwise unlawful contents or invading the right of privacy or infringing on a proprietary right.

Following the copyright release, any circulated version of the article must bear the copyright notice and
any header and footer information that IARIA applies to the published article.

IARIA grants royalty-free permission to the authors to disseminate the work, under the above
provisions, for any academic, commercial, or industrial use. IARIA grants royalty-free permission to any
individuals or institutions to make the article available electronically, online, or in print.

IARIA acknowledges that rights to any algorithm, process, procedure, apparatus, or articles of
manufacture remain with the authors and their employers.

I, the undersigned, understand that IARIA will not be liable, in contract, tort (including, without
limitation, negligence), pre-contract or other representations (other than fraudulent
misrepresentations) or otherwise in connection with the publication of my work.

Exception to the above is made for work-for-hire performed while employed by the government. In that
case, copyright to the material remains with the said government. The rightful owners (authors and
government entity) grant unlimited and unrestricted permission to IARIA, IARIA's contractors, and
IARIA's partners to further distribute the work.



Table of Contents

Private Data Protection in Ubiquitous Computing
Malika Yaici, Samia Ameza, Ryma Houari, and Sabrina Hammachi

Browser-to-Browser Authentication and Trust Relationships for WebRTC
Ibrahim Tariq Javed, Khalifa Toumi, and Noel Crespi

Towards Trusted Operated Servicesin the Internet of Things
Pascal Urien

Memguard, Memory Bandwidth Management in Mixed Criticality Virtualized Systems - Memguard KVM
Scheduling
Nicolas Dagieu, Alexander Soyridakis, and Daniel Raho

Intelligent Wearables
Alexiei Dingli and Luca Bondin

An Application and Hardware for Repetition Images in Special Effects Shooting
Myoungbeom Chung

A modification of Wu and Palmer Semantic Similarity Measure
Djamel Guessoum, Moeiz Miraoui, and Chakib Tadj

Energy Saving in a Smart Waiting Room Using Context-aware Services Adaptation
Moeiz Miraoui and Manel Guizani

Machine Learning Technologiesin Smart Spaces
Soumia Belaidouni and Moeiz Miraoui

Toward SoC/SoPC Architecture in Low Power Consumption for Wireless Sensor Networks

Manel Elleuchi, Wassim Jmal, Abdulfateh Abdulfattah M. Obeid,, Mohammed S. Ben Saleh, and Mohamed Abid

Design of Multiple Clouds based Virtual Desktop Infrastructure Architecture for Service Mobility
Dongjae Kang, Sunwook Kim, and Youngwoo Jung

Verifying Scenarios of Proximity-based Federations among Smart Objects through Model Checking
Reona Minoda, Yuzuru Tanaka, and Shin-ichi Minato

Network Layer Dependability Benchmarking: Route identification
Maroua Belkneni, M.Taha Bennani, Samir Ben Ahmed, and Ali Ben Ahmed

16

21

28

36

42

a7

52

56

61

65

72



Towards Security Solutionsin 10T Sensor Network and Middleware 78
Cicero Woshington Saraiva Leite, Fabio Lucas Faleiro Naves, Leonardo Lourenco Lacerda, Cicero Samuel
Clemente Rodrigues, and Geiziany Mendes da Slva

Primary Access Proceduresin M2M Networks 84
Abdullah Balci and Radosveta Sokullu

Problemsin Adopting Middlewares for |0T : A Survey 90
Marcos Gregorio, Roberto Santos, Cleber Barros, and Geiziany Slva

A Review of User Interface Description Languages for Mobile Applications 96
Nikola Mitrovic, Carlos Bobed, and Eduardo Mena

A Motivational Study regarding loT and Middleware for Health Systems 102
Andre Pedroza dos Santos, Dalfrede Welkener Soares Lima, Fhelipe Siva Freitas, and Geiziany Mendes da Siva

Vehicular Ad Hoc Networks: A Focused Survey - Advances and Current | ssues 107
Priscila Copeland Palmeira and Marcos Pereira dos Santos

R2TCA: New Tool for Developing Reconfigurable Real-Time Context-Aware Framework -Application to 113
Baggage Handling Systems-
Soumoud Fkaier, Mohamed Romdhani, Mohamed Khalgui, and Georg Frey

Wireframe Mockups to ConcurTaskTrees 120
Miroslav Sili, Christopher Mayer, and Daniel Pahr

Stochastic Models of Traffic Flow Balancing and Management of Urban Transport Networks 126
Sergey Lesko, Dmitrii Zhukov, and Anton Alyoshkin

New Reconfigurable Middleware for Adaptive RTOS in Ubiquitous Devices 131
Aymen Gammoudi, Adel Benzina, Mohamed Khalgui, and Daniel Chillet

Comparing loT Platforms under Middleware Requirementsin an 10T Perspective 138
Thiago Gregorio, Artur Oliveira, Daniel Melo, and Geiziany Siva

ZiZo: A Complete Tool Chain for the Modeling and Verification of Reconfigurable Function Blocks 144
Safa Guellouz, Adel Benzina, Mohamed Khalgui, and Georg Frey

Service and Workflow Engineering based on Semantic Web Technologies 152
Volkan Gezer and Smon Bergweiler

CloudFlow - An Infrastructure for Engineering Workflows in the Cloud 158
Havard Heitlo Holm, Jon M. Hjelmervik, and Volkan Gezer



Intelligent Agent-Based A pproach for Real-Time Reconfiguration of Cloud Application 166
Walid Bouzayen, Hamza Gharsellaoui, and Mohamed Khal gui

Role of Mobile OS and LBS Platform in Design of e-Tourism Smart Services 172
Ekaterina Balandina, Sergey Balandin, Yevgeni Koucheryavy, and Mark Zaslavskiy

An Experimental Study of Personalized Mobile Assistance Service in Healthcare Emergency Situations 178
Alexander Borodin, Nikolay Lebedev, Andrew Vasilyev, Yulia Zavyalova, and Dmitry Korzun

Personalizing the Internet of Things Using Maobile Information Services 184
Dmitry Korzun and Sergey Balandin

Performance Evaluation Suite for Semantic Publish-Subscribe Message-oriented Middlewares 190
Fabio Viola, Alfredo D'Elia, Luca Roffia, and Tullio Salmon Cinotti

Supporting Environmental Analysis and Requalification of Taranto Sea: an Integrated ICT Platform 197
Floriano Scioscia, Agnese Pinto, Filippo Gramegna, Giovanna Capurso, Danilo De Filippis, Raffaello Perez de
Vera, and Eugenio Di Sciascio

An Ontology-Based Affective Computing Approach for Passenger Safety Engagement on Cruise Ships 203
Annarita Cinquepalmi and Umberto Straccia

From the Physical Web to the Physical Semantic Web: Knowledge Discovery in the Internet of Things 209
Michele Ruta, Saverio leva, Giuseppe Loseto, and Eugenio Di Sciascio



UBICOMM 2016 : The Tenth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

Private Data Protection in Ubiquitous Computing

Malika Yaici Samia Ameza Ryma Houari and Sabrina Hammachi
Laboratoire LTI Computer Department, University of Bejaia
University of Bejaia Bejaia, 06000, Algeria
Bejaia, 06000, Algeria *ameza_samia@yahoo.fr  fri.houari@hotmail fr
yaici_m@hotmail.com thassiba_rima@yahoo.fr

Abstract—A system in ubiquitous computing consists of a large care and safety where the end-user has authorized credentials
amount of heterogeneous users and devices that communicate anonymity.

with each other. Users in this dynamic field communicate with . .
lightweight and autonomous devices, which accentuate security In [3], the author uses the framework of contextual integrity
problems and make them more complex. The existing mechanisms related to privacy, developed by Nissenbaum in 2010 [4], as
and solutions are inadequate to address new challenges mainly a tool to understand citizen’s response to the implementation
for problems of authentication and protection of privacy. In this of 10T related technology in a supermarket. The purpose was
paper, a new security architecture called Tree Based distributed to identify and understand specific changes in information
Privacy Protection System is proposed. It supports protection of  practices brought about by the loT that may be perceived
users private data and addresses the shortcomings of systems 55 privacy violations. Issues identified included the mining of
like GAIA, OpenID and User-directed Privacy Protection (UPP). - \hagical data, invasive targeted advertising, and loss of auton-

Furthermore, it takes into account the domain dissociation . . -
property, in order to achieve decentralized data protection. omy through marketing profiles or personal affect monitoring.

Dhasarathan et al. [5] present an intelligent model to
protect user’'s valuable personal data based on multi-agents.
A hybrid hash-based authentication technique as an end point
lock is proposed. It is a composite model coupled with an
|- INTRODUCTION anomaly detection interface algorithm for cloud user’s privacy

The growing number of Internet users and the imegraﬂmpreserving (intrusion detection, unexpected activities in normal
of mobile clients has changed distributed computer sciencd€havior).

by allowing the creation of smart and communicating envi-  |n [6], the authors focus on information privacy protection
ronments, thus offering to the user the opportunity to maken a post-release phase. Without entirely depending on the
interactions with its environment and its equipments easily an¢hformation collector, an information owner is provided with
transparently leading to the concept of ubiquitous computingpowerful means to control and audit how his/her released

lts origins date back to 1991, when Mark Weiser [1] nformation will be used, by whom, and when. A set of

presented his futuristic vision of the 21st century computing byinovative owner-controlled privacy protection and violation
establishing the foundations of pervasive computing. It aim etection techniques have been proposed: Self-destroying File,

to integrate computer technology in man's everyday life in utation Engine System, Automatic Receipt Collection, and

various fields (Health, Public services, etc.). To improve inter/1on€y Token-based Privacy Violation Detection. A next gen-

activity, it offers the user the ability to access various feature§'ation privacy-enhanced operating system, which supports the

and services of its environment and from any mobile devicd’©P0Sed mechanisms, is introduced. Such a privacy-enhanced

(personal digital assistant PDA, tablet computer, smartphoné’,perating system stands for a technical breakthrough, which

etc). The emergence of these devices has created new secuMje’S New features to existing operating systems.

problems for which solutions and existing mechanisms are Efficiency and scalability become critical criteria for pri-
inadequate, especially concerning the problems of authentiracy preserving protocols in the age of Big Data. In [7], a
cation and users’ private data protection. In such a system, théew Private Set Intersection (PSI) protocol, based on a novel
existence of a centralized and homogeneous security policy igpproach called oblivious Bloom intersection is presented.
in fact not desirable. It is therefore necessary to give moréfhe PSI problem consists of two parties, a client and a
autonomy to security systems, mainly by providing them withserver, which want to jointly compute the intersection of their
mechanisms establishing dynamic and flexible cooperation angtivate input sets in a manner that at the end the client learns
collaboration. the intersection and the server learns nothing. The proposed

Mobile devices and the Internet of Things (IoT) presentPrOtoco! uses a two-party computation approach, which makes
se of a new variant of Bloom filters called by the author

some problems such as incorrect location information, privac X .
violation, and difficulty of end-user control. A conceptual %glrit\)/li?)ﬁsBll?gggqnjllltﬁgfsgggotge new approach is referred to as

model is presented in [2] to satisfy requirements which in-
clude a privacy-preserving location supporting protocol us- Private Information Retrieval (PIR) protocols allow users to
ing wireless sensor networks for privacy-preserving child-learn data items stored on a server which is not fully trusted,

KeywordsUbiquitous Computing; Security; Private Data Pro-
tection; Privacy; Integrity.
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without disclosing to the server the particular data elemenA. Ubiquitous features
retrieved. In [8], the author investigates the amount of data The main features of ubiquitous environment are the user
disclosed by the the most prominent PIR protocols during nobility and the roIiferationqof light devices, communicatin
single run. From this investigation, mechanisms that limit theth K liaht g irel inf gt A T’h th 9_
PIR disclosure to a single data item are devised. rough light and wir€less inirastructure. 1hus, the conver
gence of terrestrial infrastructure (Local Area Network LAN,
Releasing sensitive data while preserving privacy is a probfiber optic, etc.) and mobility (Global system for mobile GSM,

lem that has attracted considerable attention in recent yeardG and WIFI) enables users to have access to a vast and
One existing solution for addressing the problem is differentialimitless network of information and services regardless of
privacy, which requires that the data released reveals littiplace and time. All these features create complex security prob-
information about whether any particular individual is presenems. This requires the introduction of advanced authentication
or absent from the data. To fulfill such a requirement, a typicamethods, the management and distribution of security keys
approach adopted by the existing solutions is to publish a noislgetween the various entities on the network, while respecting
version of the data instead of the original one. The authothe constraints of wireless networks, such as the radio interface
of [9] considers a fundamental problem that is frequentlycapacity and mobile devices, resources that represent the

encountered in differentially private data publishing: Givenbottleneck of such networks.

a setD of tuples defined over a domail, the aim is to

decomposé into a setS of sub-domains and publish a noisy B. Security Requirements

count of the tuples contained in each sub-domain, such that
S and the noisy counts approximate the tuple distribution

The main issues that must be addressed in terms of security

in D as accurately as possible. To remedy the deficiency of'® [10]:

existing solutions, the author presents PrivTree, a histogram 1)
construction algorithm that adopts hierarchical decomposition

but completely eliminates the dependency on a predefined limit 2)
h on the recursion depth in the splitting ©f 3)

Middleware is an essential layer in the architecture of 4)
ubiquitous systems, and recently, more emphasis has been 5)
put on security middleware as an enabling component for
ubiquitous applications. This is due to the high levels of per- 6)
sonal and private data sharing in these systems. In [10], some 7)
representative security middleware approaches are reviewed 8)
and their various properties, characteristics, and challenges are
highlighted.

Authentication mechanisms and credential manage-
ment

Authorization and access control management
Shared data security and integrity

Secure one-to-one and group communication
Heterogeneous security/environment requirements
support

Secure mobility management

Capability to operate in devices with low resources
Automatic configuration and management of these
facilities.

To guarantee the security of ubiquitous systems, they must

The objective of our work is to develop an architecturemeet the following requirements as defined in [11]:

that meets the security constraints of the ubiquitous systems
that support the protection of user’s private data. The idea is ®
to consider the separation of different user data on separate
domains, so that an intruder never reaches all of the user’s
private information and protect them against unauthorized and
unwanted access and limit the transmission of such sensitive
data.

The paper is organized as follows: after this introduction,
some existing research works on the domain are presented
in Section 2 (Ubiquitous environment security requirements)
and Section 3 (GAIA, OpenID and UPP) with a comparison
between them. Then, in Section 4, the proposed system is given
with an illustrative example. An improved solution based on a
tree structure is presented in Section 5 with some algorithms
and a comparison with the pre-cited existing solutions. A
conclusion and some perspectives finish this paper.

Il. SECURITY IN UBIQUITOUS SYSTEMS

Ubiquitous systems are mainly distributed, reactive to
context, and deal with user personnel data. It is therefore e
necessary to give more autonomy to their security systems,
mainly by providing them with mechanisms through dynamic
and flexible cooperation and collaboration to ensure the smooth
flow of data in this system. We must develop robust protocols
that ensure high confidence in the services and minimize the
vulnerabilities of such systems.

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-505-0

Decentralization: Ubiquitous environment is designed
to allow the user and all its resources to be accessible
anywhere and anytime. The mobile user must have
access to his attributes, and prove his identity in
this environment without claiming all the time the
centralized server of his organization. The security
policy implementation should be as decentralized as
possible.

Interoperability: The heterogeneity is a feature of
ubiquitous applications. The proposed solution in-
volves the implementation of a decentralized system
for collaboration and interaction between heteroge-
neous organizations.

Traceability and non-repudiation: The design of a
completely secure ubiquitous system is impossible.
But, the implementation of mechanisms to quickly
identify threats or attacks (such as non-repudiation /
tracking) provides an acceptable issue.

Transparency: Ubiquitous computing aims to simplify
the use of its resources. In ubiquitous applications and
environments, the problems of authentication are more
complex because of the lack of unified authentication
mechanism. Several techniques have been designed to
make user authentication easy and done in a transpar-
ent manner (Single Sign On).
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e Flexibility: New authentication techniques have
emerged such as biometrics, Radio frequency iden
tification (RFID), etc.. Thus, a security system for
ubiquitous environment must be able to integrate thes:
different means of identification and adapt authentica-
tion mechanisms to the context of the user, and the
capacity and the type of used devices.

e Protection of Privacy: The identity and attributes of a
person are confidential information that is imperative

to protect. To secure these data we must implemen i)

protocols that protect and ensure confidentiality.

1. PRIVACY IN UBIQUITOUS SYSTEMS

The implementation of security solutions in ubiquitous
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environments has many constraints, like limited capacity o
batteries, device mobility and limited time response. Severz
security systems providing authentication have been proposed
and we chose to detail three of them: GAIA, OpenID and UPP.

1) GAIA: GAIA [12] is a system proposed by the Uni-
versity of lllinois which provides an infrastructure to build
applications for the ubiquitous environment. GAIA security is e
integrated as a component of the architecture known as the
GAIAOS Security, which includes a central service Cerberus
integrating authentication and access control. GAIAOS Secu-
rity uses the identity as a basis and provides the ability to
authenticate the user regardless of the capacity of used devices
by using different methods such as conventional mechanisr‘rgut
login / password or smart cards.

Figure 1: Openld authentication process [13]

Authentication Manager: manages the personal infor-
mation and authentication information.

Control Center: the part that controls the equipment
and contents.

The user uses a personal device (a PDA for example) to
henticate to the security manager of a domain, in order to
request a service. The service provider checks if the user man-

2) Openld: OpenlD is an authentication system designedages its list of access information (login, password) himself.
for the World Wide Web. It allows users to authenticate tolf so, before entering the service, he transfers its access policy
multiple sites (which support this technology), without havingto the domain manager. The latter "negotiates” the policy with
to remember one login for each, but using only once a uniquéhe user and sends this information to a general manager. The
identifier of type URI (Uniform Resource Identifier) which is authentication process is as follows (Figure 2):

obtained by one of the OpenID providers [13]. Three main
actors are involved in authentication:

e The end user (client)

e The Consumer (Relying Part: RP) 2)
e The identity provider (OpenlD Provider: OP / IDP
Identity Provider) 3)
The authentication process during a connection is as fol-
lows (Figure 1): 4)

1) The client provides URI of his profile OpenID to the
consumer site (RP).

2) The RP contacts the OpenlID provider’s site (OP). 5)

3) Both RP and OP exchange digital information gener-
ating a "shared secret”

4) The consumer site (RP) redirects the client in a
transparent way to OP.

5) The client authenticates to the provider site (OP).

6) The provider site (OP) redirects the client to the
consumer (RP) with the authentication result.

3) User-directed Privacy ProtectionThe authors in [14] .
proposed an architecture named User-Directed Privacy Pro-
tection (UPP) that allows users to control their information
themselves in order to access services. The UPP architecture
consists of two parts:

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-505-0

Pre-authentication of each security manager of a
domain will be established by the manager of global
certification.

The user authenticates to the security manager of the
new domain, it issues a temporary certification to the
user by using an encrypted channel.

If the user requests a service to the new domain,
it requires a new user authentication for access to
Global Authentication Manager.

The new domain requires a certification to the man-
ager of global certification, and it confirms the request
(offer a certificate).

The manager of global certification requests personal
information to the Global Authentication Manager.
The latter provides the necessary information.

A. Synthesis

In this section, we will compare the different approaches
based on the requirements of ubiquitous computing security.

Decentralization: Security systems described here are
based on the centralization of user data. Security GA-
IAOS backups user data in server Cerberus, OpenlD
has a third party (the identity provider OP) which is

the only dedicated server for data storage and users
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Temporary | The development of Web services, the vast heterogeneity
of the connection techniques and conditions of communication

(including bandwidth), the proliferation of mobile devices,

A. Problem Positioning

Temporar

__Request confirmation_|

request mobile and ubiquitous computing increase significantly the
' Authentication _| ! risks related to the protection of user’s privacy. Implemented
(@) certifying request security policies impose protocols that enable the conservation

and management of personal data, and limit their transmissions
from mobile devices as well as their movement within the
network. This is a good approach to avoid some attacks like
sniffing.

__ Personal data .
request

I

®
| | Personal data
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The security solutions presented previously are typically
. o ) based on backing up data on a single server. The private data of
Figure 2: UPP authentication algorithm [14] the user are stored on a single server, the invocation (request) to
a secure service by a user, will acquire its data from the server
after an authentication procedure. These solutions however

suffer from two deficiencies: the first is the inability to access

authentication, and the manager of the global autheng,o 515 without a reliable connection, secure, permanent

tication server is the only server that architecture UPF,y tast server, a set of conditions difficult to meet in any
uses to collect users’ certificates.

environment. The second is the centralization of data on a
Interoperability: Users must have mobile access to thesingle server which represents a vulnerability because if the
site to which they are affiliated, and to the other remoteServer is compromised the entire system will be.

sites, in o_r_der to _obtaln the dgswed_s_erw_ces. The_ IN- As part of our project, we will mainly deal with the
teropera_blhty of d|fferent security poI|C|e§ is essential. following two issues:

OpenlD is a great innovation in terms of interoperable

solutions for authentication and identity management e How to protect private data of the mobile user in a

on the Internet. GAIAOS Security does not support transparent way, easily and without being intrusive?
collaboration between organizations, which restricts )
the security policy to the local domain only. e How to decentralize the data and the user’'s personal

information in a fast and secure manner?

Traceability: Traceability is very important; it is based
on mechanisms to ensure non-repudiation in order t ;
track any person who committed the fraud. GAIA,%' The Proposed Architecture
OpenID and UPP have the advantage of traceability To satisfy ubiquitous environmental security requirements
that allows the account owner to have a history of itssuch as decentralization, flexibility and protection of private
subscriptions. data, we opted for a hierarchical architecture. The principle

. of this solution is the distribution of the user data on a set of
Transparency: GAIAOS and OpenlD provide a way servers so that each of them contains only the information
to reduce the interaction of the user during the au-eedeqd for user authentication and the servers (nodes) are
thentication process. The UPP architecture and thejisyriputed randomly over a virtual structure. This data is
propositions given in [2] and [6] do not provide g.attered in the system as follows:
this feature because users control their information
themselves to access services. e Personal data is not on a single server, but on multiple

Flexibility: the diversity of devices used in ubiquitous different servers.

computing ensures that the mobile user has the ability e No server owns the totality of a particular client
to connect and interact with its environment by using personal data.

different techniques of identification. GAIAOS, UPP

and OpenlD provide the ability to authenticate the user ~ The entities involved in this architecture are as follows:

regardless of the capacity of the used devices.
g pacity e The user: a human being (client), who is the consumer

Protection of Privacy: It is necessary to protect the of the service.
identity and private data of mobile users. OpeniID,
GAIA and UPP are interesting approaches that allow
the protection of private data of mobile users, but has
the disadvantage of storing different user privileges on
a server that is accessible all the time, this makes these o Domains: A domain represents a business, a service

systems vulnerable. provider (music, videos, bank, etc.).

e Generator of identifier (GenlID): a node that is respon-
sible for generating a unique identifier for users during
their registration in the system.

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-505-0 4
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The architecture is based on the following hypothesis:  personal information in order to protect the private data of

users.
e The architecture is ephemeral and only the request
message and the transmission of personal information Alice
uses the links. Birth date
¢ No node knows the entire structure. Doctor— Security 1D
e A node knows only its successors and its predecessor. Photo
e A pre-authentication of the domains of the environ-
ment is performed using a third party authentication. Alice
e Each user has at least one certificate (issued by his Bank Professor
domain of affiliation) and can acquire others in other ank= 1 Fingerprint
domains.

Bank account ID

Each user has a universal identifier, distributed among all
domains at its first registration in the system, which allowsD. The Broadcast Distributed Privacy Protection System Ar-
gathering its data. Some user data can be replicated on sorbitecture
servers, but each of them stores the personal information
necessary to it and the additional information obtained froma d
other nodes are deleted.

To achieve decentralization of private data, we proposed
istributed architecture named Broadcast distributed privacy
protection system (BDPPS) based on the decentralization of
] private data, so a hierarchical architecture is needed. To reflect
C. lllustrative Example structural relationships and hierarchies, we used a binary tree.

Suppose Alice has an identity certificate containing herf e adva_ntages of binary trees are weII.knoyvn:fI(_axibiIity, easy
name, photograph, date of birth, address, Social Securi&onstructlon and management (searching, insertion), etc.

number, fingerprint, account number, her public key and her The basics of this architecture are as follows:
profession.
e Private user data is distributed on a set of servers so

Alice that each one contains only the information necessary
Professor for its operation.

2|rth date e The domains are distributed over the nodes of the tree

. ecurity 1D i
Alice complete oot y in a random manner.
identity certificate hoto e If a domain needs the private data of a user who

Fingerprint depends on another domain, a search request will be
Public key broadcasted on all system nodes.

Address e Upon receipt of the response, there is a deadline for
Bank account ID the additional data to be deleted.

. The major drawback of this architecture is the large number
If she wants to rent a car, Alice must present a document requests sent through the tree when searching private

(certificate) confirming the user name and some personghiormation. To remedy this problem we decided to improve
information such as her photo and address. However, the sang proposal, based on how to divide the domains in the
document may contain other information that Alice does norsystem. ’

wish to divulge, such as age or job.

Alice V. |IMPROVED SOLUTION

Protessor To minimize the number of messages circulating in the tree

Birth-date and increase the quality of service, we proposed an improved

Security+B architecture named Tree Based distributed privacy protection
C tal> ¢ Photo system (TBDPPS). The idea is to increase the probability of

arren ! ) finding the sought data by depth-first traversal of the tree, and

Fingerprint to arrange these data in a complementary manner with between

Public key two close nodes (servers).

Address The organization of services is done in a manner allowing

Bank-accountib the users data to be structured in a complementary and easy

way. The sent request follows a tree structure in depth in order

This case is not unique. During a consultation with ato increase the probability of finding the researched data. If a
doctor, Alice must be able to present a document showingerver needs more information, instead of asking the user, it
only the name, date of birth and social security number. Thigetrieves them from the nearest server in the tree. Each node
illustrates the need for mechanisms for the decentralization cferver is supposed to receive a request from a parent node or a

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-505-0 5
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data : the set of data conveyed by requests/responses.

found : a Boolean variable (initialfFALSE).

1) User registration: When a user submits a registration
request to a domain in the system for the first time, this domain

Internet
Provider

sends a request to the GenID node. This node first verifies the
@ validity of the request (a real new user), if it is valid it generates
; . i 5 ok a unique identifier (a numeric or alphanumeric string), then
s E 4 v N N\ broadcasts it on the tree. The algorithm implemented on the
GenlID node is given in Algorithm 1.

Figure 3: The tree broadcast distributed privacy protectiorlAIgorIthm L User registration

system principle Require: Request by a new user
Ensure: User identifieruserID .
1: if new userthen
2:  if current node code = GenID codeen
child node for some specific information that he has but they a: generate aiserID to user
don't. 4; end if
. T .5 register user to domain
~ For exam_ple a service that has an activity like downloading 6 se%d (codD, reqID , userID ) to child nodes.
videos, music, etc., it would be better to have the bank node7, end if
as a closest neighbour, in order to complete the transaction-
process as quickly as possible (Figure 3).

2) Service requestWhen a user requests a service to a
This distribution of domains offers various advantages: domain the latter searches its database to retrieve the user's
. L private data. If there is a lack of information necessary for a
e Message number Reduction flowing in the tree. proper operation of the service, the server propagates a request
e Increase in the quality of service. containing some parameters in its sub-tree to find the missing
o data simultaneously. If the answer obtained from its sub-tree
e Simplicity and ease of personal data management. g negative then the request will be sent to the parent node.

The search stops when the initiator domain has recovered
all the necessary data, or has received the request sent by a

Following the previous example, by using her PDA Alice node (child for the root node or parent for other domain) and
was authenticated with a car rental service to rent a cathe variable found is false. The main steps are as follows:
According to the proposed architecture, it is the car rental

server that will retrieve data about the payment (account. St€P1 The user submits a service request to a domain as
Identifier). given in Algorithm 2.

A. Example

The server prepares a query that contains the necessafygorithm 2 Service request Algorithm
parameters such as domain code, the user ID and the needg@quire: Request by a user affiliated to domain
data (Bank account ID), and then sends them to his child nodgs,gre: Satisfaction of a service
on the tree. The latter seeks the ID of the user and the accouni. if gata c privateData  then
number, if they have the desired data they send the responsg.  gervice satisfied
request containing the necessary information, if not they send,. g|se
the request to their child nodes and so on. If no child node ,,  send (codD, reqiD , userlD , data , found ) to
exist then the request is sent to its parent node. The car rental  pild nodes
service node and the bank node belong to the same subtree;. on( if
as shown in Figure 3.

) Step2 The receipt of the request by another domain: Upon
B. Algorithms receipt of this request, the domain checks if the user ID and

In the following section, the different algorithms executeddata exists, if yes it will formulate a response containing the
by the tree’s nodes are described and they use the followinfpund data and sends to the sendeodD of the request),
defined variables: otherwise it sends the request to his child nodes, if they exist,

) ) or to its parent node. The result is given in Algorithm 3.
codD: The domain code which sends the research request. )
The statementlata «privateData concerns only the

reqlD : Request identifier. wanted data from the s@rivateData
userID : User identifier. Step3 The receipt of the request by the issuer: Upon receipt
; ) ; ; of the request, the issuer verifies the boolean vari&hled
dorﬁgi\;]ateData + The set of private data belonging to a if it is true. Then it compares the data received with the data

sought and if all the data are found then the service is executed,
Ldata : the set of sought data by the request issuer.  otherwise the issuer will make another request by omitting

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-505-0 6
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Algorithm 3 Request reception Algorithm

Require: RequestfodD, reqlD , userlD , data , found )

Ensure: Collect missing private data

1: if (userlD € domain) && (data C privateData
then

2. found <« TRUE

3: data «privateData

4: send (codD, reqlD , userlID , data , found ) to
codD node

5: else

6: if 3 child nodesthen

7 send (codD, reqID , userIlD , data , found ) to
child node

8. else

9: send (codD, reqID , userIlD , data , found ) to
parent node

10:  end if

11: end if

VI. SYNTHESIS

We have proposed a solution that solves the problem of
data privacy for mobile users. Our proposal is to define a new
architecture that takes into account the separation of different
domains in the system and corresponds to a tree. The user’s
personal data are distributed across a set of servers so that none
will ever have all the user’s private data except those required
for its operation.

all the found data and sending it to another child if it exists

or to the parent to explore another sub-tree. The service is
unsatisfied when the issuer receives the request by one of its
neighbors (child for the root and parent for other nodes) and

the variablefound
the cardinal of a set. Algorithm 4 illustrates this step.

Algorithm 4 Issuer request reception Algorithm
Require: RequestfodD, reqlD , userlD , data , found )
Ensure: Satisfaction of a service.

1: if found =TRUEthen

2: if card (Ldata ) = card (data ) then

3: Service satisfied

4. else

5: data « Ldata -data

6: send (codD, reqID , userIlD , data , found ) to
child node

7. endif

8: else

9: if parent node not visitethen

10: send (codD, reqID , userlD , data , found ) to
parent node

1.  else

12: Service not satisfied

13:  end if

14: end if

The statementlata <« Ldata -data concerns the case

is FALSE The term ‘tard ” stands for

whendata contains more than one item, so the found items

are retrieved from the selata to continue the search for the

rest of items.

If a service is satisfied thedata

is deleted after a fixed

delay. If all the links of the tree exist, then all the needed data
exist on the tree and it will be found. In this case the searching

time will be at maximum the time of parallel browsing of the

tree (height size).

A service cannot be satisfied if the needed data is not found, e
and this is possible only if the concerned server node (which
has the data) or the links are down. In this case a request is

repeated after a random delay.
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Decentralization: In the proposed system, the different
domains making up the ubiquitous environment do not
share user’s private data. Each domain maintains a
subset of the user’'s necessary data.

Interoperability: the collaboration between the nodes
of the system is done to allow a collection of different
private data that a domain needs. Each system node
can communicate with other remote nodes across his
neighbors, by sending the different requests.

Transparency: the TBDPPS system reduces the inter-
action of the user during the authentication process
and service request. Indeed, a user authenticates first
to a service then can acquire other services in an easy
and intuitive way, because it is the first server that will
retrieve the rest of user private data.

Traceability: transactions in our system are made via
certificates that guarantee non-repudiation of users
(certificates owners) in order to identify any performed

transactions.

Flexibility: The system TBDPPS offers the user the
possibility to be authenticated regardless of the capac-
ity of the devices used and the different identification
methods.

Privacy protection: Taking into account the separation

of the different data on separate domains of the

system, so that an intruder cannot have the totality of

the user’s private information and protect these data

against unwanted disclosure, the proposed architecture
allows the protection of users private data and over-

comes the problems of their storage on a vulnerable

single server.

Data distribution: The propositions given in [7] and
[9] deal with distributed private data but the client is
an actor, so no transparency. For the latter, it even
preconizes a tree architecture but noisy information
are included. In our proposition only the private data
is distributed, which means less data transmission.

Autonomy: The proposed system operates without the
client intervention. So a hacker cannot get a user’s
private data. Attacks like sniffing cannot succeed be-
cause only some of private data is circulating on the
network. Finally, the only dangerous attack is a non-
trusted or corrupted server (node), but we supposed
that all the domains are authenticated using a third-
party protocol.

Number of messages: Only one type of message will
be used. A request is used to collect the missing
private data and the same request is used to send the
response to the request issuer.
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e Algorithmic complexity: the complexity of the pro- domains is limited so the tree size is limited and, since it
posed method is given depending on the type of treess a binary tree, its construction will be easier.

(from the best to the worst); As future work, it would be interesting to consider a

Type of binary tree| Complexity dynamic construction method of the virtual tree. Only the
Complete tree O(logn) one-to-one links of the tree are to be built by identifying the
Full tree O(logn) parent-child link. This may be done at the first request by
One-branch tree O(n) the Generator of identifiers node. To achieve this a method

for domains dissociation in the system based on private data

and on each situation. :
located in each node would be necessary.
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Abstract—WebRTC enables browsers to communicate in a
Peer to Peer fashion without the use of any plug-ins. This
technology is expected to lead a wave of disruptive yet inno-
vative new communication services over the Web. However it
also brings significant security and privacy concerns for the
users. In WebRTC, authentication is decoupled from the website
allowing users to validate each other directly using third party
identity providers. User’s privacy and security highly depends
upon the mechanism used for end-to-end authentication. To
achieve security and enhance user privacy it is also essential
to define trust between various entities involved in WebRTC
security architecture. Therefore, in this paper, we analyze the
identity architecture in detail to provide a comparison of suitable
authentication protocols. A clear definition of trust is presented
by defining various trust relationships that exist in WebRTC
identity architecture.

Keywords—WebRTC; P2P; Identity Management; Authentica-
tion; Trust.

I. INTRODUCTION

Advancements in HTML standards and the introduction
of Web Real Time Communications (WebRTC) has allowed
browsers to send real time media in a Peer-to-Peer (P2P)
manner [1]. WebRTC is independent of any type of browser,
platform or device and enables users to communicate with any
HTML compatible device. WebRTC is expected to transform
the communication landscape over the Web by introducing
real-time communication capabilities to any Web page with
just a few lines of code.

However, the open source nature of this technology intro-
duces new security and trust requirements presented in [2] and
[3], respectively. Amongst the various security challenges in-
troduced in [4], the most crucial one is to have reliable end-to-
end authentication between communicating peers using trusted
third party Independent Identity Providers (IdP) [5]. Several
significant security issues and architectural challenges faced
by the IdP based authentication mechanisms are presented in
[6]-[8]. However, all of these existing studies analyze Single
Sign On (SSO) solutions over Web, which allow users to sign
once and have their identities automatically verified by each
application. In contrast, WebRTC requires authentication pro-
tocols for end-to-end identity provisioning that enables users to
directly receive and verify the identity of their communicating
remote peers.

Another security issue that is critical to WebRTC is the clear
definition of a trust. The rise of browser to browser communi-
cation has generated several questions including how to define
trust in WebRTC, what are the different trust relationships
and how to evaluate trust for each relationship. To the best
of our knowledge, there is no study that provides a generic
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definition of the trust in WebRTC. Several surveys have been
conducted on trust management in various emerging fields [9]—
[14]. However, the concept of trust in WebRTC arena is yet
to be explored.

The first contribution of this paper is to provide a re-
view of suitable Web based IdP mechanisms for the purpose
of identity provisioning. This study will help developers to
choose the appropriate protocol for their applications as well
as prompt researchers to propose new mechanisms adapted
to the security and privacy requirements identified in this
paper. A comparative study in terms of user privacy and
security is conducted by mapping IdP based authentication
mechanisms over WebRTC identity architecture. The second
contribution of this paper is to provide a wider vision of
trust in browser to browser communications by identifying
various trust relationships, their objectives and the context and
parameters influencing trust.

The rest of this paper is structured as follows: Section II
gives a brief introduction of WebRTC identity architecture
and Section III explains the process of authentication. Sec-
tion IV lists several requirements for identity provision in
WebRTC. Section V describes suitable Web authentication
protocols that can be applied over the identity architecture
of WebRTC whereas various trust relationship of WebRTC
communications are presented in Section VII and the paper
concludes with Section VIIL

II. WEBRTC IDENTITY ARCHITECTURE

WebRTC is an open-source Web application that resides
within the browser to exchange media in a P2P fashion.
WebRT(C identity architecture [15] aims to provide maximum
amount of authentication with the minimum possible level
of trust in Web Calling Site/Calling Server (CS). The multi
domain call model of WebRTC is presented in Figure 1. Each
CS is responsible for providing a JavaScript (JS) application
that operates over the browser and initiates the PeerConnection
component [16]. By calling appropriate JS APIs PeerCon-
nection (PeerC) establishes direct media connection between
browsers. CS is also responsible for implementing signaling
where Session Description Protocol (SDP) is used to exchange
reachable addresses and session parameters.

In order to authenticate a user from IdP, PeerC downloads
JS code ”IdP proxy” from a specific location defined in the IdP
domain. The Browser is responsible for segregating JS codes
into sandboxes therefore restricting each script to interact with
resources from the same origin. Thus IdP proxy is only able
to communicate with its IdP in order to authentication user.
In response, IdP generates user Identity Assertion (IA), which
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Fig. 1. WebRTC Communication Model

is included in the identity attribute of SDP descriptor message
by the browser. The concept of IdP proxy allows the browser
to support any type of IdP or authentication protocol as long
as it is able to download and run the JS code from IdP.

The browser that establishes user identity by authenticating
itself with the IdP is the Authenticating party (AP) whereas
the browser which verifies the AP identity from the IdP is
called the Relying Party (RP) [15]. In order for communicating
parties to authenticate each other, both browsers will act as an
AP and as an RP in the process of end-to-end authentication.

III. AUTHENTICATION IN WEBRTC

There are two types of authentication that apply to WebRTC
communications. First, it is the authentication of the CS/IdP
in which the browser validates the ownership of origin by
verifying the received digital certificate from the issuing
certificate authority. The major drawback is that the browser
will trust any certificate that is validated by the trusted issuing
authority and has no means of verifying that the certificate
truly belongs to the owner. Thus, for WebRTC efficient authen-
tication mechanisms should be introduced to allow browsers
to accurately verify that a digital certificate received is the
correct certificate used by that website. The second type of
authentication is between communicating peers. User identity
information in the form of IA are exchanged between peers via
the CS and are verified from the same IdP that generated them
[17]. There are two major drawbacks of WebRTC identity
provision process. Firstly, the IA are sent unencrypted, which
allows CS to extract user identity information and track user
activities based on identities across communications. Secondly
the standard allows CS to force the selection of IdP which does
not allow the user to select its own choice of IdP. In order to
use the services of CS, user will have to authenticate to CS
defined IdP which it may not trust.
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The identity provision procedure presented in Figure 2 for
end-to-end authentication in WebRTC is explained as follows:

A. Identity Assertion Generation

AP PeerC generates request for assertion by attaching fin-
gerprint of DTLS-SRTP certificate. The request also contains
the origin of CS which allows IdP to always be aware of the CS
the user is using to communicate. IdP proxy is able to access
user cookies which allows IdP to check whether the user is
already logged in or not. If the user is not authenticated then
the IdP proxy returns an error including the URL for entering
user credentials. This error is handled by the JS Application
or the CS as the IdP proxy is sandboxed and cannot directly
demand the user to login. After successful authentication,
IdP generates and returns IA. The IA includes user identity
information and DTLS fingerprint. The received IA is attached
to the SDP message by PeerC and is sent to the remote party
via CS.

B. Identity Assertion Verification

The RP PeerC extracts the IA from the received SDP
message. The domain name of IdP from IA is used to construct
the URL in order to downland the IdP proxy. For identity
verification, the user is not required to authenticate himself.
Upon successful verification the verified IA is returned. PeerC
verifies IdP by comparing name-space of received identifier in
IA with domain name of IdP. In case of non-authoritative IdP
where the name-space of identifier is not the same as domain
name, the IdP should be explicitly configured as trusted
in browser. Before establishing connection PeerC matches
fingerprint in IA with DTLS certificate received over the media
channel. This is to ensure that the party establishing peer
connection is same as the one which provided the IA.

IV. REQUIREMENTS FOR WEBRTC IDENTITY
PROVISIONING

We derive a new set of trust requirements based on the
weaknesses of identity architecture identified in the previous
section. These requirements address the privacy, security and
trust concerns raised during end-to-authentication.

(1) Identity Unlinkability: 1dP needs to be able to provide
user identity confidentiality against CS.

(ii) Identity Encryption: 1dP needs to be able to provide
encryption to user IA.

(iii) IdP Selection: User needs to select its own choice of IdP
without being forced by CS.

(iv) CS Unlinkability: User needs to be able to hide the
information about origin of CS from IdP.

(v) Identity Information Control: User needs to be able to
select the identity information included in TA.

(vi) Certificate Verification: User needs to be able to verify
that the digital certificate provided by CS for authentica-
tion is the correct certificate used by it.

(vii) User Anonymity by IdP: User needs to be able to acquire
anonymous identity from IdP.

10
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Fig. 2. End-to-End Authentication Flow Diagram
viii) Privacy awareness: 1dP needs to inform user about how )
Relying Party
privacy will be handled during P2P authentication. ——
- Verify
In order to fulfill these requirements, new @
solutions/modifications to the architecture and procedures of
WebRTC should be proposed.
s
V. AUTHENTICATION PROTOCOLS FOR IDENTITY \T&o (& % 3
N 6,
PROVISIONING &/ & %,
© &é '

WebRTC proposes the use of existing SSO [18] protocols
which are designed for client server login. However using
these protocols for WebRTC in order to have P2P authen-
tication may require certain modifications. The use of IdP
proxy makes WebRTC to be protocol independent. However
the selection of a particular authentication protocol will pro-
foundly affect the overall security and privacy of WebRTC
communication. We tried to compare the two mechanisms,
BrowserID and OAuth2.0 recommended by RTCWeb working
group [19] by mapping them over the WebRTC identity
architecture [15]. The third protocol applied is OpenID connect
(OIDC) which constitutes a set of extensions on top of OAuth
for the purpose of authentication.

A. BrowserID

BrowserID allows any website to receive assertion of email
address ownership from the user [20]. The website is the
RP whereas the browser is considered to be the client. In
BrowserID specifications [21], client send Backed Identity
Assertion (BIA) to the RP. The BIA is combination of User
Certificate (UC) and IA. UC carries user email address and
user public key, which is digitally signed by the IdP to
certify the ownership of the email address and the public key
of the user. Whereas IA contains the request to login into
specific RP is signed by the user private key as shown in
Figure 3. However when applied to WebRTC instead of the
website browsers will authenticate each other. BrowserID can
be mapped to WebRTC architecture as follows:
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1.Generate key pair
2.Public key, email address
4.Generate IA

3.Send UC
User IdP

Fig. 3. BrowserID Authentication Overview

Identity Assertion Generation: A public private key pair
is generated by the AP browser for asymmetric encryption.
PeerC downloads the IdP proxy and requests the IdP to
generate UC by including the user public key. After valid
authentication of the user, IdP generates UC by signing the
user identity (public email address) and public key. The PeerC
generates the DTLS-SRTP key for establishing the media
connection and sends the fingerprint to IdP proxy. The IA
is generated by IdP proxy by signing the fingerprint with user
private key. It should be noted that in BrowserID browser is
not required to send the fingerprint to IdP as it generates the
final assertion. Lastly the PeerC generates the final assertion
BIA and includes it into the identity attribute of the SDP.

Identity Assertion Verification: The RP PeerC receives
the SDP message and extracts IA and UC. The domain name is
used to download IdP proxy to request the public key from the
IdP. PeerC performs two checks, firstly it matches the received
public key with the signature inside UC, secondly it verifies

11
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Fig. 4. OAuth Authorization Overview

user public key inside UC with the signature inside IA.
B. OAuth 2.0

OAuth 2.0 [22] being an authorization protocol allows client
applications to access resources hosted on a Resource Server
(RS) owned by Resource Owner (RO) as shown in Figure 4.
The authorization to access resource is provided by the Au-
thorization Server (AS) on behalf of the RO. However before
accessing the resource client has to register with AS using
the clientid [23]. The process of authorization is described in
Figure 4.

To map OAuth protocol onto WebRTC architecture the
client application can be considered as RP browser, the RO
as the AP browser whereas the IdP acts as AS as well as RS.

Identity Assertion Generation: The AP PeerC using the
IdP proxy authenticates the user to the IdP and registers an
identity resource with IdP including the fingerprint of DTLS
certificate. The IdP in return sends the IA which contains the
authorization code. PeerC attaches the authorization code to
the SDP and sends it to RP browser via the CS.

Identity Assertion Verification: The RP PeerC receives
the SDP message and extracts the authorization code from the
identity attribute of SDP. The IdP proxy sends the authoriza-
tion code and receives the access token from the IdP. Upon
receiving the access token the IdP proxy retrieves the identity
and fingerprint. The RP PeerC verifies the fingerprint with
DTLS certificate received over the media channel.

C. OpenlD Connect

OIDC adds an identity layer on top of the OAuth 2.0
protocol. It enables client to verify the identity of user based
on the ID Token [24] that contains claims about the user
authentication. The ID Token incorporates user (AP) identity
information, the IdP identifier and the audience (RP) for which
the token is intended for. The ID token is signed by the IdP
and can optionally be encrypted. The authentication procedure
for OIDC implicit flow is presented in Figure 5.The OIDC
protocol can be applied to WebRTC identity architecture as
follows:
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Fig. 5. OIDC Authentication Overview

Identity Assertion Generation: AP PeerC sends authen-
tication request to IdP containing fingerprint and the audience
(RP identity) to which the ID Token is intended for. The
request may also indicate the type of identity information to
be returned in the ID Token. The ID Token is generated and
signed by the IdP which contains AP identity information,
fingerprint, RP identity and the IdP identifier. PeerC includes
the ID Token to the SDP and sends it to the RP.

Identity Assertion Verification: The RP PeerC receives
the SDP message and downloads IdP proxy by using identifier
domain name. It also extracts the ID Token and fingerprint
from the identity attribute. The IdP proxy requests the IdP to
validate the ID Token. IdP verifying the signature and returns
the verified Identity to the RP. The RP PeerC then verifies
the fingerprint with DTLS certificate received over the media
channel.

D. Comparison in terms of User Privacy

In WebRTC, user privacy mainly deals with protection
of user identity and associated profile information. Table 1
provides a quick comparison of authentication protocols in
terms of user privacy properties [25] and features defined as
follows:

(i) Identity Verification: User ability to verify the identity of
remote party.
(i) Anonymity: The inability of remote party and CS to learn
user identity.
(iii) Unlinkability from CS: The inability of CS to track user
activities based on user identities.
(iv) Unlinkability from IdP: The inability of IdP to track user
activities across different CS.
(v) Pseudonymity: The ability of IdP to provide user with
psedunonyms as anonymous identities.
(vi) Identity Encryption: The ability of IdP to encrypt user
identity to achieve confidentiality from CP.
(vil) Browser Centric: The ability of browser to generate the
identity assertion
(viii) Information Control: The ability of user to control the
type of information IdP includes in the IA.
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TABLE I: Comparison of Authentication Protocols for WebRTC

Authentication Id_e.ntit.y Pt Unlinkability | Unlinkability e Identit.y BrowsFr Information Au'd'ien.ce IdP_
Protocols Verification from CS from IdP Encryption Centric Control Verification Centric
BrowserlD v v v

OAuth2.0 4 v v v v
0IbC v v v v v v v v

(ix) Audience Verification: The ability of IdP to disclose
identity information exclusively to the person which it
was intended for.

(x) IdP Centric: The ability of user to enforce rules and
policies through a trustworthy IdP.

Browser centric approach of BrowserID makes it the sim-
plest protocol that can be applied to WebRTC architecture for
identity provisioning. When compared with OAuth and OIDC
the considerable drawback of this protocol is the adoption
of public email address as user identity. Firstly, it does
not allow user to stay anonymous/unidentifiable during the
communication. Secondly unlinkability from CS can never be
achieved as public email address will always allow it track user
activities. When having BrowserID for authentication users
will have to trust their CS with their identity information.

However the fact that final IA is generated by the browser
without the need of sending DTLS fingerprints to IdP makes
BrowserID more reliable in case of distrusted IdP. In contrast
to BrowserID protocol, OAuth and OIDC operate in an IdP
centric format where IdP is responsible for generating and
verifying the IAs. IdP centric nature will allow users to
enforce policies and rules through their IdPs. Other than this
Anonymity in both these protocols can easily be achieved by
the user of pseudonyms.

In OAuth protocol, the redirection between browsers is
impossible to achieve as browsers do not have the capability
to accept HTTP connection from other browsers. Thus when
using OAuth for P2P authentication AP browser is never aware
of who is accessing its identity resource whereas IdP is unable
to verify that RP has the authority to access AP identity. This
brings about serious security concerns for WebRTC communi-
cation as any unauthorized party having access to authorization
code will be able to obtain user identity information.

OIDC seems to be a better candidate than OAuth in terms
of identity confidentially and unlinkability. The feature of
encryption and audience in the ID Token does not allow any
unauthorized party such as Man-in the middle or CS to obtain
user identity information. The audience field in OIDC allows
the AP to specify the identity of RP to which the information
is intended for. This requires AP to be aware of RP iden-
tity before P2P authentication which may be communicated
though the CS. Lastly OIDC gives user much more control
over their identity information to be shared by indicating it in
the authentication request.
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VI. TRUST MANAGEMENT OBJECTIVES

The choice of authentication protocol presented in Section V
will further influence the extent to which entities are required
to trust each other. For example in the case of BrowserID, user
will have to put more trust in their CS as it will be able to
track user activities based on its identities. In WebRTC, trust
needs to be computed for each entity and displayed to user
before connection is established. For now trust in WebRTC is
based on valid authentication. However merely authenticating
an entity never guarantees that the entity is trusted. Similarly
unauthenticated entity does not imply that it may never be
trusted for a particular task.

For the wide adaptation of WebRTC technology an ef-
ficient trust management framework is essential. To ensure
trustworthiness in whole communication system a holistic
trust management framework is required with the following
objectives:

1) Trust Information Collection: Trust framework that is
able to gather and combine information to evaluate trust.
Appropriate information collection models are required
based on the parameters influencing trust in each rela-
tionship.

2) Trust Evaluation: Trust models that are able to compute
trust based on the context and parameters influencing
trust. These models should be dynamic in nature in order
to commute trust variations over time.

3) Privacy Preservation: Privacy enhanced trust models to
measure the degree of confidence that a user can have in
terms of preserving their privacy. User information should
be preserved according to the expectations of each user.

4) Quality of Service: Trust management should ensure that
communication and authentication services are offered at
exactly the right place and time to the right person.

5) Human-Computer Interaction: Users should be able to
interact with the browser in a secure and efficient manner
in order to set their communication preferences.

6) Identity Trust: A scalable and efficient identity manage-
ment system capable of authenticating each entity in a
credible and verifiable manner.

VII. TRUST RELATIONSHIPS

We define trust as a relation between two entities, a truster
and a trustee. The entity that trusts the target entity is known
as the truster whereas entity that is being trusted is the
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Fig. 6. Trust Relationships in WebRTC

trustee. Thus any trust relationship is described as truster
trusting trustee at a given time for a particular context. Trust
relationships can be expressed in terms of a trust vector
wherein each element of the vector represents a parameter
that contributes towards the trust value:

(Truster < Trustee), = [KI¢, Bi¢, Ri¢, Al (1)

tro

Where context ’c’ is the information which characterizes
the situation of the entities involved. The context of trust can
be expressed as the combination of trust purpose and trustee
aspects. Therefore a truster will always trust the ability of a
trustee to perform a specific action with regards to certain
trustee characteristic. For example, truster A trusts trustee B’s
security to access a resource that the truster controls. Time
’t" is used to characterize the dynamic behavior of a trust
relationship whereas the parameters used for evaluating trust
are described as follows:

« Knowledge parameter K¢ is based on truster’s awareness
about the abilities of trustee in a specific context.

o Experience parameter E!¢ is the cumulative effect of
previous interactions between a trustee and a truster in
a particular context and over a specified period of time.

« Reputation parameter R:¢ is the sum of recommender’s
judgment about trustee in relation to the truster in a
specific context. Each recommendation is weighted by
the truster trust in recommender within that context.

o Authentication parameter A%¢ defines the strength in the
authentication process. The server identity will be verified
form the certificate authority whereas the communication
participant identity will be verified from the IdP. There-
fore this parameter will be weighted with the amount of
trust in IdP or the certificate authority.

We identify four trust relationship that exist in WebRTC:
User-CS, User-User, User-IdP, CS-CS and User-Browser rep-
resented in Figure 6.
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A. User-1dP Trust Relationship

IdP provides user the functionality of storing and managing
their identity information while allowing them to authenticate.
The purpose of trust in User-1dP relationship is to trust an IdP’s
ability to provide authentication services while considering its
ability to preserve privacy. We provide a set of IdP’s attributes
that should be considered while evaluating trust in IdP:

e Privacy Protection: An 1dP’s ability to provide identity
confidentiality in terms of unlinkability from CS;

o Anonymity: An IdP’s ability to provide anonymity by
means of pseudonyms;

e Encryption: An IdP ability to provide encrypted IA;

o Authentication Mechanism: The type of authentication
protocol being used by IdP; and

o IdP Type: If an IdP is authoritative or non-authoritative.

B. User-CS Trust Relationship

CS provides JS application that allows browser to communi-
cate in a P2P fashion. CS is also responsible for implementing
signaling for the exchange of session parameters, identities,
call answer/offer request and user reachable addresses between
communicating parties. The purpose of trust in a User-CS
relationship reflects the CS ability to provide communication
services whereas CS aspects that needs to be considered are
security and reliability. For the evaluation of trust in CS the
following should be considered:

o Malware Detection: Undesirable software installations by
a CS;

o Software Vulnerabilities: Weaknesses detected in the JS
code provided by CS;

o Attack Detection: The CS’s ability to detect and prevent
attacks;

o Mixed Content: The content loaded from an HTTP origin
onto the HTTPS page of a CS; and

o IdP Selection: The 1dP selection enforced by the CS.

C. User-User Trust Relationship

Before an exchange of real time media, each user needs
to verify the identity of its communicating participant. The
purpose of trust is user identification. Subjective aspects are
considered such as user’s honesty, accuracy and integrity while
receiving the identity information. We present set of attributes
that should be considered for the evaluation of trust in the
received identity assertion:

o Identity Proofing: How strongly the identity information
of user has been verified and vetted by the IdP;

o Credential Verification: How easily a user’s credential can
be spoofed or stolen;

o Assertion Strength: Proof that the identity was actually
asserted by IdP for a given transaction;

o Encryption: If received IA is encrypted or not;

o Audience Protection: The received IA contains the audi-
ence identity for which the assertion is intended; and

o Anonymity: The use of an anonymous identity by the
communicating participant.
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D. CS-CS Trust Relationship

Several efforts are being made to achieve cross domain
interoperability [26], [27], [28] where users from different do-
mains are allowed to contact and communicate with each other.
Each CS will be responsible for sharing availability status,
identity information and the reachable addresses of users from
different domains. Trust between CS needs to be computed and
displayed to the subscribers of each CS before they decide to
interact with the users of another domain. The purpose of trust
in this relationship is to achieve interoperability whereas the
aspects of a CS that need to be considered for trust assessment
are its security and reliability.

E. User-Browser Trust Relationship

The browser is responsible for running JS codes in isolated
sandboxes to connect with various entities on behalf of a user.
The identity of each entity is verified by the browser before
communication takes place. The overall security of WebRTC
communication is highly dependent upon the selection of
a trustworthy browser. Security in WebRTC can never be
achieved if a browser is compromised. Therefore, it is essential
for users to select trustworthy browsers that can be relied
upon completely. However trust between browser and user is
subjective and may not be computed.
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VIII. CONCLUSION

WebRTC technology is envisioned to lead innovative ways
to share information and communicate over Web. The vast
adaptation of this highly potential P2P communication tech-
nology requires an efficient identity and trust management
framework. This paper aims (1) to analyze the end-to-end
authentication procedure between browsers and (2) to give a
clear definition of trust in WebRTC.

A study of WebRTC identity architecture and authenti-
cation mechanisms suitable for the purpose of end-to-end
user identification is conducted. To address the security and
privacy concerns identified in this paper we prompt the
community to develop mechanisms particularly suitable for
WebRTC communications. In order to have a wider vision of
trust, we define various trust relationship, the context of trust
and parameters influencing trust computation for browser to
browser communication.
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Abstract— This paper presents an innovative concept for the
Internet of Things (IoT), in which objects work over TLS
stacks running in secure elements. We notice that most of
today IoT architectures are secured by the DTLS or TLS
stack. Furthermore, tamper resistance, secure communications
and storage are consensual requests for the emerging IoT
frameworks. We demonstrate that it is possible to design cheap
secured and trusted systems based on Javacards plugged in
commercial nano-computers. Finally we detail the structure of
an innovative JAVA framework able to provide trusted
operated services, in a way similar to mobile network
operators (MNO) managing smartphone fleets thanks to
Subscriber Identity Modules (SIMs).

Keywords-. IoT; Secure Elements; TLS; DTLS; Security.

I. INTRODUCTION

The Internet of Things (IoT) is a major topic for the
development of the digital economy; in [8] it is defined as "a
network of connected things". According to [1] about 50
billion of connected objects are forecasted by 2020, about
6.6 per human being. It is expected [2] that "today
households, across the OECD (Organisation for Economic
Co-operation and Development) area, have an estimated 1.8
billion connected devices, in 2017 this could be 5.8 billion
and in 2022, 14 billion devices". More than 50 connected
objects could be located in four people house, such as
computers, smartphones, tv, cars, internet connected power
sockets, energy consumption display, thermostat, camera,
and connected locks.

According to [6] the digital industry roadmap for next
decades will not be centered on Moore’s law but will deploy
networks with hundred trillions of devices [7]. In that context
[7]1 "Security is projected to become an even bigger
challenge in the future as the number of interconnected
devices increases... In fact, the Internet of Things can be
viewed as the largest and most poorly defended cyber attack
surface conceived by mankind".

As an illustration [3] introduces an IoT service-oriented
architecture (SoA), based on the following four layers (see
Figure 1) :

- The Sensing layer that comprises hardware objects and
acquisition protocols.

- The Network layer, which is the infrastructure needed
for the information transport. New wireless networks such as
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SigFox [4] or Lora [5] have been recently designed for low
throughout interactions with sensors.

- The Service layer that manages services needed by
users or applications.

- The Interfaces layer that includes API (Application
Programming Interface) and applications front ends.

This model suggests that some objects could be remotely
managed by dedicated service providers. For example, in a
smart grid context, connected plugs are remotely switched on
in order to enable the battery recharge of electric cars. As
underlined in [7] security is a major prerequisite and "a short
list of requirements includes tamper resistance and secure
communications and storage".

In this paper we propose a new perspective for the IoT
security, based on cheap secure elements enforcing secure
communications for connected devices. Most of legacy
devices are monitored thanks to the HTTPS protocol. The
IETF (Internet Engineering Task Force) comity is currently
pushing a framework based on the CoAP (Constrained
Application Protocol ) protocol [12] whose security natively
relies on the DTLS (Datagram Transport Layer Security)
protocol and soon on TLS (Tramsport Layer Security)
protocol [13]. We present an innovative concept in which
TLS servers are fully running in secure elements. We
describe a Java framework that enables the integration of
such tamper resistant components in cheap boards, for
example fuelled by nano-computer such as the popular
Raspberry Pi (www.raspberrypi.org).

Sensing Layer Network Layer Service Layer Interface Layer

Application
APIs
Acqui- Cloud - )
: iti Inter — icati
@ sition - ) Application
= Protocol Network =7 FrontEnd
€8 |oTLs
- @ TLS
-
Figure 1. An IoT service-oriented architecture (SoA), based on four layers

The paper is constructed according to the following
outline. Section 2 details some acquisition protocols in today
IoT systems. Section 3 introduces the concept of TLS server
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running in secure elements. Section 4 describes an
experimental JAVA framework designed for nano-
computers, such as the popular Raspberry Pi, whose
communication security, is enforced by secure elements.
Finally, section 5 concludes this paper.

II.  ACQUISITION PROTOCOLS

Today many connected devices are using HTTPS, i.e.
communication with web servers secured by the TLS
protocol. As an illustration the popular Nest thermostats
work [7] with JSON (JavaScript Object Notation) formatted
data POSTed to their web servers; some connected plugs [8]
use Home Network Administration Protocol (HNAP) a
proprietary network protocol based on SOAP (Simple Object
Access Protocol), invented by Pure Networks, Inc. and
acquired by Cisco Systems, which allows identification,
configuration, and management of network devices.

The Constrained Application Protocol (CoAP) [12] is
designed according to the Representational State Transfer
(REST) architecture [11], which encompasses the following
six features: 1) Client-Server architecture; 2) Stateless
interaction; 3) Cache operation on the client side; 4) Uniform
interface ; 5) Layered system ; 6) Code On Demand.

CoAP is an efficient RESTfull protocol easy to proxy
to/from HTTP, but which is not understood in an IoT context
as a general replacement of HTTP. It is natively secured by
DTLS (the datagram adaptation of TLS), and works over a
DTLS/UDP/IP stack. Nerveless the IETF is currently
working [13] on a CoAP version compatible with a
TLS/TCP/IP stack.

0|1 2‘3 4’5’6‘70‘1‘43’4’5’6'7 0’1‘2‘3‘4‘5‘6‘7‘0‘1‘2'3'4‘5‘6‘7
V | T| TKL Code Message ID

Token (if any)

Options (if any)
11111111 | Payload (if any)

Figure 2. The CoAP Header

The CoAP header is illustrated by Figure 2. Version (V)
is the protocol version (01). Type (T) indicates if the
message is of type Confirmable (CON), Non-confirmable
(NON), Acknowledgement (ACK) or Reset. Token Length
(TKL) is the length of the Token field (0-8 bytes). The Code
field identifies the method and is split in two parts a 3-bit
class and a 5-bit detail documented "c.dd" where "c¢" is a
digit from 0 to 7 and "dd" are two digits from 00 to 31. For
example methods named GET, POST, PUT and DELETE
are respectively noted 0.01, 0.02, 0.03, and 0.04. The
attribute Message ID matches messages ACK/Reset to
messages CON/NON previously sent; it is usually noted
inside two brackets ( [0xMessageID] ). The Token (0 to 8
bytes) is used to match a response with a request. Options
give additional information such as Content-Format dealing
with proxy operations.
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According to the CoAP model objects act as "servers".
Clients deliver requests to servers that return responses and
may proxy HTTP requests.

Some IoT frameworks (for example the ARM® mbed™
IoT Device Platform, see Figure 3) are supporting the MQTT
(MQ Telemetry Transport) protocol [14], a Client Server
publish/subscribe messaging transport protocol that is
secured by TLS.

C++ APls

Event Framework

AR
Device Management DL
Bootstrap, Security, FOTA IPv, IPvé 6LoVWPAN
Crypto & Device Security Q@ ¢ o= G

) I e

Figure 3. MBED stack from the ARM company

From the above lines it appears that TLS and DTLS are
the security cornerstones of many IoT stacks. We believe
that the integration of TLS servers in cheap tamper resistant
chips enforces secure communications and storage. It could
enable trusted and operated IoT infrastructure. Furthermore
TLS/DTLS servers perform strong mutual authentication
with clients when both entities are equipped with private
keys and certificates, used for object identities.

III. TLS SERVERS FOR SECURE ELEMENTS

A secure element [21 9] is a secure micro controller, whose
area is about 5x5 mm”. ISO7816 standards specify electrical
and logical interfaces; small messages whose size is less than
256 bytes are exchanged over serial or USB interfaces. It is
usually glued in PVC rectangular supports referred as
smartcards. Nerveless these tamper resistant devices can be
shrunk in other electronic dies such as NFC controllers or
SD memories. Most of secure elements include a Java
Virtual Machine (JVM) and therefore run applications
written in the javacard language [18], a subset of JAVA.
They include cryptographic libraries providing symmetric
procedures (3xDES, AES), asymmetric algorithms (RSA,
ECC) and hash functions (MD5, SHA1, SHA2..).

Figure 4. The first TLS micro-authentication server [15], 2005

The first micro-authentication server, illustrated by
Figure 4 was introduced ten years ago in [15]. It was running
in a javacard , including a TLS stack embedded application.
This former TLS stack booted a TLS session in about 30s.
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Ten years later, secure elements perform this task in about 1
to 10s for TLS full sessions and about 0,5 to 5s for TLS
resume sessions.

According to [16] embedded TLS server interface is
based on the EAP-TLS protocol, whose packets are
transported over ISO 7816 messages. Figure 5 illustrates the
choreography of these exchanges.

TLS Client Software Agent Secure Element Server
Reset
EAP-Response-Identity (ID=null)
: EAP-Request-EAP-TLS, Flags-Start !
| 1
TLS Flightl EAP-Response-EAP-TLS, Flags, TLS Flightl :
1
1
TLS Flight2 : EAP-Request-EAP-TLS, Flags, TLS Flight2 :
1
TLS Flight3 1| EAP-Response-EAP-TLS, Flags, TLS Flight3 TLS :
: Exchanges |
TLS Flight4 | EAP-Request-EAP-TLS, Flags, TLS Flight4 :
1
1
: EAP-Response-EAP-TLS, Flags 1
8 S,
EAP-Success

Figure 5. Booting of a TLS session from a secure element with an
interface based on EAP-TLS over ISO 7816 [16][17]

A recent IETF draft [17] introduces TLS/DTLS security
modules dedicated to secure elements. TLS/DTLS sessions
are booted according to [16], but afterwards the TLS secure
channel can be used for the decryption of data sent by the
client or the encryption of information to be transmitted to
the client (see Figure 6). Software agents mentioned in
Figure 5 and 6 are logical entities that drive the secure
elements. They act as a logical bridge between the network
transporting TLS packets over TCP/IP and the secure
element dealing with EAP-TLS messages shuttled in
ISO7816 requests/responses.

Server Secure Element Server

Client Software Agent

Application Data Application Data

1
| EAP-Response-EAP-TLS, Flags, Record Packet
: EAP-Request-EAP-TLS, Flags, Application data

TLS Record packet
- 3

1
1 | EAP-Response-EAP-TLS, Flags, Application data
: EAP-Request-EAP-TLS, Flags, Record Packet 1

TLS Record packet
—_—

Figure 6. Application data encryption and decryption performed by a TLS
server (i.e. a RecordLayer) running in a secure element [17].

It should be noted than in a previous work [20] we
suggested to export TLS sessions from secure elements
according to a technology named 7LS-Tandem. Therefore,
upon opening a TLS session two choices are possible : 1)
processing TLS packet ciphering/deciphering in the secure
element OR 2) performing this task in the application that
drives the tamper resistant chip.

The TLS server javacard application is designed
according to the OpenEapSmartCard framework previously
detailed in [21] and illustrated by Figure 7.
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Figure 7. Javacard TLS/DTLS stack framework according to the
OpenEapSmartcard [21] framework.

1V. JAVA FRAMEWORK

Today many objects are working in a LINUX software
environment. For example the popular Raspberry Pi nano
computer is powered by a DEBIAN operating system (see
Figure 8). It supports the PCSC-Lite (Personal
Computer/Smart Card) middleware developed by the
M.U.S.C.L.E (Movement for the Use of Smart Cards in a
Linux Environment) organization. Furthermore the JAVA
framework (up to the 1.5 version) is also available. PCSC-
Lite can be easily linked with the javax.smartcardio JAVA
package, which provides a set of smartcard I/O APIs.

M.U.S.C.L.E.

MOVEMENT FOR THE USE OF SMART CARDS IN A LINUX ENVIRONMENT

ertificate YCertificate
o e

SBZ 7 Rsa private Key |
TLS Stack ? |

JAVA

debian operating system
| VIRTUAL

Secure Element TLS Server =

Figure 8. TLS Server satck embeded in secure element, in a Raspberry Pi
environnment.

Therefore it is possible to deploy TLS servers running in
secure elements for this class of objects and to control these
chips, thanks to a dedicated API (SE-TLS API) described
below. This approach facilitates the design of secure
communications and storage.
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Figure 9. Software stack for SE based TLS server, such as HTTP or

CoAP

The software for HTTP and CoAP servers based on
secure elements is depicted by Figure 9. The main JAVA
package needed by a server daemon is the SE-TLS API,

which comprises three logical components: the core
implementation, the ServerTLS thread, and the
GenericServer class.

The core implementation of the server daemon is
illustrated by Figure 10. It begins by the instantiation of a tls-
tandem object (named myserver) that initializes a TLS socket
server (on the 443 port) and resets the secure element. The
secure element embedded TLS stack, written in javacard, is
identified by the parameter AID. It requires a PIN value, and
is associated to an identity attribute "server" defining a set of
cryptographic attributes such as certificates and private key.

public static void ServerDaemon ()

{

tls-tandem myserver= new

tls-tandem(tls tandem.SERVER, readername,
AID, PIN , "server");

myserver.ServerTLS.rdv = false;

myserver.ServerTLS.InUse = false;

while (true)

{ //myserver.ServerTLS.rdv = true;
recordlayer RecordLayer =
myserver.OpenSession () ;
myserver.ServerTLS.rdv = false;
myserver.ServerTLS.InUse = false;

if (RecordLayer == null);

else

{ GenericServer myGS= new
GenericServer (myserver,RecordLayer) ;
// myserver.CloseSession (RecordLayer) ;
}

}

Figure 10. Core implementation of a SE based TLS server

During the instantiation of the tls-tandem class, the
ServerTLS thread (see Figure 11) is created. It deals with
two control (boolean) flags rdv and InUse.

The Rendez Vous mechanism is a fundamental paradigm
for a SE based server. An incoming TCP connection is
denied if no logical entity is ready for its processing; this
availability is indicated by the rdv flag. Afterwards the /nUse
flag is set and the ServerTLS thread will remain idle until its
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resetting. The InUse variable means that the secure element
is currently computing a TLS session, implying that no new
incoming client can be processed. In that case incoming TCP
sessions are stored in the backlog queue, whose size is fixed
by the JAVA constructor of the ServerSocket class (see
Figure 11). According to the JAVA documentation the
default value is set to 50. The backlog queue size tunes the
number of TLS sessions that can be delayed before being
processed by the secure element.

The OpenSession() method (see Figure 10) provided by
the tls-tandem object initializes a Rendez Vous (rdv= true)
with a TCP client. The secure element is thereafter in use
(InUse =true) and a software agent (as illustrated by Figure
5) boots the TLS session. Upon success a RecordLayer
object is created (see Figure 10) and returned by the
OpenSession() procedure.

At this step the Rendez Vous is cancelled (rdv =false).
The RecordLayer class manages a TCP socket and provides
the procedures (see Figure 12) needed for exchanging TLS
record packets over TCP/IP. If the TLS session is exported
from the secure element then the InUse flag may be reset.
Otherwise the secure element remains busy (inUse= true)
and incoming TCP connections are delayed.

// ServerTLS Thread

ServerSocket sog = new
ServerSocket (443, backlog,
InetAddress.getByName ("0.0.0.0"));
InUse=false;
while (true)
{ client = null ;
try {Socket client= sog.accept();}
catch (IOException e) {client=null;}
if (!rdv)
{ try {client.close();client=null;}
catch (IOException f) {}
}

if (client != null)

while (InUse)

{try { Thread.sleep((long)100);
catch (InterruptedException e) {

}

if (client != null)

{ try { client.close();
catch (IOException e) {

}

InUse=true;

}
};

’

}
};

’

}
// End of ServerTLS

Figure 11. The ServerTLS thread

The GenericServer class (see Figure 10) is an
implementation of an HTTP or CoAP server; as illustrated
by Figure 6 it is a functional subset of the Software Agents.
It uses services provided by the RecordLayer object (see
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Figure 12) dealing with TLS packets reception and
decryption, or TLS packets encryption and transmission.
These operations may be performed in the secure element or
by pure software means if the TLS session has been
previously exported.

byte[] buf = RecordLayer.recv();
if (buf !'=null);
buf = RecordLayer.decrypt (buf) ;

byte[] buf=RecordLayer.encrypt (buf;
int err = RecordLayer.send (buf) ;

Figure 12. TLS packets processing by the RecordLayer object.

V. CONCLUSION

In this paper, we have demonstrated a TLS server
running over a secure element in an object environment, i.e.
a cheap nano-computer with an LINUX operating system,
similar to many devices already available on the IoT. Thanks
to this innovation we claim trusted and secured
communications booted from a strong mutual authentication.
In a way similar to SIM modules managed by mobile
network operator (MNO) we believe that this paradigm is a
step towards IoT infrastructure remotely controlled by IoT
operators.
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Abstract—Memory bandwidth in standard computing architec-
tures using DRAM (Dynamic Random Access Memory) is one
of the most critical parts of the system, mainly responsible
for performance degradation in memory bandwidth demanding
computations. Memguard is a kernel module designed to solve
this issue, created with the goal to schedule memory bandwidth
at the CPU (Central Processing Unit) core level and enabling
bandwidth regulation functionalities. In this paper we propose
a new implementation of Memguard that can also be utilized
in mixed-criticality virtualized computing environments. This
involves the regulation of memory bandwidth at the guest level
and forwarding memory bandwidth needs to the host, where the
requests are enforced. Introduced changes include modifications
to the CFS (Completely Faire Scheduler) Linux scheduler to
work with the modified Memguard kernel module. The original
kernel module and the proposed implementation have been tested
on an ARMvS platform to demonstrate the performance and
viability of such extensions on future embedded systems. A
specific benchmark suite was used to stay as close as possible
to common scenarios, measuring the memory bandwidth and the
performance gain when scheduling at this level is introduced.

Keywords—Memguard; memory bandwidth scheduling; CFS;
virtualization; KVM/ARM.

I. INTRODUCTION

Nowadays, computers and embedded systems are based
on a multi-component architecture, which requires at least a
microprocessor, some RAM (Random Access Memory) and
other optional peripherals and storage devices. Over the last
decades the performance of CPUs (Central Processing Unit)
has been increasing steadily but memory, on the other hand,
has not followed this trend, as such, computer systems are
facing the Memory Wall problem [1][2]. Even if new solutions
like HBM (High Bandwidth Memory) or stacked memory
are attempts to solve this problem [3], most actual platforms
are based on standard DRAM (Dynamic Random Access
Memory). In this context, it is difficult to provide a guaranteed
bandwidth to an application, especially real-time (i.e., soft or
hard real-time) applications executed together with other tasks,
as such, memory-bandwidth remains the most critical part of
the system, especially on multicore systems (where memory
is shared).

The performance bottleneck of memory bandwidth has
been extensively studied, and several solutions [4] have been
implemented. Most of them are hardware solutions [5][6], at
the memory controller level. Few solutions have been proposed
at the software level [7][8][9], mostly for server distributed
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large scale systems [10]. In this paper, memory bandwidth
management has been considered as a solution to regulate
virtualized environments.

A. Contribution of this paper

The existence of memory bottlenecks in actual computing
systems is highlighted which results in degraded performance.
In a mixed criticality and virtualized system, it also decreases
the interactivity (interrupts processing can be slowed down).
There is a need to implement a memory bandwidth reservation
service to solve this issue.

A solution, called memguard was chosen as the memory
bandwidth reservation system. The need to experiment with
memory bandwidth regulation features on an embedded sys-
tem, resulted in porting Memguard from x86 to the ARMvS8
architecture and benchmarks demonstrate that even on ARMv8
Memguard can be beneficial as a memory bandwidth reserva-
tion system.

In the context of virtualization and embedded mixed-
criticality systems, a communication interface between guests
and the host was designed which forwards memory bandwidth
requests to the Memguard kernel module. This new design
also makes use of CFS [11] to sync the memory bandwidth
reservation of tasks with the default scheduler of Linux.

An ARMvVS platform [12] was used to run experimental
tests, which represents actual high-end embedded computer
systems. This platform was selected to demonstrate that actual
systems can optimally run mixed-criticality workloads by
utilizing a memory bandwidth mechanism with virtualization
in mind. Qemuw/KVM (Kernel-base Virtual Machine) [13] was
used as the virtualization solution to run experiments, as it is
the most popular embedded virtualization solution.

B. Organization of the paper

The rest of this paper is organized as follows. Section II
describes the state of the art of Memguard. Then, Section III
lists the problems with virtualized mixed-criticality systems.
Methods and benchmarks are explained and detailed in Section
IV while initial results are reported in Section V. Possible
implementations and solutions are detailed in Section VI and
experimental results in Section VII. Finally, Section VIII
summarizes the findings and directions for future work.
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II. MEMGUARD KERNEL MODULE

Memguard [14][15] is a memory bandwidth aware sched-
uler, it distinguishes memory bandwidth in two parts, guar-
anteed and best-effort. It provides guaranteed bandwidth for
temporal isolation and best-effort bandwidth to use as much as
possible available bandwidth [16] (after all cores are satisfied).
Memguard is designed to be used on actual systems using
DRAM as main memory.

The common DRAM architecture consists of banks with
different rows/columns [17]. Maximum memory bandwidth
can be achieved in the case where data are located in different
banks [18], in other cases the memory bandwidth can be
limited and in such cases, Memguard can improve performance
by scheduling the memory bandwidth to provide the desired
Quality of Service.

A. Memguard architecture

Memguard is implemented as a linux kernel module, which
is based on the use of the Performance Monitor Unit (PMU).
It captures the memory usage of each core by reading the
Performance Counter Monitor (reading memory request if used
with PCM lower than 2.4 and memory reads and writes if PCM
upper than 2.4).

The module architecture is based on two parts, the first
being the Reclaim Manager which stores and provides band-
width allocation to all per-core B/W regulators, while the other
part is the per-core B/W regulator that monitors (thanks to the
PCM) and regulates the memory bandwidth usage of each core.
Memguard is linked to physical cores, the regulation process
works only at the core level. Due to this architecture, regulating
a process running on several cores at once is not easily feasible.

We can summarize the Memguard architecture components
as follows:

The global budget manager aka Reclaim manager, which
handles the memory budget on each core of the CPU. Every
scheduler tick (1 ms), if the predicted budget of each core
is under the assigned (fixed) budget of the overall system, a
memory budget tank is set to give more bandwidth during the
future time slice for tasks that need to access more B/W than
required (and some B/W is available in the reclaim manager).

The per core bandwidth regulator, handles the memory
management for each core, updating the actual used budget
with the PCM (Performance Counter Unit) value, and con-
figuring the PCM to generate an overflow when all memory
budget is used. Additionally it requests more bandwidth from
the reclaim manager if needed.

B. Memguard functionalities and use-cases

Beside this architecture, Memguard has different features.
Its major functionality is the bandwidth limiting management,
allowing users to set a limit (in MB/s, weight or in percent).
Another feature is the per-task mode, where it uses task
priority as the core’s memory weight. The last major feature is
the reclaim bandwidth functionality, distributing any leftover
bandwidth that was not consumed, enabling the most effective
use of memory bandwidth. When not in use, the available
bandwidth is equal to the max-bandwidth setting set at start
(or updated later).
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The simplest use case for Memguard is to balance work-
loads, reducing the memory bandwidth of a task to preserve
memory bandwidth for others. Memguard usage is linked to
the physical cores of the CPU, consequently application level
use is complicated and must be done manually. Memguard
usage requires to set the bandwidth manually, thus users must
be aware of application B/W needs and on which core they
are being executed.

III. MEMORY MANAGEMENT IN EMBEDDED VIRTUALIZED
ENVIRONMENTS

A. Context of use

In the past most actual embedded systems were designed to
handle standalone actions within simple scenarios. Nowadays,
more and more autonomous and network related tasks are uti-
lized for embedded systems, as well as multimedia applications
and database analysis workloads. At the same time embedded
systems are designed with several small micro-controllers to
communicate with each other (and/or with a master), resulting
in increasing costs and decreasing the MTBF (mean time
before failure).

As more demanding usage patterns emerge, most actual
multi-chip embedded systems are being replaced by a central
unit, performing most of the computation and networking
related workloads. This paradigm shift raises the problem of
mixed-criticality which is at the heart of the system, if a single
platform is used to run different criticality software, additional
resource and safety constraints are created.

Mixed-criticality is essentially the concurrent execution
of hard real-time application together with soft real-time
or standard applications [13] on the same processing unit.
As such, this kind of system needs to provide spatial and
temporal isolation of system resources, and in addition proper
scheduling between hard and soft real time processes, as well
as Quality of Service.

Virtualization is the last component of a future unified
embedded system architecture. Virtual Machines give the pos-
sibility to ensure the security and resource isolation between
tasks. Each task, for example a video processing task (capture
video from a sensor and proceeding the image to find particular
patterns) could run at the same time as a video playback
workload and/or additional critical tasks. Each task can then
be executed in a separate VM with all the software needed and
the correct amount of processing/memory bandwidth reserved.

B. Requirements

In this context, the memory bandwidth management be-
comes the bottleneck of the system not only because all cores
use the same memory but also because all different VMs are
running simultaneously. Each VM handles its own software
environment, with a specific priority and memory bandwidth.
The priority of the guest is already solved with a priority
scheduling mechanism[14], but for memory bandwidth this
is not the case and it must be managed to reduce memory
performance degredation.

As Memguard was designed to be used at the core level, its
use at the Guest level in a virtualized environment involves to
utilize Memguard in a different manner and to modify/extend
parts of it. For now Memguard is restricted to be used
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with cores, and can’t be linked to a program executed on
different cores (scheduler balancing activated). As a result it’s
impossible to set a memory bandwidth policy on a guest to
restrict its bandwidth and allow other guests make use of the
remaining available bandwidth.

The primary target of this paper is to suggest a solution
which enables a guest to set its memory bandwidth require-
ments. This would allow to set manually or automatically
memory bandwidth in order to use it as efficiently as possible.
The second target is to produce a tool which schedules the
bandwidth between guests in order to limit some of them
while letting others to maximize their usage. The possibility
to schedule in that way, would allow to preserve some tasks
(guests), making sure that they always have the correct amount
of bandwidth. This would create a temporal memory separation
and provide even more security between guests.

IV. METHODS AND BENCHMARKS

This paper uses a specific benchmark suite, composed by
a virtualized environment and various software benchmarks.
The experimental environment is based on the Linux 4.3.0
kernel with an open-embedded file-system, while Qemu/KVM
is the selected virtualization solution. The actual benchmark
platform is a Juno r0 development board with 2 Cortex-A57
and 4 Cortex-A53 cores. Only A57 cores are used to run the
needed number of guests, as the memory bandwidth difference
between A57 and AS53 cores is too large to include both
types of cores (from 2500MB/s to 1500MB/s). The taskset
utility is used to set guests on specific cores, which they are
based on 4.3.0 Linux and a minimal file-system, including the
benchmark software suite.

The first benchmark used is a program used by the original
author of memguard, this program is used to get a point of
comparison between our platform and the author’s one. It
consists of a simple buffer copy-process application which
utilizes a large amount of memory bandwidth, while provid-
ing a number of processed frames per second. The second
program is the well-known Mplayer video suite. Mplayer was
chosen to represent multimedia use-case in a mixed-criticality
environment and is used with the benchmark option to see
if a high-bitrate video decoding (two videos are used, SMb/s
and 1Mb/s) process is runnable in the benchmark environment.
The last benchmark is an FFT program, simulating a capture
and process workload in soft real-time constraints. The FFT
benchmark is called periodically and allocates a memory buffer
for FFT computations, the output is a number of buffers
processed per second.

V. EXPERIMENTAL RESULTS

A. Memory bandwidth limitation

The first test (Fig. 1) highlights the memory bandwidth
limitation mechanism. For this purpose, four different tasks
will be launched at the same time. A different memory
bandwidth weight will be associated to each core/task. Each
task is running on a specific core (one core = one task).

During the first 120 seconds, Memguard is not loaded. Af-
ter 220 seconds, Memguard is working with different weights
to highlight the memory bandwidth limitation on each task.
Task 1 has the maximum weight while task 4 has the lowest
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Figure 1. Memory bandwidth reservation on different cores

(tasks 2 and 3 have the same weight). The results are equivalent
to the author ones, and show that Memguard is regulating the
memory bandwidth of each task.

B. Memory bandwidth reclaim feature

The second experiment (Fig. 2) highlights the reclaim
feature, a simple task is used to test if Memguard can release
more bandwidth than the applied limit.
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Figure 2. Memory bandwidth reclaim feature

The task is running between O to 15 seconds with an
under-estimated memory bandwidth limit. The limit was set
to 240MB/s, and when the reclaim feature is enabled the
memory bandwidth reaches 590MB/s. This experiment shows
that the reclaim feature can provide more than twice the
original memory bandwidth limitation if more bandwidth is
available.

C. Memguard’s overhead

The CPU overhead of Memguard was measured to under-
stand how to efficiently use Memguard in order to reduce this
overhead as much as possible. The experiment uses Memguard
with the reclaim feature activated.
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Figure 3. Relation of memory bandwidth allocation and CPU utilization

Depending on the memory reservation policy set by the
user, Memguard can introduce a significant overhead to the
system, in terms of CPU utilization. Fig. 3 shows the relation
between CPU utilization and memory bandwidth allocation
of an application. In cases where a large memory bandwidth
is allocated, CPU utilization remains low, but when memory
bandwidth for an application is underestimated, Memguard
produces a large overhead due to the reclaim feature. This
feature throttles the core and reallocates a fixed memory
bandwidth amount, if the available bandwidth is too high, the
produced overhead can reach up to 78 percent of CPU usage.

D. Example of use

In order to understand the way Memguard can be used in
real-life computation, an experiment with video playback has
been done (Table I).

TABLE I. VIDEO DECODING BENCHMARK

Environment of execution Processing time

Plain linux 2 cores running same video task
(mplayer)

Core 1 : 60.318s (decoding time)
Core 2 : 60.320s (decoding time)

Core 1 : 313.313s (decoding time)
Core 2 : 311.306s ( decoding time )

Memguard with under estimated bandwidth :
20 MB/s on all cores

Core 1 : 58.836s (decoding time)
Core 2 : 276.001s (decoding time)

Memguard with correct estimated b/w
core 1 (250 20 20 20)

Core 1 : 59.881s (decoding time)
Core 2 : 95.619s (decoding time)

Memguard with correct estimated b/w
core 1 and best-effort policy activated

This experiment highlights the memory-bandwidth reser-
vation capabilities of Memguard. When standalone Linux
is executed, 60s (approx.) are needed to decode the video,
whereas when Memguard is enabled, decoding lasts 58s.
The interest of Memguard resides in the memory-bandwidth
temporal reservation. A core can be limited to let other cores
to use as much as possible the remaining memory-bandwidth
(last case).

E. Memory bottleneck

Memory bottleneck conditions are highlighted in the first
experiment (Fig. 1). Executed applications are all performing
with similar results at the start of the test, where the bandwidth
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is divided equally to the guests. When Memguard is enabled,
task number 1 reaches more than twice of the original memory
bandwidth usage. The memory bottleneck is obvious, and if
the user wants to prioritize a task due to its criticality, it’s
impossible to do so without Memguard. As such, memory
bandwidth is the limiting parameter of the whole system,
introducing increased latency and overall reduced performance.

F. Embedded virtualization problems

Since with QEMU/KVM a virtual machine is just another
task to be scheduled by the host, memory bandwidth can have a
significant role in performance. Every guests is using the same
memory bandwidth and no hierarchy is implemented (like in
a CPU scheduler) between guests. This memory-bandwidth
bottleneck can eventually affect the performance of guests in
scenarios where memory is aggressively utilized.

When Memguard is used to regulate guests, the user must
launch each guest on one specific core (or several but, at least
one core must be reserved to each guest), reducing the interest
of using Linux with KVM, with the load balancing between
cores. From the host’s viewpoint, VMs are highly dynamic
processes with varying workloads that may need different
amounts of memory bandwidth. This results in the need for
Memguard to be more flexible and be able to regulate on a
process granularity instead of cores.

VI. SOLUTION

The aforementioned problem in virtualized environments
can be solved using a memory bandwidth scheduler.

A. Architecture and implementation

The solution is based on a new architecture involving all
layers of the virtualized computing chain (from the guest to
the host kernel), which can deliver messages and regulate the
memory bandwidth dynamically.

Limit Limit Limit

Guest 3 J

debugts debugts
% of memory % of memory
bandwidth bandwidth

Guest 1 Guest 2
MEMTALK MEMTALK
Kemeimed [© [ Kemehe

Host
Memguard reservation process

HyperCall trap
Guest BW setter

Host
User part T

Core 1 Core 2 Core 3 Core 4

[ [ [ J

Hardware multicore platfrom

Memory

Figure 4. Proposed extensions to Memguard’s architecture

The architecture of the solution is split in three main parts,
the guest level API, the host message exchange mechanism and
parts of Memguard linked to CFS. The selected architecture
helps to keep a simple yet flexible mechanism. The first part
is composed of a simple debugfs interface, enabling the user
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memguard_guest_update (cpu_number) {
if next_task = a_guest_in_the_list
callback_to_memguard /()

Figure 5. Pseudo code to call memguard from CFS

to write/read from a simple file to set the needed memory
bandwidth value, which also allows to set the bandwidth from
other applications (e.g., a local resource manager).

Every call is made with the following:
ID of request: Host is aware that this call is a guest request
Request type: Host is notified if a guest wants to update
bandwidth or be removed from the guest reservation process
Value: A general purpose 64bit variable to send information
(e.g., bandwidth need: 70 percent of total BW)

The second part is the HyperCall module, which is pro-
cessed by KVM in the host; every HyperCall is trapped, filtered
and processed by the hypervisor. The HyperCall process has
been described in detail previously[4], it traps the guest mem-
ory bandwidth request and stores it in the GlobalKernelLink.

The GlobalKernelLink is the bridge between the frontend
(guest’s API) and the backend, which is a hidden mechanism
regulating the guest’s memory bandwidth. A structure com-
posed of several variables, exported across the host kernel
called the GlobalkernelLink is responsible for handling all
needed information for the solution, composed of
Memguard_sched_guests: number of guests running with
memguard reservation enabled
Memguard_sched_PID: Tab to store guests PID
Memguard_sched_BW: Tab to store Bandwidth need of guests
Memguard_update_bandwidth: pointer to memguard callback
function

The third part is the mechanism which regulates the band-
width, applying the requested memory-bandwidth that was
previously stored. This part is composed of two components,
CFS, the Linux scheduler and Memguard, the kernel module,
regulating memory-bandwidth at core level. CFS was selected
because it is the main Linux scheduler and is fair between
tasks. We implemented a method to call Memguard when
guests are running.

When CFS has scheduled the next task, a callback to Mem-
guard is executed which then enforces the memory bandwidth
regulation. It is also worth mentioning that Memguard had
to be also modified in order for it to handle the callback
from CFS. This function in Memguard updates the memory
bandwidth of the core corresponding to the linked guest.

CFS is an asynchronous scheduler, no fixed length schedul-
ing clock is used during the scheduling (except the minimum
execution time 4ms). Contrariwise Memguard has a fixed
length scheduling clock (1ms), this scheduling mechanism
difference raises a problem when merging both parts of the
proposed solution. In order to address this issue, Memguard
was modified to start a new scheduling period when CFS is
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update-budget-sched (int cpu-n, long bw-n) {
convert-bandwidth-to-cache-event ()
set-the-core-budget ()
initialize-the-memguard-statistics()

Figure 6. Pseudo code to update the per-core budget, called from CFS

calling-back Memguard. The resulting solution synchronizes
both parts, CFS is unchanged and Memguard’s scheduling tick
is synchonized with CFS. Changes made in CFS introduce a
small slowdown due to the processing time needed to check
tasks’ membership.

B. Benefits

The actual implementation has several benefits. The first
one is the limited overhead due to a change in the memory-
bandwidth requested by the guest, as a HyperCall is performed
only when needed, reducing the total time spent when adjust-
ing the value. The second benefit relates to the use of the
CFS scheduler. This significantly reduces the complexity of
integrating the solution, and the overhead is kept to a min-
imum. The last benefit comes from the Memguard callback,
which provides memory bandwidth reservation and limitation
functionalities.

C. Mixed criticality enhancement

As discussed previously, the target of the actual paper is
to define a virtualized mixed-criticality solution to regulate
memory-bandwidth. The solution provides a global answer in
order to schedule dynamically memory-bandwidth, as the guest
user can either set the needed bandwidth manually or let an
automatic system take care of it. This results in the possibility
to dynamically adjust the memory bandwidth and to regulate
tasks between them, reducing the bandwidth of a task to let
others use the remaining.

VII. EXPERIMENTAL RESULTS WITH NEW MEMGUARD
ARCHITECTURE

In this section, experiments and benchmarks are presented
in order to highlight how Memguard extensions can be used
in a mixed-criticality virtualized system.

The first benchmark (Fig. 7) shows the problem of the
memory bottleneck. When two guests are running on the same
core, the memory bottleneck limits the memory-bandwidth of
both tasks. As in the first experiment (Fig. 1), in a virtualized
environment, the bottleneck is the same.

This second experiment (Fig. 8) shows the interest of
Memguard solution, at first both tasks are memory-bandwidth
scheduled, the first curve (top one) at 70 of the guaranteed
bandwidth and second curve (bottom one) at 20 of the memory
bandwidth. When Memguard is disabled (around 13 seconds to
20 seconds) the first guest can reach the maximum bandwidth;
after 20 seconds the second guest increases its memory-
bandwidth reservation, resulting in less bandwidth available
for the first guest. The interest is that both guests are running
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The third benchmark (Fig. 9) demonstrates the memory
separation between guests. The first guest (top curve) is
running unregulated at start, after 17 seconds, a limit is set,
and a second guest (bottom curve) is launched after 33 seconds
with a limited bandwidth. The reduction of bandwidth is due
to the CPU time shared between both guests (running on the
same core), when both guests are running, each has a specific
memory bandwidth allocation which highlight the memory
separation of guests running on the same core.

TABLE II. Video decoding benchmark

25 30 35 40 45 50
Time in seconds (s)

Environment of execution

Processing time

Plain linux 2 cores running same video task
(mplayer)

Guest 1 :
Guest 2 :

62.112s (decoding time)
67.968s (decoding time)

Memguard with under estimated bandwidth :
20 MB/s on all cores

Guest 1 :
Guest 2 :

386.893s (decoding time)
384.655s ( decoding time )

Figure 7. Memory bandwidth degradation between two guests

guest 1 Memguard
guest 2 Hemguard

2500 4 ! 4

2000 \.

1500 e

Memguard with correct estimated b/w
core 1 (250 20 20 20)

Guest 1 :
Guest 2 :

57.947s (decoding time)
312.014s (decoding time)

Memguard with correct estimated b/w
core 1 and best-effort policy activated

Guest 1 :
Guest 2 :

60.911s (decoding time)
97.665s (decoding time)

The Mplayer benchmark (Table II) was accomplished with

an Mplayer decoding process running on two Guests. The
results are following the ones done with no Virtualized envi-
ronment and it demonstrates that the solution is not reducing
the performance of the overall system.

TABLE III. FFT “’real time” benchmark

1000 |

Memory bandwidth in MB/s

500 |

Process used

Processing speed

FFT

78 033 sec/frame

FFT
Database

148207 sec/frame
1450 MB/s

FFT (high priority)
Database (BW reduced)

81014 sec/frame
800 MB/s

0 10 20 30 40 50 60
Time in seconds (s)

Figure 8. Guest memory bandwidth separation with Memguard

at different memory-bandwidth limits enabling a memory-
bandwidth hierarchy between them.

2500

"quest 1 Menguard

'\/\/-1‘1’\,, N\
1 guest. 2 Hemguard

2000 | B

1500 4

1000 | 4

Memory bandwidth in MB/s

500 - a‘_rv\ J -

0 10 20 30 40 50 60 70 80
Time in seconds (s)

Figure 9. Guest memory bandwidth separation with Memguard (1 core of
execution)
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The last Benchmark (Table III) involves two guests, one
is a camera capture-process VM and the second one is a
memory intensive program (equivalent to a database explore
task). Overall we can see that with Memguard plus the virtual-
ization extensions, the performance of mixed-criticality use
cases can improve significantly due to the additional QoS
features implemented. When Memguard is not used, the FFT
task has a large slowdown due to a lack of available memory-
bandwidth, where if Memguard keeps the database task to a
certain level of memory-bandwidth usage (800 MB/s), the FFT
task can almost reach its full performance.

VIII. CONCLUSION AND FUTURE WORKS

In this paper, we highlighted the memory bottleneck on
multi-core CPUs and the need to use a memory bandwidth
reservation mechanism. In answer Memguard has been tested
and extended for its use on ARM platforms. Due to the
pervasive nature of virtualization even on embedded systems,
Memguard has been adapted to fit this need.

A new architecture forwarding guests’ memory require-
ments to Memguard has been implemented, working with CFS,
Memguard has been modified to be synced with the scheduler.
In result we obtained a memory reservation service which can
throttle memory-bond tasks in favor of high criticality tasks.
The actual implementation has several benefits and allows
to increase the performance of tasks in mixed-criticality use
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cases. The overhead is kept to a minimum and the commu-
nication mechanism is easy to use from user space or other
applications.

The proposed extensions to Memguard are still a proof
of concept, and some improvements can be achieved when
several guests are running on the same core to improve the
tasks’ memory separation.
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Abstract— Wearable devices are ever more becoming an asset
in our everyday lives. This shift to ubiquitous computing has
also led to the development of systems that make these
wearable devices behave intelligently according to a user’s
need, when deployed in various scenarios. The system
discussed here, is envisaged to be deployed in a tourism
environment as a personalized suggestion generation that
relays information back to the user through an Augmented
Reality framework. The implementation explored the use of
various techniques in literature, and a series of tests were
performed in order to evaluate the system’s personalization
capabilities and its perceived efficiency. The Precision rate
obtained was 81%, while Recall and F-Measure, stood at 60%
and 65% respectively. Future work on this study opens the
door to the implementation of such systems that allow for the
development of intelligent wearable devices that can be both
useful in increasing accessibility or simply entertainment.

Keywords-  Profiling;  Ontology; Augmented Reality;
Intelligent recommendations; Implicit data gathering; Explicit
data gathering; rule-based approach; Synsets; Precision; Recall;
F-measure; tf-idf

L INTRODUCTION

Artificial Intelligence (AI) “is the science and
engineering of making intelligent machines, especially
intelligent computer programs” [1]. Therefore, it is fair to
conclude that the design and implementation Intelligent
Wearable devices, devices that can adapt to the user’s needs
and behavior, is at the very core the field of Artificial
Intelligence. We are now witnessing a shift to ubiquitous
computing that has made it possible to have intelligent
systems operate as effectively on mobile devices, and
deployed in various scenarios without compromising on
performance while incorporating new technologies such as
Augmented Reality. One scenario where such systems can be
deployed effectively is in the tourism domain in the form of
Landmark Recommendation engines for tourists.

The tourism industry is an ever growing industry which
caters for people of all ages, who come from various areas of
life and more importantly, whose travel interests tend to
differ. One such major difference would be that, while
members of the older generations tend to prefer going on
organized tours where a person is giving out information
about any landmarks in the surroundings, members of the
younger generation would rather roam freely about the city
discovering what there is to be discovered by themselves. In
addition, people tend to look out for different attractions
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when they are abroad which vary from tourist to tourist
depending on the person’s interests.

The development of wearable devices that behave
intelligently, and that can be deployed in such scenarios
would not only be interesting from the point of view of
research, but also a step into what will soon be the norm for
most devices we have around us [6][8]. The aim of this
research is to make such wearables act intelligently by
having the device generate recommendations tailor made for
the individual. Acting intelligently also involves the
presentation of relevant information to the user at the time
when this is actually required. Such tasks involve the
implementation of user-profiling mechanisms in order to be
able to understand the traits of the user and in turn generate
recommendations that are as accurate as possible. Deployed
in the aforementioned domain, such devices would ensure
that any tourist visiting a foreign city gets the opportunity to
explore the city better, without hindering his visit with the
cumbersome tasks of having to carry with him devices which
are not very user friendly. Therefore, finding the right
techniques with which to gather information, present it in
structured formats, and, more importantly, infer user traits
from the data at hand, is pivotal in the creation of such
systems.

Section 2 gives an insight into the Aims and Objectives
that this paper aims to achieve. While Section 3 provides an
overview of related work, Sections 4 and 5 provide a
description of the design and the implementation of the
system respectively. Section 6 presents the results from the
evaluation carried out and Section 7 provides an insight into
future work. Finally, Section 8 provides a conclusion for the
work carried out.

II.  AIMS AND OBJECTIVES

The aim of this research is to investigate the best
practices and techniques of building an accurate user profile
from social media, to provide accurate recommendations that
will sustain the operations of the intelligent wearable device.
In order to achieve this, the following objectives were
identified:

1.  Building and representing a user profile from any
source of data relevant to the cause and ensuring that
mechanisms employed keep a representative profile which is
up-to-date. Returning the recommendations of landmarks
which may be interesting to a wuser, and extracting
information from web sources to be returned to the system
user.
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2. Through the use of the mobile application notify the
user whenever he is close to the landmark and provide on
screen tailored information through an augmented reality
framework.

The extent to which each of these objectives was satisfied
by this study is as follows:

. The first objective was ultimately achieved through
the personalization component. Through the tests performed
accuracy results for this component were recorded at 0.81
precision average, 0.6 recall average and 0.65 f-measure
average.

. The second objective was achieved through the
information visualization component.

III. RELATED WORK

Research  carried out focused primarily on
personalization systems, mainly on how to construct efficient
and effective user profiles. The ultimate goal of user-
adaptive systems is to provide users with what they need
without them asking for it explicitly. The idea of Automatic
Personalization is central to such systems [2]. The ability of
a personalization system to tailor content and recommend
items implies that it must be able to infer what a user
requires on previous and current interactions with the user.
Tourist recommendation systems are all the more becoming
an integral contributor to the concept of e-tourism services.
Most recommendation systems tend to focus on helping the
user select the travel destination while others tend to focus
only on some aspects of the holiday. For example, Entrée [3]
uses domain knowledge about restaurants, foods and cuisines
to recommend restaurants to users while MastroCARonte
provides personalized tourist information (hotels,restaurants,
places to see or visit) on-board vehicles. In 2012, F.-M. Hsu
et al. [9], came up with an intelligent recommendation
system for tourist attractions [8]. Similarly, one can find
CAPA, a personalised restaurant recommender that rather
than being browser based, works on a mobile device.
Systems such as the GUIDE system [4] and WebGuide [5]
give the user a personalised experience when visiting cities
such as Lancaster, Heidelberg and Vienna, through the way
in which information is fed back to him. Other systems such
as IMA provide services in a wide geographical area.
CRUMPET  proposes touristic  sights’ and uses
advertisements to promote all kinds of services that may be
helpful to any tourist [9].

Iv.

For development purposes, the system was drawn up into
a number of components and subcomponents that
communicate with each other to achieve the final goal of an
application that works on a wearable device. Figure 1, shows
an abstract representation of the proposed system and its
main components. For the scope of this study, Android
mobile applications, especially in view of the ease with
which to create such applications, are ideal to implement the
application component while Apache servers provide an

DESIGN
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ideal platform on which to host server side scripts that help
the application with its tasks. Having the system planned out
in this manner return provides many advantages mainly for
the fact that by delegating the heaviest tasks to the server, the
application on the mobile device can focus its resources on
other areas. Also, any future updates to the system would

Android Application Component Apache Linux Server

)

fomat
Logi o s | ot
oo Fasbak etis

Login Handler

)

n
Component

Component passes on user info
to betransmitted to the server

T

B I

Figure 1. A diagram of the proposed system.

require the alteration of some scripts on the server rather than
having to modify the application’s structure.

The first major component of the system is the Android
Application component, which is first and foremost
responsible for handling login operations that will in turn ask
for information from a about the user and then triggering and
handling the results obtained by the operations of the other
sub components. For this function, social media was
considered, mainly due to the fact that social media accounts
tend to have an enormous amount of wealth of information
about the user. The second component is an Apache Linux
server component that through communication with the
application that will be deployed on a wearable device,
reduces much of the computational burden from the
application side by handling the more cumbersome
components of the system mainly, the personalization
component. This component is also responsible for handling
the presentation of the final system results.

The application component, as shown in the diagram
below has a number of sub-components each responsible for
handling specific tasks that give the application, and the
whole system, its functionality. These components include a
login handler component, an Information Extraction
component, a JavaScript Object Notation (JSON) transmitter
and an Information Visualization Component. The Login
Handler component, as the name suggests is responsible for
handling social media login requests by the user and works
in tandem with the Information Extraction component to
obtain the required information from the social media
profile. Given that the application must in some form or
another send and also receive data from the second
component, the JSON transmitter component is critical for
what the system is trying to achieve. This component
provides the means of communication between the
application and the server through the device’s network
services. The final module in the application component is
the Information Visualization component. This component is
responsible for displaying graphically the information that
the application component receives from the server. Taking
into consideration the various types of wearable devices, the
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most suitable device for such this proposed system is a head-
mounting device. However, this is not its only use, as this
component is also responsible for handling location tracking
for the device and also for performing arithmetical
operations to know when the device is actually required to
display the retrieved information.

The server component has a number of sub-components
as well, which components are responsible for handling
specific tasks in relation to the personalization capabilities of
the system. These components include a personalization
module that prepares the received data for the generation of
recommendations, and a Suggestion Generation module. The
latter is tasked with building the user profile from the
information retrieved from the application, and generating
the suggestions based on the user profile built earlier. These
suggestions are then transmitted back to application. In
addition to these two modules, the server component also
consists of a database that contains the information about
landmarks in the city being visited, from which the
suggestions are to be drawn.

V. IMPLEMENTATION

A. Information Gathering

The first task of the application is to gather information
about the user. As previously discussed, this information is
to be extracted from social media profiles and for this reason
Facebook was chosen as the platform from which to gather
the required information. The choice to go for this particular
social media platform stems from the fact that as of 2016 it is
estimated that Facebook has 1.59 billion users and therefore
it is fair to say that it is one of the most popular platforms in
the area. More importantly, Facebook profiles tend to be
much more indicative about their users given the type of
information people share.  Facebook’s Graph API is
therefore used to obtain the desired information which
information varies from personal information, such as
demographics, to particular likes such as interests, artistic
groups, and so on. The information is supplemented with
information from the user’s social media feed in order to
ground it within a temporal context. The idea is to make the
harvesting of the information as implicit as possible
requiring only a minimal amount of explicit data input from
the user. The user’s 100 most recent likes and 25 most
recent posts to his or her social media profile are taken into
consideration and are later on analyzed to achieve the
personalization objective. This amount of data is ideal since
it finds a balance between having just about the right amount
of data to be able to perform user profiling without
overloading the application with information to be sent to the
server, and eventually read back, making the application
process too slow. In addition, this amount of information
provides an ideal temporal context that makes sure that the
information being used to achieve personalization is in fact
based on the user’s most recent activity which is indicative
of his or her present interests.
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B. User Personalisation

The first step in user personalization involves preparing
the data for analysis. Essentially what this step does is that it
receives the data and performs tokenization and stop-word
removal. For the purpose of this implementation sentences
were tokenized in order to be able to see the data in the form
of words which makes it more practical to analyze. Stop-
word removal, on the other hand, removes from a list of
words very commonly occurring words that more often than
not do not have any relevance to the subject of the sentence.
Through the application of stop-word removal it is
ascertained that the tokens that will be analyzed actually
have a certain degree of importance and would actually
contribute to the end result to be obtained by the system.
Finally, after applying the aforementioned techniques, the
system uses an ontology, in this case WordNet, in order to
find the synonyms of all the remaining tokens in the
gathered data. At the end of this process, the system is left
with two data items that are crucial for the continuation of
the profiling process. These are the list of remaining words
after applying stop-word removal and a list of words with
their synonyms. Upon termination of the first phase, the
data next needed to be passed on for further processing.

C. User Profiling

User profiling can only start taking place when the data
is properly prepared after completion of the above
mentioned steps. However not until a further few steps are
carried out, can the actual task of building the user profile
be carried out. The first of these steps involves the
introduction of tf-idf in order to be able to classify the words
in the gathered data according to their importance. What
this means is that if a word occurs more times than others
then it will have a higher tf-idf value than the other words,
which is precisely what is needed in this case. For the
purpose of this implementation, the corpus includes all the
information retrieved from the user’s profile. Through
calculation of tf-idf values the system creates a data
structure consisting of data-pairs where each pair contains
the word and its perceived importance, and how it is able to
identify the most commonly occurring words. These words
are considered to be the most important words which in turn
will be used to base any assumptions for building the user
profile. This reasoning stems from the thought that if a
person talks or searches about some specific things, then
one can deduct that the person is interested in these things.
Consequently, these most commonly occurring words are
considered to be indicative of the user’s interests. For the
purpose of this study the 200 most commonly occurring
words are taken into consideration. It was felt that such a
dataset size can give a sufficiently vast dataset on which to
perform the remaining tasks.
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1)  Building the user profile

User-profiling adopts a hybrid approach between
Weighted Key-word representation and the Semantic
representation. It finally employs categorization into specific
groups in order to improve uniformity. There are twelve

identified categories which are: “photography”, “shopping”,
“history”, “military”, “food”, “religion”, “art”, “technology”,
“science”, “music”, “sport” and “nature”. These identified

categories also correspond to the categories of landmarks as
classified by TripAdvisor. For each interest category
identified, the synonyms were also identified once again
through WordNet as a reference ontology, and the use of
Node.js modules.

The profiling process is split up into three phases in order
to ensure utmost veracity when the final results are achieved.
The first stage involves comparing a set of words, deemed to
be the most frequently used words by the user after analysis
of the gathered data to the groups that correspond best to the
landmark categories. Thus if the list of most commonly
occurring words contains some word that is found in the list
of identified interests, then that particular interest category is
marked as relevant. Although this is one form of classifying
the user, it was deemed too trivial and too risky when
considering the result accuracy. As a second measure of
profiling the word ontology results are introduced by which
the system compares the synonyms of the most frequently
used words to the stereotype categories. To further
complement this, in the final stage of categorization, the
system also looks at the synonyms of the landmark types and
performs one final check in order to categorize the user into
the most representative categories based on his interests.
This ensures that if the list of most commonly occurring
words does not contain the exact name of an interest field,
then more checks are carried out to increase the chances of
obtaining a hit. At the end of this cycle the result would be a
user profile consisting of the interest fields that are deemed
to be of interest to the user.

2) Generating suggestions

The only remaining task to do at this stage for the system
is to generate the recommendations. The identified interest
fields have a set of allocated landmarks which will, in turn,
be recommended to the user by the wearable device. For
example, if the user profile has the ‘food’ category ticked,
then the system will return to the user a list of all the
landmarks that fall under the ‘food’ category in the landmark
database.

This database is generated through calls to the Google
Places API. These calls in addition to returning the name of
the landmark, its geographical location and reviews about the
place, also returns a list of categories under which these
landmarks can be classified. It is through these returned
categories that the landmarks are classified in the landmark
database and eventually recommended back to the user. This
component makes the system extremely flexible, in the sense
that with just a simple update of the landmark database
through API calls, the system can be deployed virtually
everywhere that is covered by Google Maps. These
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suggested landmarks are then returned to be visualized on
screen.

D. Information Visualization

The final component of the system is the Information
Visualization component, which is responsible for
visualising the suggestions on the wearable device and
which is implemented in its entirety on the application side.
In order to achieve a functional Location-based Augmented
Reality, which is the approach chosen for this
implementation, the undertaking of the following steps was
necessary prior to the actual Augmented Reality framework
construction:

* Getting the GPS location of the device

* Getting the GPS location of destination point

* Calculation of the theoretical azimuth based on GPS data

* Getting the real azimuth of the device

» Comparing both azimuths based on accuracy to then call
an event

1) User Location and Azimuth Angles

Keeping in mind the application’s objective, it is
imperative for the application to constantly know the user’s
location in order to be able to augment the user’s view with
information that is relevant to landmark which is in view.
Location details are obtained through the device’s GPS
whereby, with the use of listeners, the user’s coordinates are
updated periodically. This was implemented by
GoogleApiClient requesting location updates at a predefined
interval between each request. When the application senses
that there is a change in movement, location is updated.
The system must also calculate the user’s azimuth angle
since the implementation approach chosen is based on the
geodesy theory. Calculation of this angle is necessary for
triggering the on-screen visualization of the landmark
information, and the process of getting this calculation relies
heavily on the use of the device’s sensors.

2) Object Identification

Location data is pivotal to achieve whatever needs to be
done in this component since the system adopts a Location-
based Augmented Reality approach. What this approach
entails is that the device does not know what the landmark
actually looks like, but rather where it is. Since the system is
being deployed in a scenario where it is required to suggest
landmarks to its user, this approach fits the requirement
perfectly because a landmark is hardly ever going to move,
and should it move, for example if a restaurant relocates, the
system can work just as fine with a simple update of the
landmark database.

As already mentioned the system keeps track of the
user’s location at regular intervals and this data is, in turn,
used to augment the screen with the landmark information.
Apart from this it also makes sure that whatever data is
presented on screen, it is relevant to the landmark actually in
view. In order to be able to function, the Visualization
Component relies on the landmark data file transmitted by
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the server. As soon as this is available the component
becomes active. It first reads every suggested landmark from
the retrieved list, and then creates a data structure of
landmark objects where each object contains the landmark
name, its location and any relevant reviews. When the
application is fully aware of what landmarks exist then
visualization can begin.

The aim of the application is to be able to return
information on screen whenever a landmark is in view. It
does not require to have multiple pieces of information about
various landmarks at any one time on screen. This, however,
required the implementation of a method that is able to
identify the nearest Point Of Interest (POI) which would
allow the application to augment the screen with the relevant
information pertaining to the landmark which is closer to
where the user is at a point in time. It is in this manner that
Object Identification was implemented. The application
constantly updates its knowledge about the landmarks. At
any one time it knows that when a user is at a particular
location, the nearest location is the object whose information
is to be visualized.

However, although this already achieves, to some degree,
the Object Identification requirement, it is still not enough to
display the information correctly on the screen. It is for this
reason that the application also calculates the landmark’s
azimuth angle. The application gets the co-ordinates of the
POI and forms a right angled triangle between the user’s
location, a point directly in front of the user projected on the
plane that the POI is on, and the POI location itself. Using
conventional trigonometric functions the azimuth angle is
calculated and the system would know whether to display
information on the screen or not depending on the resultant
azimuth angle.

Figure 2. Calculation of Azimuth Angle in principle. If A is where the
device is and B is the landmark, then the azimuth angle is the angle
between AB and AK.

In this manner, the application is able to perform Object
Identification quite effectively. When an augmentation is
indeed triggered, a marker appears on screen showing the
landmark together with the relevant reviews.
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Figure 3. Output of the Visualization Component where the landmark is
pointed out by the icon appearing at the center of the view, and the
landmark name and any reviews are displayed at the bottom.

VL

In order for the system and methodology of this study to
be evaluated properly, a number of different aspects were
analyzed. The first tests were carried out in order to analyze
the performance of the system’s personalization capabilities,
more specifically, the system’s ability to generate accurate
user profiles representing its users. In order to complete this
evaluation, a number of individuals were invited to
participate in the process. Through this crowdsourcing, data
could be gathered which would in turn mock a real world
scenario where the system would be deployed, and the
system’s performance could then be analyzed.

The second tests carried out focused more on the general
deployment of such a system to a wearable device and how
would the general public, when given a wearable device that
performs in this manner, reacts to its use. This evaluation
focused on the complete package that includes both the
personalization components, and the landmark detection and
Augmented Reality components of the system, and again
involved the participation of a number of users

RESULTS AND EVALUATION

A.  Crowdsourcing demographic analysis

In order to determine the quality of the relevance of the
data obtained through crowdsourcing, and thus evaluate the
completion of both objectives, it is essential to analyze the
background of the test subjects that provided it. Sixty people
were invited to participate in the evaluation through
completion of the questionnaire. The information extracted
from the demographic part of the questionnaire, consisting of
age and the user’s perceived level of use of social media, was
thus extracted and analyzed.

As can be seen from the charts in Figures 4. and 5., the
majority of the participants were between 20 and 30 years
old. The people belonging to this age group are considered to
be the most avant-garde when it comes to trying out new
technologies and are also the most active on social media
[10]. Therefore, they provide an ideal basis on which to build
the evaluation. However, other age groups were also taken
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into consideration in order to evaluate the system’s
performance according to different user behavior.

Participants' Age

Figure 4. Pie chart showing age distribution between participants in this
study. (Source: Luca Bondin, Intelligent Wearables)

Figure 5. Pie chart showing distribution of participants according to
perceived use of Facebook (Source: Luca Bondin, Intelligent Wearables)

As for the test users’ level of use of social media, the
questionnaire asked users whether they consider themselves
as frequent Facebook users. 34 respondents said they were
regular Facebook users while the remaining 26 said
otherwise. This distribution was ideal as while the system
and the methodology could be evaluated on profiles that are
regularly updated, it could also be evaluated on other profiles
whose owners do not share as much information frequently.

B.  Profiling accuracy analysis

In order to complete the evaluation of the profiling
components of the system the participants were first asked to
explicitly mark which of the interest fields they thought best
described their interests. Next, they were asked to make use
of the system, through the aforementioned web agent, that
makes use of the system’s scripts to extract the participants’
social media profiles and generate a user profile accordingly.
The generated user profile is then compared to the interest
fields marked by the user. Given the set-up of the system and
what the system is aiming at achieving, it was decided that
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calculation of Precision and Recall values was the optimal
way of evaluating the accuracy and suitability of the system
for the purpose it is intended. Finally, F-Measure is used to
provide a single measurement for the system.

The average Precision rate obtained by the system was
0.81 meaning that there is an 81% chance that the system
will at least classify the user into one correct category and
return relevant suggestions. On the other hand the Recall
values returned by the system were somewhat smaller.
Although the highest Recall value achieved is 1.0, the
average Recall value obtained stood at 0.60 meaning that
there is a 60% probability that a relevant interest field is
found in the user profile. Again these results may have been
compromised with previously mentioned issues with users
not sharing information which is entirely relevant and
indicative of their interests. Surprisingly though, the system
still performed reasonably well in cases when the test user
listed down that he or she was not a frequent Facebook user.
Therefore, one may speculate that rather than being a case of
whether a user is making frequent use of his profile or not, it
is rather the case of what content the user decides to share
through the social media profile. The average f-measure
value obtained from the conducted tests stands at 0.65.

TABLE I. THE RESULTS AFTER EVALUATION

Minimum Maximum Average
Precision 0.33 1 0.81
Recall 0.17 1 0.60
F-Measure 0.29 1 0.65

C. System Design Evaluation

The second evaluation included the evaluation of the
system as a whole and how people would react at being
given the opportunity to use such a system. In order to
complete this evaluation, the participants were presented
with a scenario where such a system could be deployed on a
wearable device, and were presented with the system’s
abilities when making use of it. The participants were then
asked a number of questions to determine whether they
would make use of such a system, whether they would feel
comfortable using such a system due to issues that may arise
with the way the system is designed to work, and finally
whether they think that such a device would truly enhance
their visit to a city and why.

The results for this evaluation are overwhelmingly
positive. All the participants think that such a system does
indeed enhance one’s visit to a city and would indeed be
willing to use such a device should it be given to them.
While some mention that such a device would allow them to
roam freely without following tours, others mention that
such a device would render their lives easier in the sense that
it reduces the need for them to do endless research before
going on their trips. This trend is evident amongst all age
groups. However, some issues do seem to exist as people of
all ages are becoming more conscious of what information

33



UBICOMM 2016 : The Tenth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

they share and who they share this information with. These
issues arise due to the system’s use of a user’s personal data.
A number of people express their concern at such systems
requiring, and eventually extracting, personal information
from their social media profiles to achieve their
functionalities.

Upon analysis, the results obtained provide further
indication that the objectives set out at the start were indeed
reached. For the purpose of this implementation the
efficiency of implicit data gathering could be deduced from
the results obtained through the evaluation of the
personalization components. This evaluation shows that
taking into consideration the various limitations that exist,
especially with the user data, the implementation still yielded
satisfactory results, most notably through the fact that the
system provided suggestions for all the test profiles. There
were occasions where it managed to profile the user
perfectly. On the whole, the 81% precision rate was quite
good, although the recall rate achieved was slightly
disappointing. As mentioned, there are quite a good number
of variables that may in fact influence these results and all in
all, considering the effort done in trying to overcome any
issues that the approach adopted might have, the results
obtained were satisfactory. Certainly, with more uniform
information fed to the system to perform personalization, the
results are bound to improve even further.

VIL

More work could be done to improve the performance of
the system with respect to its personalization capabilities,
more specifically, to improve on the Ontology-based
approach adopted in this study. The first issue that should be
tackled is the cold-start problem that the system might
encounter when working on some profiles. This problem
could be tackled by looking at alternative sources through
which it could acquire data for personalization, which may
be other social media platforms or through mild forms of
explicit data gathering. Also, the use of a hybrid approach to
personalization would perhaps be ideal. At the moment, the
system performs profiling by performing comparisons
between words and their synsets to the interest fields and
their synsets, but what if the system could analyze whole
sections of data and know what they actually are? For
example, if a person writes about some football team then
the system knows that what the user has written about is
actually a football team and it determines that the user is
interested in sport without actually finding the exact word
“sport” or a word pertaining to its synset.

Boosting the personalization capabilities of the system
could also be achieved through obtaining more information
about the user from other sources. There is a reluctance to
move towards explicit data gathering but the need for better
input data is clear. This can be achieved from other sources
such as a user’s browser history and from some form of mild
explicit data gathering.

Secondly, work could be done to improve both the
Augmented Reality approach of the implementation as well
as some minor tweaks that make the implementation work

FUTURE WORK
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more intelligently such as the ability for the system to know
in which city it is at a point in time, and automatically make
calls to the Google API and update the landmark database
with landmarks that are in the vicinity. Also, the Location-
based approach could be strengthened with an
implementation of computer vision methods in order to
improve performance.

Finally, when the hardware is available the system should
be deployed on a wearable device that could satisfy the
system requirements and allow it to operate at its full
computational abilities.

VIIL

The approach chosen for implementation was able to
produce a system that can profile a user to a reasonably high
degree of precision. The rule-based approach, aided by traits
derived from both the weighted key-word profile and the
ontology-based approach to personalization systems was
pivotal in achieving the set objective, and the 81% Precision
rate and 60% Recall rate prove the efficiency of the said
approach. A definite strong point of the system is however
its flexibility of the system in terms its structure and the way
it is intended to work. As shown from the evaluation results,
such a system deployed on a wearable device would greatly
enhance a person’s visit to a new city, increasing both
accessibility and comfort, while the fact that it is able to be
deployed in any city around the world with the same
performance results sets it apart from other systems of its
kind.

This study opens the door to a better understanding on
how intelligent systems that are designed to work on a
wearable device may be implemented, which is a positive
step in the development of such devices which are becoming
ever more popular and essential. Along with improvements
on the approach taken and future work cited, such a system
would be both revolutionary, as well as provide an
innovative solution on how such systems could be developed
to act intelligently with respect to the user’s ever changing
demands.

CONCLUSIONS
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Abstract—In this paper, we propose an application that can be
used to take repetition images for special effects shooting in
movies or television using the Bluetooth technology of smart
devices. After the application saves the control data for a
specific period (based on the user’s selection), the proposed
application can move the motors of the hardware mounted on
the camera to perform the same motion several times via
Bluetooth communication. We do not permit users to control
the camera motors for the repeated movements, so we can keep
the same start and end positions after saving the moving data.
The camera motors are only moved remotely by the
application’s saved data. We developed the proposed
application and hardware, which work with camera motors for
performance evaluation. Then, we confirmed that the proposed
application repeated exactly the same motion with the camera
motors several times, according to the saved data. Therefore,
because the proposed application can take same images by
remotely controlled camera motors, it will be a useful
technology for special effects shooting of movies or television.

Keywords-special effects shooting; repeated images; smart
devices; application; same-movement.

l. INTRODUCTION

With the rapid development of smart devices and
wireless communication, many technologies, such as data
sharing, near wireless transmission, and hardware control
methods are using the communication function of smart
devices. The communication technologies included in smart
devices are Bluetooth, socket transmission using Wi-Fi, and
Wi-Fi Direct; these are developed from control research
involving robots, smart devices, Remote Control (RC) cars,
etc. [1-4].

From the growth of these control technologies,
equipment for broadcast shootings has been applied to
remote control technologies. ARRI Co. has sold equipment
and software to control the Motion Control Camera (MCC)
called Scorpio Mini Head SB92 [5], and CamRanger co. has
released an MP-360 tripod head that can be controlled by a
smart device or computer [6]. These control technologies are
set up and used in dangerous recording positions, such as
high places or quickly moving vehicles, and especially in
difficult-access areas. Because the MCC has a built-in
memory card for special effects shooting, it can record
moving shots during a two minute period and it can shoot the
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same motion consistently. Thus, the MCC can record the
same scene with the same camera moving a dozen times.
When wired controls are used for the MCC, the scene being
shot through the monitor can be seen immediately, and
electric power can be directly supplied to the MCC.
However, when we use wireless controls for the MCC, a
wireless control desk is need, and the MCC can only save
four movements according to the number of built-in memory
cards. Because most MCC equipment is very expensive, we
cannot use it frequently. On the other hand, the MP-360 is
cheaper than MCC equipment and it can be controlled
wirelessly. Since the MP-360 uses a tripod, we can adjust it
to making a movie or video. However, the MP-360 can make
panning and tilting motions, but not rolling motions.

In this paper, we propose an application based on smart
devices and hardware that can repeat the same movement
consistently for special effects shooting. The proposed
application and hardware have the advantages of both the
MCC and the MP-360. The proposed application sends the
movement data to the hardware via Bluetooth, and the
hardware mounted on the video camera can repeat the same
movement numerous times. The hardware is composed of
four motors (one motor for the panning motion, one motor
for the tilting motion, and two motors for the rolling motion),
a Micro Controller Unit (MCU) board for data transmission
and control, and a Bluetooth module.

To evaluate the performance of the proposed application
and hardware, we developed an application based on smart
devices and hardware, and we conducted a control
experiment with the same movements repeated during two,
three, and four minute periods. The results showed that the
proposed application and hardware moved to the same
position without error during the two and three minute
periods. Moreover, during the four-minute phase, the error
rate was only 0.18% for the rolling motion. Thus, because
the proposed application and hardware can work as well as
the MCC and because they do not require an extra control
desk, the proposed application and hardware can replace the
MCC. Since the proposed equipment can be used in
dangerous regions or places people difficult for people to
access, it will be useful for special effects shooting.

This paper is organized as follows. Section 2 explains
some of the equipment used for special effects shooting and
how to make a special effect using the MCC. In Section 3,
we describe the proposed application based on smart devices
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and hardware mounted on video cameras. In Section 4, we
describe the application and hardware that we developed,
and we discuss the results of the control experiment in terms
of the performance of the proposed technologies. Finally, in
Section 5, we present the conclusions and our further
research.

Il.  RETATED WORK

In this section, we explain some of the equipment
required for special effects shooting. Many kinds of
broadcast shooting equipment exist for special effects
shooting and Computer Graphics (CG), such as the MCC,
Body-Cam (body camera), Steadicam, or wireless controllers
for lens focusing. The body-cam is a video camera attached
to the body of an actor using hardware, and it can capture
scenes for the first person narrative, following up the actions
of the actor and creating a sense of immediacy [7].
Steadicams capture a steady scene even if the actor of the
scene runs or walks [8]. While running or walking with a
Steadicam, the camera operator cannot focus the lens.
Therefore, when the distance between the actor and the
movie camera is changed, a wireless controller is often used
to focus the Steadicam lens.

For special effects shooting, the MCC is used to repeat
the same camera movement though actors move differently
during each take. For example, we can shoot the same
motion with the same camera using the MCC, as shown in
Fig. 1 [9].

Fig. 1 (a) is a tree plate scene: the base scene for special
effects shooting. Fig. 1 (b) is a tracking plate, which includes
a guideline for CG special effects. Fig. 1 (c) is a reference
plate, where a silver pipe stands in for a stream of water that
will be added later by CG effects. Fig. 1 (d) is a main plate
that will compose the background of a scene with applied
CG effects. After we combine each scene with CG effects,
we can make a special effects scene, as shown below in Fig.
219].

In Fig. 2, the stream of water that was based on the
reference plate is now visible in the main plate, which did
not show any water originally.

Recently, broadcast equipment for special effects
shooting has mostly been comprised of the Remote Head
series of ARRI co.; of this series, the Classic Head HD and
Mini Head HD are capable of tri-axis movements [10].
However, the Remote Head series of ARRI co. requires a
hand-wheel to control the head manually and a wireless
control desk to control the head wirelessly. Thus, we cannot
use Remote Head equipment often, and movie companies or
advertisement companies use it most, because renting the
hardware is expensive.

Figure 1. Each plate is an example of how to create CG and special effects for a movie scene: (a) tree plate, (b) tracking plate, (c) reference plate,
(d) main plate
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Figure 2. Final shot using special effects implementation and CG

I1l. AN APPLICATION AND HARDWARE FOR SAME-
MOVEMENT SHOOTING

In this section, we describe an application based on smart
devices that can control hardware via Bluetooth, and we
describe the hardware mounted on the video camera that can
do the same movement multiple times. Wireless transmission
control between the application and the hardware connects
with Bluetooth pairing, and the work flow is shown in Fig. 3.

Application Hardware
) [ )
[ Recordmg start > Motor moving
[ Recordmg stop > Motor stop
Reset > Move to first position
Readmg start > Motor Moving
Reading stop > Motor stop
_J \_ ,

Figure 3. The work flow of the proposed application and hardware attached
to the camera
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As shown in Fig. 3, the hardware is not moved from
shooting start to shooting end without the proposed
application. When the proposed application moves the
hardware after “Recording start” is selected, the application
saves the movement data to built-in memory, according to
the user’s control. If the user finishes shooting a scene, he or
she can stop the application from recording via the
“Recording stop” button, and the application finishes by
saving control data. At the same time, the hardware stops
each camera motor. When the proposed application executes
the “Reset” function, the hardware moves to the first position
recorded by the application’s movement data. Next, if we
execute the “Reading start” button, the application sends
movement data to the hardware, which then moves according
to the movement data provided. If the application’s saved
movement data ends, the application stops reading
movement data and the hardware stops each motor. Then, the
“Reset, Reading start, Reading stop” operating process
repeats until enough scenes are obtained for CG special
effects. A screen shot of the proposed application based on
smart devices is portrayed in Fig. 4, and the menu of the
application is categorized into three headings: Recording,
Reading, and Setting.

Fig. 4 shows the control functions of the “Recording”
menu, which allows the user to move the hardware via many
directional buttons, such as Panning (Left, Right), Tilting
(Up, Down), and Rolling (Left, Right). These buttons can
move the hardware even if the “Recording Start” button is
not executed. When the user wants to save a hardware
movement, the user touches the “Recording Start” button.
Then, the “Recording time” increases, and the application
saves the camera movement data. Simultaneously, the
application moves the hardware via Bluetooth, and the user
can take a shot needed for special effects shooting via the
Panning (Left, Right), Tilting (Up, Down), and Rolling (Left,
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Right) buttons. When the shooting is ended, the user touches
the “Recording Stop” button, and the application stops to
save the camera movement data. The camera movement data
is saved in the built-in memory of the smart device, and we
can see the saved data from the application’s “Reading
menu” (shown below in Fig. 5).
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00:00:00
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Figure 5. Main screen for repeat movement of camera

In Fig. 5, the hardware’s position should be moved to the
first position, because the position of hardware is the ending
position after shooting is finished. Thus, the hardware goes
to the first position as the user touches the “Reset” button in
the “Reading” menu. If the user does not touch this button
but touches the “Read Start” button, the application shows an
alert message and the hardware does not move. When the
user touches the “Read Start” button after touching the
“Reset” button, the application sends movement data to the
hardware in consecutive order, and the video camera

attached to the hardware takes another shot of the same scene.

The color of the control message line changes to red when a
control message exists, and it changes to green when no
control message exists. Next, the “Setting” menu has three
slide bars to regulate the control speed, as shown in Fig. 6.
As shown in Fig. 6, each slide bar ranges from 1 to 10; the
chosen value can increase or decrease the motor speed of the
hardware. If the value is low, the motor speed is slow and the
hardware will move slowly. Conversely, if the value is high,
the motor speed is fast and the hardware will move quickly.
The “Remaining Time” switch sets how the “Read time” of
the Reading menu will be displayed. If the switch is off, the
“Read time” shows a time counter. If the switch is on, the
“Read time” shows the remaining time.

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-505-0

yn Speed:

LeftRight Speed:

Horizon Speed:

)

ﬁgufe_é. Sétt_ing screen for speed control of camera movements

Finally, the composition of the hardware mounted on the
video camera is shown in Fig. 7.

I1G32 / BL2644 / Encoder

= Arduino mega2560

1G42 / GMO1TYPE / Encoder

Reducer

Encoder

Figure 7. The composition of the proposed hardware to be attached to the
camera

In Fig. 7, each motor is composed of a reducer, a motor,
and an encoder. For rolling movements, we used two motors
that are composed of an IG 32 reducer, a BL2644 motor, and
a dual channel 26-pulse encoder. We used a 5GT type pulley
and pulley belt to connect these two motors. For panning and
tilting movements, we used one motor for each. This motor
is composed of an 1G42 reducer, a GM01-Type DC motor,
and a dual channel 26-pulse encoder. Next, MCU and
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communication modules for controlling each motor are
shown below in Table 1.

TABLE I. THE CONTROLLER COMPOSITION OF THE PROPOSED

HARDWARE
Equipment Model name

MCU Arduino mega 2560

Communication | BLE Shield SLD09041M

BLDC driver NT-BL3V

DC driver NT-VNH20SV1

Power 5V for Board, 24V for BLDC

MCU not only controls all motors from control data via
Bluetooth Low Energy (BLE) but also supplies information
about current motor status and position to a computer for
experiment and analysis. The BLE shield is a module for
communication between the smart device and the hardware,
while the Brushless DC (BLDC) driver controls the BL2644
motor and retrieves its position information. The DC driver
is meant to control the GMO1-Type motor and to get its
position information, and power equipment is to supply
additional electric power to MCU and each motor.

IV. EXPERIMENTS AND EVALUATION

This section explains the experiments and evaluation of
the proposed application and hardware. The aim of the
experiments was to verify how well the wireless application
and hardware worked and how exact (i.e., without error) the
position of the hardware was throughout its repeated
movements. Fig. 8 shows how the user can control the
proposed application and hardware according to the user’s
purpose.

/

e

kg :
¢ F’:}lﬁ d/Recording

Fig. 8 illustrates the user touching the “Left” button of
the proposed application for left-panning. The hardware was
turning from right to left in the following order: (), (b), (c),
(d), (e), and (f). We tested not only panning movements but
also tilting and rolling movements, and the proposed
application and hardware worked as well for all movements
as movement of left-panning.

Next, we did an experiment about whether the hardware
maintained the same position after being moved several
times to shoot the same scene. We could check the position
value of each motor from a PC via USB serial
communication, because we used Arduino mega 2560 as
MCU and motor driver to get the position value of each
motor. We saved movement control data in the “Recording”
menu, and we checked the start position and end position
values of each motor at the “Reading” menu at 5, 10, and 20
repetitions. At these times, the setting speed of the panning,
tilting, and rolling movements was three and the control
duration of the hardware was two minutes, which was the
maximum saving time of MCC of ARRI co., three minutes,
and four minutes. The results of this experiment are
presented in Table 2.

The value of each cell is the error rate of the hardware’s
end position value via the proposed application. In Table 2,
the error rates for panning and tilting movements were 0% at
two, three, and four minutes, though the hardware was
moved several times. In contrast, the error rate for the rolling
movement was 0.18% at four minutes, even though the error
rates were 0% at two and three minutes. A possible
explanation is that we used a 5GT type pulley and pulley belt
to connect the two motors for the rolling movement.

@/ Movi nd/Recording

c)

Figure 8. Images of the stages of left-panning via the proposed application, controlled by the hardware
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In future research, we will look into other options to
replace the 5GT type pulley and pulley belt, and we will do
more experiments using these options. Furthermore, we will
test whether the accumulated shots of the same hardware
movement overlap exactly when we use the proposed

TABLE I1. THE ERROR RATES OF END POSITION VALUE OF THE
HARDWARE VIA THE PROPOSED APPLICATION
Motor direction 2 min 3 min 4 min
Panning 0% 0% 0%
5times | Tilting 0% 0% 0%
Rolling 0% 0% 0.17%
Panning 0% 0% 0%
10 Milting 0% 0% 0%
times
Rolling 0% 0% 0.18%
20 Panning 0% 0% 0%
ilti 0, 0, 0,
times T|It|r1g 0% 0% 0%
Rolling 0% 0% 0.18 %

We expect that the rolling movement error occurred
when the motor stopped, because the 5GT type pulley belt
has a 3 mm furrow. If we had used a pulley belt that was
smaller than the furrow of the 5GT pulley belt, we think we
could have decreased the error rate for rolling movements.
From the results of the experiment, it is clear that the
proposed application and hardware worked exactly
according to the user’s purpose.

V. CONCLUSION AND FUTURE WORK

In this paper, we have proposed an application based on
smart devices that can control hardware movements and save
the movement data; we have also proposed hardware that can
conduct the same movement repeatedly for special effects
shooting for movies or dramas. From the experiment results,
we showed that the application and hardware were working
well during two, three, and four minute periods without any
error for panning and tilting movements. A marginal error of
the application and hardware occurred only during the four
minute period for the rolling movement. Thus, the proposed
application and hardware could not only work like the MCCs
of ARRI co., but they also do not require any wireless
control desk or extra controller. Therefore, the proposed
application and hardware would be a useful technology for
special effects shooting at dangerous locations and difficult-
access areas.
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Abstract-Context-aware applications are intended to facilitate
the adaptation of services in a pervasive computing system.
The semantic similarity between contexts and the application
of a semantic similarity measure as a mechanism for service
adaptation are topics that have yet to be thoroughly explored
in the literature. The most developed semantic similarity
measures are those applied to the ontological / taxonomic
representation of the context. The Wu and Palmer semantic
similarity measure is one of these measures that is
characterized by its simplicity and high performance, but it
can give inaccurate results because two concepts in the same
hierarchy of an ontology may show a lower similarity than two
concepts belonging to different hierarchies. In this work, we
present a modification to improve the accuracy of this
measure.

Keywords-semantic similarity; Wu and Palmer;
context.

Taxonomy;

[. INTRODUCTION

Semantic similarity measures are used in various fields
with different types of applications. In pervasive computing,
the application of these measures is linked to the concept of
“context” and its impact on the adaptation of services
provided to the user. Several studies apply these measures to
service recommendation systems [10], in which context is
represented by the user’s profile-related preferences. K. Ning
and D. O'Sullivan [11] developed the similarity measure
between ontological concepts of [3] by including context and
allocating the weight of relations between concepts.

Mention should be given to applications of similarity
measures in other domains that can be used in the field of
pervasive computing, such as data mining [8], or the research
of Slimani et al. [19], which improved the semantic
similarity measure of Z. Wu and M. Palmer [22] by taking
into account the context of the measure.

A pervasive computing system is designed to provide
services to a user by minimizing his direct involvement, and
to this end, the few studies applying semantic similarity
measures have each given a particular definition to the
context and its specific purpose. Examples include M.
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Kirsch-Pinheiro et al. [7], who proposed a dynamic
adaptation of services to solve the problem of incomplete
information in the process of choosing the adequate service
in a particular context. Y. Benazzouz [1] used the same type
of similarity measures for clustering data in order to
determine the particular situations triggering a particular
service.

The remainder of this paper is organized as follows.
Section 2 introduces some applications of the semantic
similarity between contexts in pervasive computing, while
Section 3 introduces the semantic similarity measures and
context variables. In Section 4, semantic similarity measures
applied to ontologies are shown and finally, in Section 5 we
introduce our proposed modification of the Wu Palmer
measure. The conclusion is presented in Section 6.

II. RELATED WORK

The identification of the current context is defined by the
contextual information related to the triggering of a service
as well as a situation or “current context” in the set of current
contextual information, similar to a known situation or
context [1], with each identified situation being linked to one
or more of the services to be provided. This identification
forms the basis of the rule-based adaptation mechanism,
which is a set of conditional rules with the form: if
(contextual information I) then (service S).

Identifying a context is based on data mining techniques.
Once identified, semantic similarity measures are applied in
order to compare it with contexts with known services. P.Y
Gicquel [4] modeled the spatio-temporal context of a
museum visitor in an ontological form, with the semantic
similarity measures being used to recommend artwork
similar to the interests of the user by comparing the
properties of two concepts in the knowledge base. The
similarity measure is a modified version of the similarity
proposed by G. Pirrd, and J. Euzenat [12], which combines
the similarity calculation based on Tversky’s model with that
of informational content.

Y. Benazzouz [1] and F. Ramparany et al. [14] applied
semantic similarity measures to group data and ‘“pure”
contexts based on the measures of [13] [23].
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A similar approach was proposed by M. Kirsch-Pinheiro
et al. [6] for the adaptation of content found in an intelligent
device with a Pervasive Computing System (PCS). The
authors used semantic similarity measures to assess the
degree of matching between the predefined profiles of
situations and the current context of the user with the aim of
prioritizing them, using a graph-modeled context [25].

Semantic similarities between contexts in a PCS are thus
based on the collection of one or several elements of
contextual data that are relevant to one or several services.
The description and semantic relations of these services are
described in an ontological form, thus allowing the
application of known semantic similarity measures.

Many variations of the Wu and Palmer measure are
present in the literature. We will mention the work of
Slimani et al. [19] in which a penalty function is integrated in
the measure to penalize concepts belonging to different
hierarchies and the measures of C. Leacock, and M.
Chodorow [8] and Y. Li et al. [9], where each trying to make
adjustments on a particular aspect of the measure of Wu and
Palmer. All these measures are difficult to implement and
add an extra computational load to the original measure.

III. SEMANTIC SIMILARITY MEASURES AND

CONTEXT VARIABLES

The most frequently cited definition of context is that of
A. K. Dey [2] who defines context in the following manner:
“any information that can be used to characterize the
situation of an entity (person, object or physical computing.”
This definition clearly resembles that of B. Schilit et al. [20]
since the context is conceived as a set of information
collected from a user environment (person), physical
environment (physical object), or system environment, with
the purpose of data collection being the characterization of
these environments.

The data set that characterizes a context is collected from
several sources of information, for example, physical sensors
in the environment, intelligent devices, virtual sensors,
Internet access, or even telecommunication service
providers; this information is thus very heterogeneous. In
accordance with several previous studies [5][10], The
contextual information can be categorized in 3 classes, as
shown below:

1. Quantitative variables are expressed in scalar or vector
form (i.e., temperature, latitude, longitude, altitude).

2. Quantifiable variables are expressed in qualitative or
ordinal form (i.e., large, small, first, second).

3. Categorical variables are not quantifiable. Variables of
this type are described as a set of characteristics (e.g.,
standing, sitting).

The global approach to measuring the similarity between
contexts is primarily based on calculating local similarities
between attributes or context variables [16]. The global
similarity (1) can then be calculated based on these local
similarities by weighting each attribute:
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Similarity(Contexty,,,, Context,y) =
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where wy; is the weight of the attribute a;, aicomeXt“e‘” is
) ) c )
the attribute i of the new context, and a °"* 4 s the

i
attribute i of the existing context.

IV. NOTION OF SEMANTIC SIMILARITY

In pervasive computing, where the notion of context
plays a very important role, the semantic similarity measure
is a tool to evaluate the resemblance between instances of a
context. It allows services to be chosen and classified
according to their relevance to a given query, and a user’s
profile and preferences

A. Semantic similarity measures applied to ontologies

The most developed semantic similarity measures in
recent years, based on the ontological representation of
knowledge and especially in its taxonomic form, were
described by D. Sanchez et al. [17]. The authors categorised
the semantic similarity measures on the counting of arcs,
characteristics of concepts, and information content.

Semantic similarity measures based on the counting of
arcs were introduced by R. Rada et al. [13]. The basic notion
for these measures was the fewer the number of arcs
separating two concepts, the greater their similarity.

Among the studies using this approach we find:

®  Rada measure

It is based on the fact that we can calculate the semantic
similarity between two concepts in a hierarchical structure
(ontology) with links, such as "is-a" by calculating the
shortest path between these concepts.

e  Wu and Palmer measure

Several variants based on the Rada measure have been
proposed to improve some aspects, such as Z. Wu, and M.
Palmer [22] applied to an ontology O (Fig. 1), who
considered the depth of ontology in the measure, because
two concepts in lower levels of ontology are more specific
and are more similar. This measure is given by:

2XN
Ni+N,

Simyp(X,Y) = (2)

where Simy,p is Wu and Palmer similarity, N; and N,
are the number of arcs between the concepts X , Y and the
ontology root R and N is the number of arcs between the
LCS and the ontology root R.

We chose to modify the semantic similarity measure
proposed by Z. Wu, and M. Palmer [22] (2) because it is
simple to implement in a pervasive computing system where
the context is modeled using an ontology and gives realistic
similarity results. Nevertheless, we modified the Wu and
Palmer measure to eliminate an inherent disadvantage, in
which two concepts in the same hierarchy may show a lower
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similarity than two concepts belonging to different

hierarchies [16] [18] [19].

Figure 1.

Wu and Palmer Ontology example

Several other measures were subsequently introduced by
C. Leacock, and M. Chodorow [8] and Y. Li et al. [9], as the
authors attempted to make adjustments for a particular aspect
of Wu and Palmer’s measure.

Semantic similarity measures based on the characteristics
of concepts derive from the similarity model of [21], in
which two concepts are more similar if 1) they share more
common characteristics and 2) less non-common
characteristics. However, the determination of the weighting
parameters represents a major challenge for this type of
measures.

Finally, semantic similarity measures based on the
information content of a common concept involving two
concepts to be compared were first introduced by P. Resnik
[15]. Their dependency on the design of the ontology and
their lack of consideration for the context are some of their
limitations.

V. MODIFIED WU AND PALMER SIMILARITY
MEASURE

As it was shown from the disadvantages of the Wu and
Palmer semantic similarity measure, is that with this
measurement one can obtain inaccurate results [16] [18]
[19]. See the following example (Fig. 2):

Simyp(cl, c2) = (fﬁ) = 0.4 (LCS=Person, N=1, N1=1,
N2=4)

Simyp(c2,c3) = (jfg) = 0.57 (LCS=Employee, N=2,
N1=4, N2=3)

It is clear that the semantic similarity measures applied to
the UnivBench ontology (Ontology from the educational
field, used to describe data on universities and their
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departments [19] [24], Simyp(cl,c2) < Simyp(c2,c3) ,
despite the fact that the concepts cl and c2 belong to the

same hierarchy. B

— — _— —

c1/ Person /Schedule

\

I
CZ/

PostDoc

Figure 2. Extract from UniveBench. Ontology

The following modification is proposed to remedy this
disadvantage (Fig. 3):

sim(cl, c2)
2N if N1 # Nand N2 # N
Nitnz I an

if (N1=N d
if ( ) an N1

{(Simwp (c1,c2) =

\' W2-w N WN2=N)

1- Two concepts belong to different hierarchies if: N1 #
Nand N2 # N sim(cl,c2) = Simyp(cl,c2)

2- Two concepts belong to the same hierarchy if : N1=N or
N2 =N,

Root
%
& C |
»\'é/ S —
f {_cc2 )
§ —_

‘@

Figure 3. Modified Wu and Palmer Measure
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Sim(Ci,Cj)> Sim(Ci,CC) V ij=1,..n

Where: Ci,Cj are two concepts of the same hierarcy
and CC is a different hierarchy concept.

1-1fN1=N, X 2N, N2 - N < N1+N2
N2—-N N1+N2

2-1fN2=N, X > 2V, N1—N<N1+N2
N1—-N N1+N2

The proposed modification meets the four criteria of
similarity measures: non-negativity, identity, symmetry, and
uniqueness, as defined below:

1) non-negativity: Sim(A, B)>0,

2) identity : Sim (A, A) = Sim (B,B)=1

3) symmetry: Sim (A, B) = Sim (B, A)

4) uniqueness : Sim (A, B)=1 — A=B

It is also clear that the semantic similarity between two
concepts that belong to the same hierarchy is inversely
proportional to the distance between these two concepts (N2-
N or NI-N) and is always greater than the semantic
similarity between a concept of that hierarchy and another
concept from another hierarchy. It has all the advantages of
the Wu and Palmer measure, namely its implementation
simplicity and expressiveness.

This modified Wu and Palmer measure applied to the
example of Fig. 2 gives the following results:

2%1

Sim (c1,c2) = =i 0.66
(LCS=Person, N=1, N1=1, N2=4)
Sim (c2,¢3) = —= = 0.57

(4+3)

(LCS=Employee, N=2, N1=4, N2=3)

VI. CONCLUSION

The proposed modification of the Wu and Palmer
semantic similarity measure retains all the benefits of this
measure namely its implementation simplicity and power to
give close similarities to the reality unlike several other
changes proposed in the literature. It also meets the criteria
of semantic similarity measures namely the non-negativity,
the identity, the symmetry and uniqueness. Its advantage is
the fact that all the concepts in the same hierarchy must be
more similar to each other than other concepts of a different
hierarchy and the similarity between the concepts in the
same hierarchy also depends on the distance between these
concepts.
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Abstract—Smart spaces have become an active research field
over the last few years. The main objective of such spaces is to
provide intelligent services to the user for improved comfort
and energy saving. The recent advances in sensors network
and embedded systems have helped a lot in the realization of
smart spaces. In order to provide adapted services to the users,
such spaces should operate in a proactive manner and
according to the current context. The degree of intelligence of
such spaces could be enormously enhanced with the context-
awareness aspect. Defining context and establishing its
components are basic steps for context-aware services
adaptation in a smart space. In this paper, we propose a
context-aware services adaptation for a smart waiting room
which could improve both person’s comfort and energy saving
in such spaces. We describe the context using a clear and
concise definition and use the naive Bayes machine learning
technique for the adaptation.

Keywords-waiting room, context; service; adaptation; naive
Bayes.

. INTRODUCTION

The main aim of smart spaces or intelligent environment
is to assist inhabitants (resp. occupants) to live comfortably
by not bothering them from concentrating on setting and
configuring home appliances. The most common definition
of a smart space is the one proposed by Cook and Das [1]:
"Smart space is able to acquire and apply knowledge about
its environment and to adapt to its inhabitants in order to
improve their experience in that environment”. Smart spaces
should provide intelligent services in order to improve the
quality of life, energy saving and safety of inhabitants. Smart
spaces should provide adapted services in a proactive
manner (without explicit intervention from user). In order to
improve the intelligence of these spaces, services should be
provided according to the current context. One example of
smart spaces is the waiting rooms where people can wait
(generally sitting) for some kind of services. An important
issue in such spaces is energy saving. In several cases
appliances of the waiting room such as light bulbs, cooling/
heating system and TV or radio/music player operate even
when there is no person inside the waiting room which
causes a great loss of energy. Context-awareness has become
an important aspect of smart spaces. It could enhance both
the person's comfort and energy saving of the waiting room
and helps it to operate smartly by adapting services
according to the current context. Context-aware services
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adaptation should be preceded by an important and basic step
which consist of defining the context element and
establishing its components. Several approaches for context-
aware services adaptation were proposed for either pervasive
systems or smart spaces. Most of them have the following
same weakness point: not based on a clear definition of
context and do not propose a clear method for context
elements establishment which limit their use and affect the
quality of services adaptation. In this paper, we propose a
context-aware services adaptation for a waiting room which
could enhances energy saving and comfort of waiting
persons. Our approach is based on a clear definition of
context and clear steps to extract context elements. The
adaptation task is done using the naive Bayes machine
learning technique.

The rest of this paper is organized as follows. Section 1l
provides some background information about related work.
Section 1l describes the overall environment of an
exemplary waiting room. In Section 1V we discuss details
about context identification. Section V presents our context-
aware services adaptation approach. The conclusion and
future work will be given in Section VI.

Il.  RELATED WORK

Several approaches for context-aware services adaptation
for smart spaces have been proposed over the last few years.
Most of them were proposed for a particular type of smart
spaces namely smart homes.Li et al.[2] developed a context-
aware lightning control system for smart meeting rooms.
They used an ontology-based context modeling approach and
a rule based system for context reasoning. Madkour et al. [3]
used a Weighted Case Based Reasoning (WCBR) for
enabling context awareness. They illustrated the elaboration
of an adaptive and autonomous control of heating
Ventilation and Air Conditioning (HVAC). Ni et al. [4]
proposed a case-based reasoning technique for services
adaptation in a smart home. Chahuara et al. [5] presented an
audio-controlled smart home based on a framework
composed of knowledge representation module using a two
level ontology, a situation recognition module based on the
Semantic Web Rule Language (SWRL) logic reasoner and a
decision making module based on the markov logic network
(using weighted logic rules) to deal with uncertainty and
imprecision of context information. Miraoui et al. [6]
proposed a context-aware services adaptation approach for a
smart living room using two machine learning techniques
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namely naive Bayes and neural network. Humayun et al. [7]
presented a context-aware application which can provide
service according to the predefined choice of user. It uses
Mabhalanobis distance based k nearest neighbor’s classifier
technique for inference of predefined service. They
combined the features of supervised and unsupervised
machine learning in the proposed application. This
application can also adapt itself when the choice of user is
changed by using Q-learning reinforcement learning
algorithm. Badlani & Bhanot [8] proposed an adaptive smart
home system for optimal utilization of power, through
Artificial Neural Network (ANN). Kumar et al. [9] presented
a semantic policy adaptation technique and its applications in
the context of smart building setups. Humayun et al. [10]
presented a machine learning based context-aware system
which can provide service according to the trained model.
Two effective learning algorithms: Back propagation Neural
Network, and Temporal Differential (TD) class of
reinforcement learning are used for prediction and adaptation
respectively.

Il.  SMART WAITING ROOM

A. Description of a typical waiting room

A waiting room is a special place where people can wait
(generally sitting) for a service. One can find waiting rooms
in several locations: at doctor's office, at a lawyer office, at
several government offices, at banks, etc. The main aim of a
waiting room is to keep people waiting for their services in a
comfortable state. An exemplary waiting room is composed
of a set of appliances and furniture which can be mainly
categorized in three classes: a) light system, composed of a
set of light bulbs and window blinds, b) cooler/ heater
system which is composed of a heater and a cooler or
embedded in one air conditioner which can either make
cooling or heating, c) entertainment system, which is
composed of a TV and/or a radio/music player and d) a set of
chairs (Fig. 1).

Figure 1. Main components of an exemplary waiting room
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B. Expected running of a smart waiting room

In order to improve waiting people's comfort and saving
energy, a smart waiting room should provide services
according to the current context and proactively (without
explicit user intervention) in an unobtrusive manner. In the
initial and final state (the waiting room is empty), all the
appliances should be off in order to save energy. As soon as
at least one person enters the waiting room (state 1), the light
system composed of window blinds and a set of light bulbs
starts to adjust the inside light. When the system perceives at
least one person sitting, it moves to state 2. In addition to
running the light system, the smart waiting room should start
the heating/cooling system to adjust the temperature inside
the waiting room. After a few seconds, the entertainment
system composed of the TV or the radio/music player should
start and the waiting room goes to state 3. At any state, if the
smart waiting room system perceives no one inside the
waiting room, it should go to the initial state and put all
appliances off or go to temporary state (state 3) during office
hours where all appliances should be set at low energy
consumption. Fig. 2 shows the state diagram of the overall
operation of the smart waiting room.

IV. CONTEXT IDENTIFICATION

Context-awareness is a highly desirable property for
smart spaces which allows them to provide proactively
(without explicit intervention of users) adapted services
according to the context of use. The first step of developing
context-aware systems consists of defining context in a clear
manner and establishing its components. In spite of the great
number of definitions proposed for context, until now there
are no agreed definition. Most of these definitions remain
vague and general and do not provide clear steps or method
to extract context elements. Some of the proposed definitions
were based on enumerating contextual information
(localization, nearby people, time, date, etc.) like those
proposed in [11] [12] [13]. Others were based on providing
more formal definitions in order to abstract the term, like the
one proposed by Dey [14]. In our previous work [15], 16],
we have made a survey of existing definitions of context and
proposed a service-oriented definition of context for
pervasive and ubiquitous computing environments which
could be easily adapted to smart spaces. Our definition states
that the context is: "Any information that triggers a service
or changes the quality (form or mode) of a service if its value
changes." This definition is sufficiently abstract and helps to
limit the set of contextual information. We believe that this
definition is more expressive, because it is simple, clear, and
complete; in addition, it covers all aspects of the context.
Establishing context elements is a three-steps process
consisting of: 1) specify for each equipment the provided
service and the set of information that could trigger the
service, 2) specify for each service the set of forms through
which the services can be provided. We should also specify
for each form of service the set of information whose change
will change the form of a service and 3) make the union of
the two previous sets to get the final list of contextual
information and define the set of possible values for each
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context element. This information will compose the global
context.

. not office hours
Initial

state

State 4

Waiting people =10 .
And not office Waiting people >=1 Waiting people =0
hours And office hours

State 1

Sirring people >=1

State 2

T=T+ét

Figure 2. The state diagram of the overall operation of the smart waiting
room

By applying our context definition and context
components establishment method to the smart waiting
room, we have got the result of each step as indicated in
Table I, Table Il and Table I1I.

TABLE I. CONTEXT ELEMENT ESTABLISHMENT (STEP 1)
. . Triggering
Equipment Service information
heater heating Seated person
cooler cooling Seated person
window blinds lighting Person
presence
. - Person
light bulbs lighting presence
TV and Radio/music player | entertainment | Seated person

TABLE II. CONTEXT ELEMENT ESTABLISHMENT (STEP 2)
. L Forms changing
Equipment Service’s Forms information
heater Off, low, average, high Indoor tteirr'gzerature,
cooler Off, low, average, high Indoor tgmzerature,
window Crl]oifd' mos(tjly closled, Indoor light,
blinds alf-opened, mostly outdoor light, time
opened, closed '
. . Indoor light,
light bulbs Off, low average, high outdoor light, time
TV and
Radio/music On, Off Seated person
player
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TABLE IlI. CONTEXT ELEMENT ESTABLISHMENT (STEP 3)
Context element Possible values
Person presence Yes, no
Seated person Yes, no
Very low, low
Indoor -
average, high, very
temperature hi
igh
. Dark, low, average,
Indoor light high
. dark, low, average,
Outdoor light high
. Office hours, not
Time :
office hours

It is clear that our method for context elements
establishment which is composed of the above three steps is
easy to perform and leads to the set of global context
required for services adaptation inside the waiting room. The
possible values of each context element (values domain)
could be adjusted according to the implementation.

V. CONTEXT-AWARE SERVICES ADAPTATION

The aim of context-aware services adaptation is to render
appliances of the waiting room operating in a proactive
manner with minimum human intervention and to provide
services with minimum energy consumption. Based on the
previous context definition and its element's establishment,
we propose in this Section a context-aware services
adaptation for a waiting room. The waiting room should
operate according to the current context which is composed
of the following elements: person presence, seated person,
indoor temperature, indoor light, outdoor light and time.

Whenever a person enters the waiting room, the light
system should start adjusting the ambient light by setting the
window blinds and light bulbs according to the rules
presented in Table I1V. There are also two particular context
situations related to energy saving (Table V). The first one is
when there is no person inside the waiting room and it is
outside of office hours so the light system should be set off.
The second one is when there is no person inside the waiting
room and it’s during office hours so the system should set
the light on its minimum energy consumption mode which is
window blinds opened and light bulbs off. The symbol “?”
means whatever value.

The cooler/heater system should operate according to the
current context whenever the system perceives at least one
person seated inside the waiting room. The possible context-
aware configurations of the cooler/heater system are given
by Table VI. Alike the light system, there are also some
particular context situations related to energy saving. The
first one is when there is no person inside the waiting room
and it’s not office hours so the cooler/heater system should
be set off. The other ones are when there is no person inside
the waiting room and its office hours so the system should
set the cooler/heater on its minimum energy consumption
mode, which is shown in Table VII.
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TABLE IV. CONTEXT-AWARE LIGHT SYSTEM CONFIGURATION TABLE V1. CONTEXT-AWARE COOLER/HEATER SYSTEM
CONFIGURATION
In Out Window Light Person Seated Time
light light blinds bulbs presence | person temperature | Cooler | heater time Person Seated
Dark Dark Closed High yes ? Office presence person
hours Very low off high | Office yes yes
Dark Low Opened Average yes ? Office hours
hours -
Dark Average Mostly Low yes ? Office Low off average | Office yes yes
opened hours hot,.lrs
Dark high opened Off yes ? Office Almost low off low Office yes yes
hours hours
Low Dark Closed High yes ? Office Average off off Office yes yes
hours hours
Low Low Opened Average yes ? Office Almost high low off Office ves ves
hours h
Low Average Mostly Low yes ? Office . oqrs
opened hours High average off Office yes yes
Low high Half off yes ? Office hours
opened hours Very high high off Office yes yes
Averag Dark Closed High yes ? Office hours
e hours
szrag Low Opened Sy yes ? %L"rf TABLE VII.  ENERGY SAVING MODE OF THE COOLER/HEATER SYSTEM
Averag | Average | Mostly off yes ? Office temperature | Cooler | heater | time | Person | Seated
€ openied hours presence | person
Averag high Half Off yes ? Office > = = Not
e opened hours : < < 9 no no
High Dark Closed off ves ? Office office
hours hours
High Low Opened Average yes ? Office Very low off low Office no no
hours hours
High Average Half Low yes ? Office Low off low Office no no
opened hours hours
high high Mostly off yes ? Office -
e hours Almost low off low Office no no
hours
Average off off Office no no
TABLE V. ENERGY SAVING MODE OF THE LIGHT SYSTEM _ hours
Almost high low off Office no no
Indoor | Outdoor | Window Light Person Seated Time hours
light light blinds bulbs presence person High low off Office no no
” 5 office
7 ? opened off no no hours hours
Not Very high low off Office no no
? ? closed off no no office hours
hours
TABLE VIII.  CONTEXT-AWARE ENTERTAINMENT SYSTEM
The entertainment system composed of the TV or CONFIGURATION
music/radio player is triggered whenever the system TVor time Person | Seated
perceives at least one person seated in the waiting room. radio/music presence | person
Otherwise, it should be set off both during office hours or out player i
of office hours in order to save energy as mentioned in Table e E‘;‘ﬁ:’ yes yes
VL. . . . . off Office no no
The above tables of possible appliances configuration hours
will form the training set for a naive Bayes classifier chosen off Not no no
as a machine learning technique for the context-aware office
services adaptation of the smart waiting room. The Bayesian hours

Classification represents a supervised learning method as
well as a statistical method for classification. For each new
sample they provide a probability that the sample belongs to
a class. Training is very easy and fast, no need for
complicated training process as in neural networks. Naive
Bayes is fast and space efficient. It can provide an optimal
decision making system even in presence of violating
independence assumption. We have used the free machine
learning tool Waikato Environment for Knowledge
Analysis(WEKA) [17] to implement the context-aware
adaptation system.
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In order to make a principal step toward our system
validation, we performed three series of tests. Each one is
composed of ten possible context situations. We have got
satisfactory results with acceptance rate of 92%. Such rate
was very encouraging.

VI. CONCLUSION AND FUTURE WORK
Context-awareness could enormously improve the

quality of services for smart spaces. It helps to provide
proactive services which enhance both user's comfort and
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energy saving. The most important task in building context-
aware systems consists of defining the context in a clear
manner and establish its components. In this paper, we have
proposed a context-aware services adaptation for a particular
smart space namely smart waiting room using the naive
Bayes learning machine technique. Our approach could help
a lot the energy saving in such space in addition to
improving person comfort. Our future work consists of
applying the same approach for other types of smart spaces,
such as smart office, smart classroom, etc.
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