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UBICOMM 2023

Forward

The Seventeenth International Conference on Mobile Ubiquitous Computing, Systems, Services and

Technologies (UBICOMM 2023), held between September 25th and September 29th, 2023, continued a

series of international events meant to bring together researchers from the academia and practitioners

from the industry in order to address fundamentals of ubiquitous systems and the new applications

related to them.

The rapid advances in ubiquitous technologies make fruition of more than 35 years of research in

distributed computing systems, and more than two decades of mobile computing. The ubiquity vision is

becoming a reality. Hardware and software components evolved to deliver functionality under failure-

prone environments with limited resources. The advent of web services and the progress on wearable

devices, ambient components, user-generated content, mobile communications, and new business

models generated new applications and services. The conference makes a bridge between issues with

software and hardware challenges through mobile communications.

Advances in web services technologies along with their integration into mobility, online and new

business models provide a technical infrastructure that enables the progress of mobile services and

applications. These include dynamic and on-demand service, context-aware services, and mobile web

services. While driving new business models and new online services, particular techniques must be

developed for web service composition, web service-driven system design methodology, creation of

web services, and on-demand web services.

As mobile and ubiquitous computing becomes a reality, more formal and informal learning will take

pace out of the confines of the traditional classroom. Two trends converge to make this possible:

increasingly powerful cell phones and PDAs, and improved access to wireless broadband. At the same

time, due to the increasing complexity, modern learners will need tools that operate in an intuitive

manner and are flexibly integrated in the surrounding learning environment.

Educational services will become more customized and personalized, and more frequently subjected

to changes. Learning and teaching are now becoming less tied to physical locations, co- located

members of a group, and co-presence in time. Learning and teaching increasingly take place in fluid

combinations of virtual and "real" contexts, and fluid combinations of presence in time, space and

participation in community. To the learner full access and abundance in communicative opportunities

and information retrieval represents new challenges and affordances. Consequently, the educational

challenges are numerous in the intersection of technology development, curriculum development,

content development and educational infrastructure.

We take here the opportunity to warmly thank all the members of the UBICOMM 2023 technical

program committee, as well as all the reviewers. The creation of such a high-quality conference program

would not have been possible without their involvement. We also kindly thank all the authors who

dedicated much of their time and effort to contribute to UBICOMM 2023. We truly believe that, thanks

to all these efforts, the final conference program consisted of top-quality contributions. We also thank

the members of the UBICOMM 2023 organizing committee for their help in handling the logistics of this

event.
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We hope that UBICOMM 2023 was a successful international forum for the exchange of ideas and

results between academia and industry and for the promotion of progress related to mobile ubiquitous

computing, systems, services, and technologies.
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Abstract—This paper presents an experimental study of the 

communication performance of the Long-Term Evolution for 

Machines (LTE-M) network for the Industrial Internet of 

Things (IIoT). We conducted an in-depth literature review on 

the communication networks used by IIoT devices, based on 

criteria such as transportable data size, throughput, 

connectivity, latency, transmission energy budget and cost. 

Next, we experimented with LTE-M communication for a 

prototype energy-constrained IoT device. Using the 

microcontroller and modem, we were able to establish TCP 

requests (send and receive), as well as HTTP requests (POST 

and GET). The results of our study show that LTE-M 

communication offers significant advantages in terms of 

throughput, latency and energy performance compared with 

other existing Low Power Wide Area Networks (LPWAN), 

making it particularly well suited to the needs of IIoT 

applications. This experimental work opens a wide range of 

prospects for setting up efficient, high-performance IIoT 

solutions in industrial environments. 

Keywords—Industrial Internet of Things; Low Power Wide 

Area Network; LTE-M; Experimental study. 

I. INTRODUCTION 

The Industrial Internet of Things (IIoT) is a constantly 
evolving field, with rapid growth in the number of IoT 
devices integrated into multi-tier communication 
architectures to collect and process mass industrial data. 
Communication networks play a crucial role in this 
evolution, offering solutions to meet the needs of different 
industrial scenarios. 

Low Power Wide Area Networks (LPWAN) are key 
communication technologies that are chosen based on 
specific criteria such as the size of transportable data, 
throughput, connectivity, latency, the energy budget for 
transmissions and cost [1]. Sigfox, LoRaWAN, LTE-M, and 
NB-IoT are the main existing LPWAN networks. Currently 
in France, the Sigfox and LoRaWAN networks have 
demonstrated their inefficiency in terms of 
connectivity/coverage for large-scale deployment, 
particularly in rural areas [2][3]. For example, Objenious, 
Bouygues Telecom's IoT subsidiary, has shut down its 
LoRaWAN network [4]. The LTE-M network, on the other 
hand, is currently being deployed and marketed on a larger 
scale than the NB-IoT network [5]. 

In this context, our experimental study focuses on the 
communication performance of the LTE-M network. To do 
this, we first carried out an in-depth literature review on 
LPWAN for IoT communications, based on the available 
scientific literature. Then, we set up an experiment to test 
and evaluate the performance of LTE-M communication for 
an energy-constrained prototype IoT terminal. 

In view of our study of the existing literature, we 
consider that this work represents an initial contribution 
detailing the implementation of this type of experiment. It 
details the sequence of AT commands to be used to operate 
an LTE-M modem. This sequence is not detailed anywhere 
on the Internet, even in the modem manufacturers' 
documentation. Hence, this work represents a tutorial and a 
reference document for future projects and opens new 
prospects for the implementation of effective, high-
performance IoT solutions in industrial environments. 

The rest of the paper is organized as follows. First, the 
state of the art is presented. Then, the test carried out of 
LTE-M network is detailed. Finally, experimental results are 
discussed. 

II. STATE OF THE ART 

In the following, we present the Industrial Internet of 
Things domain, its emerging technologies, and the technical 
aspects of its wireless communication solutions. 

A. Internet of Things 

The Internet of Things (IoT) describes the network of 
physical terminals, or "objects", that embed sensors, 
actuators, software, and other technologies to connect to 
servers on the Internet (Cloud servers) and exchange data 
with them. These terminals range from simple domestic 
devices to highly complex industrial tools [6]. It is thanks to 
several different technologies that the IoT was able to 
emerge. Technologies, such as advances in connectivity, 
with the proliferation of network protocols that have made it 
easier to connect sensors to the Cloud and to other 'objects', 
making data transfer more efficient; low-cost, low-power 
sensor technologies that have made the field more accessible; 
advances in Machine Learning and analytics; and access to 
vast quantities of diverse data stored in the Cloud, enabling 
businesses to obtain information more quickly [7]. 

1Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-106-0
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B. Industrial Internet of Things 

The Industrial Internet of Things (IIoT) refers to the 
application of IoT technology in an industrial context, 
especially for the instrumentation and control of sensors and 
terminals using Cloud technologies. To transfer all this data 
between objects, networks have had to be set up that are 
adapted not only to the objects themselves, but also to the 
quantity of data to be sent and the industrial environment in 
which the objects operate. The IIoT generally uses a two- or 
three-tier Device-Edge-Cloud network communication 
architecture to collect and process massive industrial data 
[8][9]. Moreover, LPWAN are increasingly used for 
industrial IoT applications because of their ability to provide 
low-cost, low-power connectivity. The characteristics of 
these networks are therefore very important when choosing 
the appropriate network for an industrial IoT application. 

C. IoT networks 

With the rapid advance of wireless communication 
technologies, choosing the right network for IoT devices can 
seem complicated. However, for an IoT system architect, it is 
essential to consider the specifications and constraints 
associated with the application when choosing the most 
suitable network. The choice of network for an IoT device 
must be based on a careful assessment of these specifications 
and constraints. There are four main criteria for choosing a 
network: 
- The scope 
- Data transmission rate 
- Energy consumption 
- The cost of deployment 

Range is determined by the maximum distance data can 
be transmitted between devices and access points, while data 
transmission rate is the speed at which data can be 
transmitted. Power consumption is crucial for battery 
powered IoT devices, as it determines the autonomy of the 
devices. Also, the cost of deployment is an important factor 
to consider when deciding to use a specific network. 

D. LPWAN 

Low Power Wide Area Networks (LPWAN) 
characterizes, as its name suggests, all networks with a long 
range and low energy consumption. By reducing the data 
rate, data can be sent over greater distances while 
maintaining low power consumption [10]. When we talk 
about long distance for this type of network, we are talking 
about an order of magnitude of a few kilometers, with a 
device autonomy of up to several years and a bandwidth of 
around several hundred kbits/sec. The various LPWAN 
implementations differ in terms of throughput and frequency 
bands used. Nevertheless, these implementations can be 
classified into two categories: cellular LPWAN and non-
cellular LPWAN. 

 
1) Non-cellular LPWAN: 

SigFox: French start-up SigFox was the first to make 
LPWAN technology popular. In the early 2010s, the 
company developed the SigFox network, which is based on 

patented Ultra Narrow Band (UNB) technology and uses 
unlicensed Industrial, Scientific, and Medical (ISM) 
frequency bands: 868 MHz in Europe, 915 MHz in North 
America and 433 MHz in Asia. SigFox antennas have a 
range of between 3 and 10 kilometers in dense areas and up 
to 50 kilometers in areas with few obstacles [6]. However, it 
should be noted that the SigFox network covers the whole of 
France, with 2,000 antennas deployed throughout the 
country. Internationally, the network covers 71 other 
countries in Europe and around the world, including 21 with 
global coverage. 

Long Range Wide Area Network (LoRaWAN): 
LoRaWAN provides two-way data transmission at very low 
bit rates and very low energy consumption between objects 
and gateways. It uses a Chirp Spread Spectrum (CSS) 
modulation called LoRa. Like SigFox, this modulation is 
used mainly in frequency bands without an ISM license. The 
use of CSS modulation for the Internet of Things was 
patented by Cycléo, a French company that was later 
acquired by Semtech in 2012 [8]. On average, this 
modulation allows up to 5 kilometers between a gateway and 
an object in urban areas and 15 kilometers in rural areas. 

 
2) Cellular LPWAN: 

Narrowband Internet of Things (NB-IoT): NB-IoT 
antennas have a range of up to one kilometer in urban areas 
and 10 kilometers in rural areas. Within these ranges, NB-
IoT provides bidirectional transmission at data rates of 
between 20 and 250 Kbps. This low data rate has led to a 
significant reduction in the energy consumption of IoT 
terminals, making them more suitable for battery-powered 
remote monitoring applications. This low data rate has also 
reduced the complexity and therefore the cost of deployment. 

Long-Term Evolution for Machines (LTE-M): LTE-M 
signals have a range of up to 400 meters in urban areas and 
around 8 kilometers in rural areas. In the same way as for 
NB-IoT, the reduction in the data transmission rate has made 
it possible to reduce the energy consumption of the terminals 
deployed, thus opening the field of IoT applications to use 
cases that were previously reserved solely for non-cellular 
LPWAN. 

Unlike NB-IoT, LTE-M enables data to be transmitted at 
lower data rates, in the order of ten bits per second, and at 
data rates of around 1 Mb per second. As a result, LTE-M 
covers a wider range of applications than NB-IoT [5] [11]. 

III. TESTING LTE-M NETWORK 

As discussed before, LTE-M is currently being deployed 
and marketed on a larger scale than others IoT network. 
Thus, this section aims to test and evaluate the performance 
of this technology for an energy-constrained prototype IoT 
terminal. 

A. Hardware 

To carry out the implementation and various tests, we 
used an IoT development board designed by our project 
partner OKKO. This board incorporates a compact, high-
performance ESP32-S2 microcontroller, specially designed 
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for IoT applications. It was a wise choice because of its small 
size, advanced features, and low power consumption. It also 
incorporates a Sierra Electronics HL7800 modem, a wireless 
communication module that uses LTE-M and NB-IoT 
networks to provide low-speed connectivity and low power 
consumption, making it an ideal choice for IoT applications 
[12]. The modem also offers an integrated GPS module for 
location based IoT applications. This board offers several 
I2C connectors for connecting ambient sensors. We used an 
IoT SIM card from the multi-operator Thingsmobile [13]. 
Figures 1, 2 and 3 illustrate the hardware used. 

B. Problem analysis 

The main objective of our project was to develop a 
system capable of efficiently transmitting the data collected 
by various sensors to a remote server. To achieve this, we 
used the LTE-M modem to establish an Internet connection 
and send the data via TCP and HTTP requests. The card's 
operation had to ensure very low energy consumption. We 
therefore implemented a strategy involving a sequence of 
actions followed by a prolonged sleep mode, to save energy 
during periods of inactivity. This approach considerably 
extended the system's autonomy, while guaranteeing reliable 
and efficient transmission of the data collected. 

The ESP32-S2 microcontroller used for this project is a 
customized version which presents a few differences from 
the standard models, particularly in terms of the number and 
limitation of programmable pins. This particularity meant 
that our codes had to be adapted to take account of this 
constraint. In addition, we have found that the command 
return terminal can sometimes have uncontrollable character 
inversions or deletions. We had to deal with this problem 
when implementing certain functionalities, such as setting up 
a monitoring and connection recovery system in the event of 
signal loss. Despite these constraints, we succeeded in 
overcoming these difficulties by carefully analyzing the 
feedback from the terminal and adapting our codes to take 
account of it. We thus worked to achieve two key objectives: 
the transmission of data via TCP requests, then the sending 
of HTTP requests to an external Cloud server. 
 
 

 

Figure 1.  The OKKO board: ESP32-S2 microcontroller +  

HL7800 LTE-M modem + I2C connectors. 

 

Figure 2.  Assembly for uploading Arduino code to the OKKO board. 

 

Figure 3.  Complete assembly for battery operation. 

C. Study of the manufacturer's documentation 

To understand how the ESP32-S2 microcontroller works, 
we studied its documentation and carried out tests by 
modifying the values of the pins on the electronic board. 
This enabled us to control the flashing of the LED on the 
board according to our needs. This step was crucial for the 
rest of the project, as it enabled us to create a reliable visual 
feedback method for future communication tests with the 
LTE-M modem. We also explored the different libraries 
available for communicating with this HL7800 modem [12], 
testing several of them to determine the one best suited to 
our needs. 

We then consulted the modem's documentation in full. 
The ESP32-S2 microcontroller can communicate directly 
with the HL7800 modem using the AT commands listed in 
the documentation. You can find explanations of the possible 
commands and even examples of instruction strings to 
perform certain tasks. As our focus is on TCP and HTTP 
requests, we have concentrated on these areas in the 
documentation. 

Each of these commands can be used in different ways, 
and most functions have three versions: 
- A read mode specified by adding a ? to the command name, 
returns the status of parameters related to the command. 
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- A write mode (adding an = to the command name) which 
allows these parameters to be modified and the command to 
be executed. 
- A test mode that returns a list of possible values for each 
parameter. 

We have seen that the LTE-M modem has two main 
modes and, depending on what is sent to it, one or the other 
will be activated: 
- The main mode, known as command mode, is the one the 
modem should be in when you want to send it an AT 
command. 
- The given mode is the one the modem is in when, for 
example, it is waiting to receive data to transmit. This can be 
seen when connecting to a TCP server, where the mode is 
activated to send data to the server. 

Once these tasks had been completed, we concluded that 
it was necessary to have routines that could be executed after 
the microcontroller and modem had been initialized. The 
SIM card in the LTE-M modem must first be setup to 
establish a connection with the cellular network. AT 
commands are used for this initialization step. These 
commands allow the modem to be configured and controlled 
via a serial command interface. When the SIM card is 
initialized, it is also possible to configure the cellular 
network parameters such as the Access Point Name (APN), 
username and password, which are required to connect to the 
cellular network. Once the SIM card has been initialized, the 
modem can then be configured to establish a TCP or HTTP 
connection with a remote server using the relevant AT 
commands. To test the capabilities of our system, we set up 
and programmed two servers in Python, as shown in Figure 
4: one capable of receiving HTTP requests and the other 
TCP requests. This set-up enabled us to test the two modes 
of communication and validate that they worked properly. 
According to the modem's documentation, sending HTTP 
requires an extra step than sending TCP, because the fields 
needed for the HTTP request must be placed. We therefore 
started with the TCP request using the following AT 
commands: AT-KTCPCFG, AT-KTCPSND, ATKTCPRCV 
and AT-KTCPCLOSE. For HTTP requests, we used the 
following AT commands: AT-KHTTPCFG, AT-
KHTTPGET, AT-KHTTPPOST, ATKHTTPHEADER and 
AT-KHTTPCLOSE. 
 

 

Figure 4.  Communication between the card and the servers via the LTE-

M network. 

D. Implementation 

To implement our project, we used the Visual Studio 
Code editor with the Arduino PlatformIO extension to 
compile and send our code to our microcontroller, which 
enabled us to work efficiently and save time in the 
development process. As with any PlatformIO project, we 
defined the specifications for the board and the Framework 
in a "platform.ini" file, as shown in Figure 5. We set the data 
transmission speed from the serial port to the monitor, which 
helps display the modem responses, to 115200 baud. The 
choice of this speed depends on the microcontroller used, in 
our case an ESP32-S2 derivative. The EspSoftwareSerial 
library is included in PlatformIO and provides the various 
instructions for output to the monitor. It was necessary to 
import it when working on the Visual Studio Code 
environment. 
 

 

Figure 5.  Extract from the platform.ini file. 

To initialize the SIM card, several AT commands are 
required. Firstly, the AT+CREG= command is used to start 
the operator search and connection to the chosen operator. 
Two checks are then carried out: 
- AT+COPS? command ensures that the modem has chosen 
the right operator. 
- AT+CREG?  command shows the status of the operator 
search and ensures that it has been assigned to the correct 
operator. 

The quality of the data rate (in dB) is then read using 
AT+CSQ to check that the antenna is operating correctly. 
This sequence of commands is illustrated in Figure 6. Then, 
as shown in Figure 7, the AT+KCNXCFG= command tells 
the modem which parameters to use to connect to the 
operator's network. 

 

 

Figure 6.  initSIM function - part 1. 

 

Figure 7.  initSIM function - part 2. 
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1) Sending a TCP message: 

As shown in Figure 8, the AT+KTCPCFG= command 
allows the modem to specify the IP address and port of the 
TCP server to connect to. Then, in Figure 9, the 
AT+KTCPCNX= command enables the LTE-M modem to 
launch the TCP connection with the server. 

 

 

Figure 8.  initSIM function - part 3. 

 

Figure 9.  Extract from the connectTCP function. 

The AT+KTCPSND= command switches the modem to 
data mode and transmits everything it receives until it has 
reached the maximum size specified in the parameter, or 
until it returns to command mode. Finally, the TCP 
connection is closed. These procedures are illustrated in 
Figures 10 and 11, respectively. This sequence of AT 
commands allows the connection to the TCP server to be 
fully executed. 

 

 

Figure 10.  Extract from the sendMessageTCP function. 

 

Figure 11.  Extract from the closeTCPConnection function. 

 
2) HTTP GET and HTTP POST exchanges between the 

card and the server: 

As shown in Figure 12, the AT+KHTTPCFG= command 
allows the modem to specify the IP address and port of the 
HTTP server to connect to. Then, in Figure 13, the 
AT+KHTTPGET= command is used to make a GET request 
to the specified address of the HTTP server to which the 
modem is connected. This retrieves the data from the server. 

 

 

Figure 12.  Extract from the connectHTTP function. 

 

Figure 13.  Extract from the sendGETHTTP function. 

The AT+KHTTPHEADER= command is used to specify 
the headers of the HTTP POST request to be sent. For 
example, we specify the type of data we are sending and its 
size (in our case the data type is JSON). Then we use 
AT+KHTTPPOST= to send the HTTP POST message to the 
specified server address. As a result, the modem switches to 
data mode. We give it the data to send to the server. The 
"+++" then allows the modem to return to command mode, 
as shown in Figure 14. Finally, we close the HTTP 
connection (see Figure 15). This sequence of AT commands 
enables the HTTP GET and POST connection to the server 
to be fully executed. 

 

 

Figure 14.  Extract from the sendPOSTHTTP function. 

 

Figure 15.  Extract from the closeHTTPConnection function. 

E. Study of energy consumption 

Once the program has been uploaded to the OKKO card, 
the microcontroller initializes the modem. The modem then 
starts the TCP and HTTP communication described in the 
previous section. Once transmission is complete, the card 
goes into Deep Sleep mode until the next transmission 
request. As discussed earlier in this article, this mode saves 
battery power during periods of card inactivity. 

The energy consumption of this behavior was measured 
using the OTII tool [14]. Table 1 shows the power 
consumption of the different execution phases of the card. As 
this table shows, the power consumption of the OKKO card 
in TCP mode is lower than in HTTP mode because the latter 
has more protocol load (header and connection 
establishment) to establish the connection between the 
modem and the server. We therefore recommend using the 
TCP protocol to send data from the card to the server via the 
LTE-M network. The table also shows the card's 
consumption in sleep mode. This consumption is equal to 32 
micro-amperes, which guarantees long battery life. 
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Calculations and tests carried out at OKKO indicate a battery 
life of 5 years for a card that sends a single TCP message 
every 24 hours (with a 9000 mAh battery). 

TABLE I.  ENERGY CONSUMPTION OF THE OKKO CARD. 

 
Modem Initialization Communication Sleeping mode 

Average  

duration 

Average  

consumption 

Average  

duration 

Average  

consumption 

Average  

consumption 

T
C

P
 

15 s 88 mA 22 s 96.2 mA 

32 uA 

H
T

T
P

 

27 s 91 mA 106 s 128 mA 

IV. CONCLUSION 

In this paper, we studied the performance of the LTE-M 
network for the Industrial Internet of Things, based on an in-
depth literature review and a practical implementation on a 
prototype IoT terminal with energy constraints from the 
OKKO company. Thanks to the ESP32-S2 microcontroller 
and the LTE-M modem, we have succeeded in establishing 
TCP communications as well as HTTP communications 
(POST and GET), which contributes to the implementation 
of efficient, high-performance IoT solutions in industrial 
environments. The results show that the LTE-M network is 
perfectly suited to applications requiring low-speed 
transmission over a wide deployment area. These results 
open up a wide range of possibilities for the implementation 
of autonomous IoT systems in industry. 
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Abstract—Cyber-Physical Systems (CPS) incorporate the phys-
ical and digital worlds via sensors and actuators. The system
devices may be heterogeneous, distributed in space, and mobile.
This leads to new challenges in the design of applications that
should utilize the full potential of the system. As devices are
unreliable and may be arbitrarily moving away from locations
of interest, there is a continuous necessity to replace them
with alternatives during runtime. The handling of this task
by the application programmer is error-prone and complex
because the system might be heterogeneous and different sensors
and actuators possibly possess varying means to observe and
influence the environment. Therefore, a capability model has to be
employed on the operating system level which provides a holistic
view of the different devices. In this regard, an environmental
context model has to be supplied as the devices’ capabilities
may be restricted depending on the contexts they are located
in. This paper presents an environmental context model based
on an abstract sensor capability model. In conjunction, the
models provide a description of sensors concerning their ability
to observe properties of physical objects of interest within their
particular environmental contexts. The effect of contexts on the
spatial interpretability of sensor measurements is therefore made
explicit. Corresponding inferences are made with respect to the
localization of physical objects or phenomena of interest.

Keywords—cyber-physical systems; context awareness; hetero-
geneity; sensor virtualization.

I. INTRODUCTION

Through emerging trends like the Internet of Things, In-
dustry 4.0 or Smart Home, devices like sensors and actuators
are of increasing importance in our daily lives. This leads to
the emergence of Cyber-Physical Systems (CPS) that create
a link between the physical and digital worlds. Such systems
consist of devices that may be large in number, distributed in
space, heterogeneous, unreliable, and mobile. As the target of
CPS is the observation and influence of the physical world,
the respective applications are often bound to certain devices
situated in locations of interest. This severely impairs the
portability of applications between systems. Additionally, the
unpredictable motion and failure of sensors as well as actuators
become a challenge for properly executing the applications.
Furthermore, the system’s full potential may go unrecognized
as certain tasks may only be executable when taking the
aggregated capabilities of multiple devices into account instead
of considering them individually. The coordination of such
groups of devices heavily depends on their environmental
contexts as they may limit the devices’ abilities to cooperate
(e.g., robots being close to each other but being located on
opposite sides of a wall). The described challenges lead to
a demand for new device capability models that abstract

the heterogeneous hardware such that applications are made
portable and the full potential of CPS is utilized.

This paper provides an abstract sensor capability model. It
incorporates the influence of environmental contexts on the
ability of sensors to observe their surroundings. Additionally,
it allows to describe which combinations of the available
devices are suitable for performing a task with regard to
their respective locations and environmental contexts. This
enables the virtualization of hardware resources, i.e., the
transparent utilization of a common set of devices by multiple
applications.

Existing approaches to sensor virtualization (such as [1]
and [2]) focus on concurrently executing multiple applications
on a fixed set of sensors. In our view, the dynamics of the
different devices have to be recognized. Due to the motion
and failure of sensors, it is necessary to alternately execute
applications on a changing set of devices such that they are
able to continuously observe and influence the environment
as desired. Our model enables the Operating System (OS)
to decide which sensor measurements are required for a
given task based on the programmer’s task description, the
sensors’ capabilities, as well as the devices’ environmental
contexts. As the task description is detached from controlling
the sensors, the execution of an application on transparently
alternating sets of devices is accomplished. This leads to new
possibilities for the task planning of sensors. Their mobility
and heterogeneity can be exploited such that a leaving or
failing device may be replaced by one or possibly multiple
other devices that provide similar types of measurements.
In that way, the application’s possibilities for sensing and
influencing the environment remain the same or may even be
enhanced. Therefore, it is possible to unlock the full potential
of CPS and to port applications to other systems that employ
unrelated devices.

As a running example, we use a street surveillance system
near a highway. Its goal is the detection of environmental
hazards close to the road, such as wildfires. It consists of
immobile cameras on the roadside as well as cars driving down
the street which incorporate a dashboard camera as well as
two temperature sensors for measuring interior and exterior
temperatures respectively. The back seat windows of the cars
shall be tinted such that cameras from the outside are not able
to observe the back seat area of the car. The front seats of the
car are observable through untinted windows. We assume that
all sensors provide information on their respective locations
and are able to communicate wirelessly.
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The article is further structured as follows. Section II
depicts the concept for an abstract sensor and environmental
context model. Section III discusses existing approaches for
virtualizing sensors and compares them to our model with
respect to modeling the influence of environmental contexts on
the capabilities of devices. Section IV presents the conclusion
and possible directions for future work.

II. CONCEPT

The following sections present the programming model on
which our sensor capability model is based, followed by the
capability model, as well as the environmental context model.

A. Programming Model

The presented capability model is created in the context of
the programming model introduced in [3]. The programming
model provides sensor and actuator virtualization, as well as
transparency with respect to distribution, location, and motion
at the application level while allowing location- and motion-
aware control of devices at the OS level. This is achieved
by reversing the view of the CPS developer such that he
or she takes a physical perspective. In his application, the
programmer describes the properties of a physical object
and its behavior depending on internal dynamics as well as
potential actuator actions. The set of properties and their
values form the state of the object, which may change over
time. Additionally, the developer specifies a target state for
the object via constraints. These constraints are then solved
based on the state and behavioral descriptions of the object.
The capability and context model we propose in this work
is used to determine whether the available sensor capabilities
with respect to the sensor contexts are sufficient for observing
the object of interest and if so, in which locations it is present.

As mentioned before, the programmer provides a property
description for the physical object of interest. For the object
𝑜 it takes the form of a state description vector ®𝑧𝑜.

®𝑧𝑜 =
[
(𝜏1, 𝑟1), . . . , (𝜏𝑛, 𝑟𝑛)

]𝑇 (1)

Each element of the vector consists of a tuple (𝜏𝑖 , 𝑟𝑖). The first
element denotes an object property type 𝜏𝑖 (e.g., color, shape,
or temperature), which represents the domain of possible
values for the corresponding property. The second element is a
rule for specifying a range of values for the property (e.g., for
a fire the color has to be red or yellow, and the temperature has
to exceed 300 degrees Celsius). Each rule represents a logic
formula that evaluates either to true or false for a given
location based on the available sensor measurements. If all the
rules for an object evaluate to true at a given location, the
object is present there, otherwise it is assumed not to be.

B. Sensor Model

The provided programming model allows the developer
to exclusively focus on the creation of the state description
vector ®𝑧𝑜. The OS is responsible for utilizing the required
sensors transparently. To achieve this, it requires knowledge
of the sensors’ capabilities as each of them may have different

measurands and may observe varying physical phenomena.
The following paragraphs provide an abstract model for the
capabilities of a sensor.

A possibly mobile sensor at location ®𝑥 = ®𝑥(𝑡) observes a
physical quantity 𝑞 (e.g., electromagnetic radiation or tem-
perature). The measurement of the physical quantity is then
transformed by the sensor into a digital signal 𝑣 = 𝑣(𝑡) (e.g., an
array of pixels) through a measuring process 𝜇. The resulting
signal is interpretable for different locations in space 𝑋 ⊆ 𝑋Σ,
where 𝑋Σ denotes all locations relevant to the system. The set
of interpretable locations depends on the sensor’s location ®𝑥
and possibly other sensor-specific parameters ®𝑝 = ®𝑝(𝑡), which
may also change over time (i.e., 𝑋 = 𝑋 (®𝑥, ®𝑝)). In conclusion,
a sensor 𝑠 is characterized by the following six-tuple.

𝑠 = (𝑞, ®𝑥, 𝑣, 𝜇, ®𝑝, 𝑋 (®𝑥, ®𝑝)) (2)

To select sensors for given tasks efficiently it is necessary
to group them into classes. The knowledge about the class
of a sensor allows the OS to decide how to interpret the
outputs of sensors (i.e., which actions to perform on them).
It can then transform the results into instantiated physical
object properties (e.g., shape or form). Sensors within a class
measure the same physical quantity and their results can be
utilized similarly. Therefore, the class of a sensor depends on
its observed quantity 𝑞 and its measurement process 𝜇. We
denote a sensor class 𝛾 as a boolean function that returns true
for a sensor 𝑠 𝑗 belonging to the class and false otherwise.

𝛾𝑖 (𝑠 𝑗 ) =
{
𝑡𝑟𝑢𝑒, sensor 𝑠 𝑗 belongs to class 𝛾𝑖

𝑓 𝑎𝑙𝑠𝑒, otherwise
(3)

For example, digital dashboard cameras measure electro-
magnetic radiation within a certain wavelength and transform
it into an array of pixels through their measurement process.
On these arrays, methods like image recognition can be
performed to extract desired object properties such as shape
or color. The set of interpretable locations for a camera is
described by the following formula for a cone, where ®𝑥 = ®𝑥(𝑡)
denotes the location of the sensor at time point 𝑡, ®𝑢 is the
location vector for which the equation has to be solved, and
the parameter vector ®𝑝 consists of the orientation of the camera
®𝑜 = ®𝑜(𝑡) as well as its viewing angle 𝜙.

𝑋

(
®𝑥,
[
®𝑜 𝜙

]⊤)
=

{
®𝑢 ∈ 𝑋Σ :

( ®𝑢 − ®𝑥) · ®𝑜
| ®𝑢 − ®𝑥 | | ®𝑜 | ≤ cos 𝜙

}
(4)

This equation could also be further constrained by considering
the maximum range of the camera. A brightness sensor, in
contrast, also measures electromagnetic radiation but through
its measurement process its output can not be utilized for
similar methods as the camera. Additionally, its measurement
is solely interpretable for a small radius around its location.

C. Sensor Identification

Depending on the object description presented in Sec-
tion II-A, multiple different sensors may have to be utilized to
gather data on an object of interest. The information on which
methods may be used to extract object properties from sensor
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outputs and which classes of sensors are required to utilize
them is managed in a dictionary D. The dictionary takes as
inputs:

1) the set of all sensors 𝑆(𝑡), which may change over time
due to motion or failure,

2) the set of all available methods 𝑀 , which may be applied
to different classes of sensors, and

3) the type 𝜏 of the physical property 𝑧𝑖 .
As a result of these inputs, the dictionary returns a vector of
different methods ®𝑚. They can be applied to the outputs of
sensors of the corresponding classes to calculate a value for
the physical property.

D(𝑆(𝑡), 𝑀, 𝜏) = ®𝑚 (5)

For example, for determining the shape of an object image
recognition methods may be used on the outputs of multiple
cameras or sophisticated laser scanning systems may be uti-
lized.

Each method 𝑚 𝑗 in ®𝑚 is a tuple consisting of a set
of sensor classes Γ𝜏

𝑗
and a function 𝜓 𝑗 for calculating the

physical property’s value from the outputs of sensors of the
corresponding classes.

𝑚 𝑗 = (Γ𝜏
𝑗 , 𝜓 𝑗 ) (6)

For each of the sensor classes in Γ𝜏
𝑗

an individual sensor has
to be chosen for providing the inputs to the corresponding
calculation function 𝜓 𝑗 . All possible sets of input sensors are
determined by a function 𝑔. It maps the currently available
sensors 𝑆(𝑡) and the required classes of sensors Γ𝜏

𝑗
to the

corresponding sets of sensors Θ 𝑗 , which are a subset of the
power set of 𝑆(𝑡).

𝑔(𝑆(𝑡), Γ𝜏
𝑗 ) = Θ 𝑗 ,Θ 𝑗 ⊂ P(𝑆(𝑡)) (7)

The dimensions of each set of sensors 𝜃𝑖 ∈ Θ 𝑗 depend on how
many sensors are required by the method 𝑚 𝑗 . For example,
for the calculation of the position of an object either one
distance sensor with known location and orientation is required
or several cameras may be utilized through the method of
triangulation.

When the function 𝜓 𝑗 is applied to the set of chosen sensors
𝜃𝑖 a value 𝑣 of type 𝜏 is created.

𝜓 𝑗 (𝜃 𝑗 ) = 𝑣 (8)

This value 𝑣 may correspond to the value of a physical object
property depending on whether the corresponding rule 𝑟 in the
state description vector is satisfied or not.

D. Environmental Context Model

Not all sensors that belong to the required classes for
performing a method can be utilized for the method. Different
sensors may be located in different environmental contexts
such that their measurements do not stand in any relationship
with each other. An example of this is an interpolation method
that can not be used simultaneously for temperature sensors
in a car and temperature sensors on the roadside.

An environmental context constrains the area for which the
sensors’ output can be interpreted. Each context 𝑐 is defined
with respect to its influence on a physical quantity 𝑞 (e.g., a
closed window influences the interpretability of temperature
sensors but not of cameras). A context possesses an anchor
location ®𝑥(𝑡) which may change over time. This location is
continuously updated, e.g., by the use of a positioning sensor.
Depending on its anchor location the context additionally con-
sists of a set of surrounding locations 𝑋 (®𝑥(𝑡)) which describe
the spatial extent of the context. A context might inhibit the
interpretation of sensor measurements of the corresponding
physical quantity 𝑞 in two ways:

1) It may impede the interpretation of a measurement from
outside the context for a location inside the context.

2) It may impede the interpretation of a sensor measurement
within the context for a location outside the context.

For example, a camera located inside a vehicle may be able
to observe locations outside through a tinted window but a
camera located outside the vehicle is not able to observe its
inside through the same window. This is accounted for by
introducing the boolean attributes 𝑖𝑛 and 𝑜𝑢𝑡 for each context.
If 𝑖𝑛 is false, the context constrains the interpretation of
sensor measurements from outside the context for locations
inside the context. If it is true an interpretation is possible.
The attribute 𝑜𝑢𝑡 describes whether the interpretation of a
measurement from inside a context is feasible for a location
outside in a similar fashion. Figure 1 depicts this situation.
In conclusion, a context 𝑐 related to a physical quantity 𝑞 is
defined by the following quintuplet.

𝑐 = 𝑐(𝑡) = {𝑞, ®𝑥(𝑡), 𝑋 (®𝑥(𝑡)), 𝑖𝑛, 𝑜𝑢𝑡} , 𝑋 (®𝑥(𝑡)) ⊆ 𝑋Σ (9)

The locations for different contexts may overlap arbitrarily.
Therefore, a sensor may be influenced by multiple contexts at
once. As the sensor’s location and the contexts’ locations may
change over time, the set of contexts that influence a sensor
may also change over time.

E. Impact of Contexts on Sensor Measurements

For a given sensor 𝑠, the set of interpretable locations
𝑠.𝑋 is created without taking its environment into account
(see Section II-B). The set of locations the sensor is actually
able to observe may be smaller because it is constrained
by the set of environmental contexts 𝐶. The measurement
of a sensor can be restricted by a context in two ways, as
described in Section II-D. Therefore, the locations 𝑋𝑠

𝑜𝑏𝑠
a

𝑐1

𝑠1
𝑜𝑢𝑡?

®𝑥1

(a) Observability of ®𝑥1 outside 𝑐1 with
𝑠1 being located within 𝑐1 (𝑜𝑢𝑡).

𝑐2

𝑠2
𝑖𝑛?

®𝑥2

(b) Observability of ®𝑥2 within 𝑐2 with
𝑠2 being located outside 𝑐2 (𝑖𝑛).

Figure 1. Depiction of the 𝑖𝑛 and 𝑜𝑢𝑡 attributes of the contexts 𝑐1 and 𝑐2
regarding the sensors 𝑠1 and 𝑠2 that may or may not measure the locations

®𝑥1 and ®𝑥2 respectively.
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sensor observes from within its current contexts depend on two
sets of locations 𝑋𝑠

¬𝑜𝑢𝑡 and 𝑋𝑠
¬𝑖𝑛. The set 𝑋𝑠

¬𝑜𝑢𝑡 denotes the
locations of contexts a sensor is located in which do not allow
the measurement of the sensor to be interpreted for locations
outside (i.e., ¬𝑐.𝑜𝑢𝑡).

𝑋𝑠
¬𝑜𝑢𝑡 =

⋂
𝑐∈𝐶,𝑐.𝑞=𝑠.𝑞,

¬𝑐.𝑜𝑢𝑡,𝑠. ®𝑥∈𝑐.𝑋

𝑐.𝑋 (10)

Thus, the locations 𝑠.𝑋 a sensor may be able to measure have
to be intersected with 𝑋𝑠

¬𝑜𝑢𝑡 . This removes all locations from
𝑠.𝑋 which lie outside of the corresponding contexts. From
the resulting set the locations 𝑋𝑠

¬𝑖𝑛 have to be removed. They
refer to contexts in which the sensor is not located and which
prohibit the interpretation of the sensor’s output from outside
the context for a location within the context (i.e., ¬𝑐.𝑖𝑛).

𝑋𝑠
¬𝑖𝑛 =

⋃
𝑐∈𝐶,𝑐.𝑞=𝑠.𝑞,

¬𝑐.𝑖𝑛,𝑠. ®𝑥∉𝑐.𝑋

𝑐.𝑋 (11)

In conclusion, the resulting set of locations 𝑋𝑠
𝑜𝑏𝑠

a sensor is
able to observe is defined by:

𝑋𝑠
𝑜𝑏𝑠 = (𝑠.𝑋 ∩ 𝑋𝑠

¬𝑜𝑢𝑡 ) \ 𝑋𝑠
¬𝑖𝑛. (12)

Figure 2 shows an example for this. The camera sensor 𝑠 is
able to measure a cone-shaped area in front of it and is located
within the contexts 𝑐1 and 𝑐2. Therefore, the 𝑜𝑢𝑡 attributes
of these contexts are relevant for the spatial interpretation of
the output of 𝑠. Only 𝑐2 constrains the sensor’s measurement
locations in this regard. The sensor is not located within 𝑐3
and 𝑐4. Thus, their respective 𝑖𝑛 attributes are of relevance
as both contexts consist of locations that may intersect with
the sensor’s observable locations 𝑠.𝑋 . The locations 𝑋𝑠

𝑜𝑏𝑠
for

which its measurements are interpretable are represented by
diagonal stripes.

𝑐2, 𝑖𝑛 = 𝑓 𝑎𝑙𝑠𝑒, 𝑜𝑢𝑡 = 𝑓 𝑎𝑙𝑠𝑒

𝑠

𝑐1
𝑜𝑢𝑡 = 𝑡𝑟𝑢𝑒

𝑖𝑛 = 𝑓 𝑎𝑙𝑠𝑒

𝑐3
𝑖𝑛 = 𝑓 𝑎𝑙𝑠𝑒

𝑜𝑢𝑡 = 𝑓 𝑎𝑙𝑠𝑒

𝑐4
𝑖𝑛 = 𝑓 𝑎𝑙𝑠𝑒

𝑜𝑢𝑡 = 𝑡𝑟𝑢𝑒

Figure 2. Depiction of observable locations 𝑋𝑠
𝑜𝑏𝑠

for a sensor 𝑠 with
respect to the contexts 𝑐1, 𝑐2, 𝑐3, and 𝑐4 that relate to the same physical

quantity 𝑠 is measuring.

The set of context regions 𝑋𝑠
𝑐𝑜𝑛 for a sensor 𝑠 is defined

similarly to 𝑋𝑠
𝑜𝑏𝑠

.

𝑋𝑠
𝑐𝑜𝑛 = (𝑋Σ ∩ 𝑋𝑠

¬𝑜𝑢𝑡 ) \ 𝑋𝑠
¬𝑖𝑛 (13)

It denotes the entirety of the sensor’s context without taking
its observable locations 𝑠.𝑋 into account. This set allows to
analyze whether the measurements of different sensors stand

in relation to each other, i.e., whether their context regions
overlap.

The set 𝑋 𝜃𝑚𝑖

𝑜𝑏𝑠
denotes the sets of observable locations for a

chosen set of sensors 𝜃𝑚𝑖
∈ Θ𝑖 utilized by method 𝑚𝑖 .

𝑋 𝜃𝑚𝑖

𝑜𝑏𝑠 = {𝑠 ∈ 𝜃𝑚𝑖
: 𝑋𝑠

𝑜𝑏𝑠} (14)

The set 𝑋 𝜃𝑚𝑖

𝑐𝑜𝑛 depicts the sets of context regions for a chosen
set of sensors similarly to 𝑋 𝜃𝑚𝑖

𝑜𝑏𝑠
.

𝑋 𝜃𝑚𝑖

𝑐𝑜𝑛 = {𝑠 ∈ 𝜃𝑚𝑖
: 𝑋𝑠

𝑐𝑜𝑛} (15)

The scope S𝑚𝑖
for the result of a method 𝑚𝑖 is determined by

a function 𝛼.
S𝑚𝑖

= 𝛼(𝑋 𝜃𝑚𝑖

𝑜𝑏𝑠
, 𝑋 𝜃

𝜃𝑚𝑖

𝑐𝑜𝑛 , 𝜓) (16)

The scope describes which locations in the system can be
covered by the corresponding method by utilizing varying sets
of sensors. If the scope is an empty set, the method is not
applicable to the available sensors in the given contexts. It
depends on the following three parameters:

1) the different sets of observable locations 𝑋 𝜃𝑚𝑖

𝑜𝑏𝑠
of the

utilized sensors as they determine for which locations
valid sensor outputs are available,

2) the different sets of context regions 𝑋 𝜃𝑚𝑖

𝑐𝑜𝑛 of the utilized
sensors because they describe which sensor measure-
ments stand in relation to each other and may be used
for methods like interpolation for example, and

3) the function 𝜓 for calculating the result of the method as
varying calculation functions may lead to different results,
e.g., interpolation between temperature sensors increases
the scope of a method and triangulation between cameras
reduces it.

F. Object Identification

As described in Section II-A, a physical object property
𝑧 is computable by a set of different methods. Each of
these methods provides a result for a given scope based on
which sensors are chosen for its execution. Depending on the
programmer’s target, it may be feasible to utilize multiple
different methods to increase the area in which an object’s
property can be observed. For a chosen set of methods ®𝑚𝜏

for determining the physical object property 𝑧 of type 𝜏, 𝑧 is
observable in the set of locations 𝑋 𝑧 which is a union of the
utilized methods’ scopes.

𝑋 𝑧 =
⋃

𝑚𝑖∈ ®𝑚𝜏

S𝑚𝑖
(17)

The physical object 𝑜 (i.e., all its properties) is observable at
the intersection of the observed locations of all its properties.

𝑋𝑜
𝑜𝑏𝑠 =

⋂
𝑧𝑖∈®𝑧

𝑋 𝑧𝑖 (18)

The actual spatial scope 𝑋𝑜 of the object is determined by the
rules 𝑟𝑖 provided by the state description ®𝑧𝑜 (see Section II-A).

𝑋𝑜 =
⋂

(𝜏𝑖 ,𝑟𝑖 ) ∈®𝑧𝑜 , ®𝑚=𝐷 (𝑆,𝑀,𝜏𝑖 ) ,
𝑚 𝑗 ∈ ®𝑚,𝑣=𝜓𝑚𝑗

(𝜃𝑚𝑗
) ,

𝑟𝑖 (𝑣)=𝑡𝑟𝑢𝑒

𝑋 𝑧𝑖 (19)
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The scope of an object may encompass multiple regions of
space which are detached from each other (e.g., multiple fires
being localized by the street surveillance system). They are
interpreted as distinct instances 𝑜𝑖 of the same object type
with a set of multiple unconnected regions 𝑋𝑜𝑖 ⊆ 𝑋𝑜 as a
result.

For each of the objects 𝑜𝑖 resulting from this interpretation,
an instance vector ®𝑣 is calculated for the corresponding scope
𝑋𝑜𝑖 by applying the according methods, i.e., applying their
calculation functions 𝑚 𝑗 .𝜓 to a chosen set of sensors 𝜃𝑚 𝑗 .

®𝑣𝑋𝑜𝑖 (𝑡, ®𝑥) = ®𝜓( ®𝜃) =

𝑚1.𝜓(𝜃𝑚1 )

. . .

𝑚𝑞 .𝜓(𝜃𝑚𝑞 )

 , ®𝑥 ∈ 𝑋𝑜𝑖 (20)

Each element 𝑣𝑖 of this vector provides a value of type 𝜏𝑖 for
the corresponding element 𝑧𝑖 of the state vector in the object
description of an object instance 𝑜𝑖 in the scope 𝑋𝑜𝑖 . The
property value may also change within the scope over time
and space. Therefore, it depends on time 𝑡 as well as space ®𝑥.
This vector allows monitoring the state of the physical object
of interest and changes in its location within its observable
scope.

III. RELATED WORK AND DISCUSSION

This section discusses related work on incorporating envi-
ronmental contexts into sensor capability models. Thereafter,
the presented approaches are compared to our model.

A. Related Work

As mentioned in [4], the current state of the art is to
utilize ontologies for describing the abilities of a sensor and
the environmental context it observes (i.e., what it is mea-
suring). In [5] and [6], different ontologies for the semantic
specification of sensors are surveyed. They allow interpreting
the sensor measurements with respect to their measurands
and in which contexts their observations are made. These
approaches are static in the sense that the measurands and
environmental contexts are directly bound to sensors which
does not take the motion of sensors into account. Additionally,
the influence of contexts on the sensor capabilities is not
made clear as the corresponding measurements are tagged but
no adjustments to the specifications of a sensor’s capabilities
are made. Therefore, the developer has to manually infer the
capabilities of the sensors depending on which contexts they
are located in. Potential operating systems employing these
techniques would therefore be obstructed in their ability to
dynamically schedule devices suitably for the tasks at hand.

In [1], an approach to sensor virtualization is described
which allows a set of applications to concurrently utilize
a common set of sensors. The environmental contexts and
capabilities of sensors are not taken into account in this model.
Therefore, the choice of which devices to utilize during the
execution of the application still lies with the programmer.
This introduces room for errors as some sensors may be
located in contexts that do not allow to measure the desired
environmental entities.

In [7], a sensor virtualization method is presented. It allows
the developer to declaratively specify a virtual sensor with
respect to which behavior it has to implement. Based on
their capabilities, changing physical devices are chosen during
runtime for the execution of the application’s tasks. This
approach allows utilizing possibly changing sets of sensors
and also accounts for the motion of devices. The contexts of
sensors are not taken into consideration. Thus, an improper
selection of devices may lead to an application utilizing data
that does not suit the context for which it was developed.

In [2], virtual sensors are created such that each one wraps
a physical device. A virtual sensor provides a service that can
then be used by multiple different applications. Therefore, the
sensors are bound to their respective applications such that
taking a changing set of devices transparently into account is
not feasible. Additionally, contexts are not considered which
leads to similar challenges as described above.

In [8], an ontology is provided which allows the developer
to create individual capability models for each sensor. These
models are utilized to generate code for the distinct devices
which makes their functionalities available to the system. This
approach is most suited for systems with a static set of sensors
as individual capability models have to be created and the
corresponding code needs to be generated for each sensor.
Transparently scheduling a changing set of devices is therefore
only feasible in systems with an a priori known set of sensors.
The importance of taking the sensor contexts into account is
mentioned but not further elaborated on.

In [9], an abstraction for sensors and actuators is presented,
called resource, which allows the programmer to declarative
describe which devices are required by his application. If a
device is not available, a new resource may be created by
coupling a set of different devices which in combination are
able to perform similar actions as the unavailable resource.
Therefore, a transparent concurrent utilization of different
sensors based on the task at hand is possible. The contexts
of the devices are taken into account for the querying process
but they are statically bound to sensors and actuators. Thus, the
mobility of devices (i.e., changing contexts) is not considered
which may lead to an erroneous allocation of mobile sensors
or actuators depending on their change of position.

In [10] and [11], two approaches are presented which inte-
grate the notion of contexts into the programming model. The
developer binds parts of his application to different contexts
based on which devices are available within them. Their
models allow to transparently utilize different sets of sensors
or actuators based on where they are located. Neither sensor
capabilities nor how their environmental contexts influence
them are taken into account, which leads to similar drawbacks
as described above.

In [12]–[14], varying approaches for modeling contexts
of sensor systems are surveyed. The examined propositions’
primary focus lies on annotating sensor data such that they
can be interpreted with respect to their environment. None
of these approaches describe the influence of contexts on the
capabilities of sensors. Rather, they enrich the sensor data with
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context information such that the programmer has to make the
correct choice of which contexts are of relevance and which
sensor measurements have to be gathered within them. This
introduces room for errors as the effect of contexts on the
capabilities of sensors is not handled explicitly. Additionally,
the developer may not be able to utilize all devices as a sensor
located within a given context may still be able to provide
measurements for locations outside of a context.

In [15], an approach to defining contexts onthologically
is presented. The focus lies on documenting the impact of
different contexts (i.e., developmental, behavioral, structural,
and functional contexts) on the development of the CPS. This
allows the programmers to consider challenges emerging from
changes of the system’s contexts during runtime. While the
presented model is aiding developers in designing the system,
it does not provide runtime support for transparently managing
devices based on the context descriptions.

B. Discussion

None of the presented approaches discuss the influence of
environmental contexts on the capabilities of sensors. There-
fore, performing tasks like sensor fusion on measurements that
may not relate to each other due to environmental constraints
may create erroneous results. The virtualization of devices is
affected similarly. The replacement of a failed sensor by one
or more other devices is only feasible if their measurements
are related.

Our model describes a solution to this challenge by taking
the influence of environmental contexts into account. They
are defined as regions in space that restrict the interpretable
locations of sensor measurements. This allows to decide which
measurements are related to each other. A context-aware
virtualization of the devices is therefore enabled with respect
to which devices possess the capabilities to perform a task.

For performance reasons, it may be required to restrain the
definition of contexts in our model to discrete sets of locations
in the form of predefined geometric shapes instead of arbitrary
continuous regions in space (as in [11] for example). This
allows the efficient computation of the required operations on
the different sets of locations as described in Section II-D. The
approaches discussed in [7], [10], and [11] provide performant
implementations which enable sensor virtualization without
taking contexts into account. Therefore, they are suitable as
a starting point for implementing our model.

IV. CONCLUSION AND FUTURE WORK

This paper presents a model for describing the influence of
environmental contexts on the capabilities of sensors. This is
necessary since a sensor’s ability to observe its environment
is strongly impacted by its surroundings. Contexts are defined
as sets of locations such that they describe regions in space.
They are viewed as constraints on the ability to interpret
the measurements of a sensor for a given location. These
constraints are effective at the edges of contexts, such that
they influence the observable locations of sensors within or
outside of the context. Our sensor capability and context model

makes the influence of environmental contexts on the available
sensors explicit.

The model is presented in the context of identifying physical
objects based on an object description provided by the pro-
grammer. It allows to reason about the influence of choosing
different sets of sensors on the coverage of the system space
with respect to the object properties to be measured. This
allows the OS to choose devices according to their ability
to observe locations of interest. Therefore, a virtualization of
sensors is achieved. This allows to transparently execute an
application on alternating sets of heterogeneous devices while
ensuring that locations of interest are observed.

For future work, we intend to enrich the model with further
metrics for allowing an optimal choice of sensors based on
their capabilities. The adaptation of contexts via exploration
during runtime based on available sensor measurements is also
a future goal. Additionally, an implementation and integration
of the model into the presented programming model is in-
tended.
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Abstract—Developing distributed applications for
Opportunistic Networks (OppNets) has mainly relied on
the message passing paradigm so far. Yet, the sharing of
distributed data is an alternative worth considering, and
Conflict-Free Replicated Datatypes (CRDTs) are interesting
candidates for this purpose. A CRDT is a distributed data type
that supports optimistic replication, and whose global consistency
can be maintained based solely on occasional synchronizations
of replicas. In an OppNet, these synchronizations can be driven
by the contacts between mobile devices, without any need for
network-wide routing. CRDTs can thus serve as interesting
software building blocks to develop distributed applications
for OppNets. In this paper, we demonstrate the feasibility
of using CRDTs in OppNets by presenting an experiment
conducted in real conditions, involving a collaborative editing
application in which communication relies exclusively on
opportunistic contacts between laptops. The software elements
used in the experiment consist mainly of a CRDT-based
text editor, and a communication module that supports the
synchronization between laptops, so as to ensure the eventual
consistency of the shared document. Experimentation results are
detailed, that confirm the viability and usability of this approach.

Keywords—Opportunistic networking; Experiment; CRDT;
Collaborative editing.

I. INTRODUCTION

Opportunistic Networks (OppNets) are infrastructure-less
networks composed of mobile devices that communicate via
direct device-to-device radio transmissions. Due to the sparse
or irregular distribution of the devices, such networks are
often partitioned, and do not provide permanent end-to-end
connectivity. Yet, network-wide communication is made pos-
sible following the store, carry and forward principle: when
a contact occurs between two devices, the opportunity to
exchange messages can be seized. The received information
can be stored locally, so that the device that carries it can
forward it later to another mobile device when the opportunity
of a new contact presents itself. Developing applications for
OppNets is challenging because of the inherent asynchronism
of the communications, with potential large delays needed for
reaching certain devices, from one to the next, according to
their movements.

A number of use cases have been envisaged for Opportunis-
tic Networks, namely when traditional network infrastructure
is not available (e.g., communication for disaster relief or
in remote areas) or when it is not desirable to use this
infrastructure (e.g., for data offloading, or to avoid censorship).

To support such use cases, the research activity over the
last two decades has primarily focused on message routing
or dissemination in an OppNet, assuming that network-wide
message passing is a de facto requirement of any distributed
application, and assuming somehow that a message-oriented
API is the best API for developers.

Yet, just like the High Performance Computing community
uses alternatively the message-passing paradigm (typically
via the Message Passing Interface [1]), or the shared-memory
paradigm (via OpenMP [2] for example), depending on ap-
plication needs, the developers of distributed applications for
OppNets should not be bound to rely on a message-passing
API, but they should also be offered the means to work with
shared data structures.

A promising class of distributed shared data structures,
called Conflict-Free Replicated Datatypes (CRDTs), has ap-
peared recently, stemming from research on distributed
databases and peer-to-peer networks [3]. CRDTs are dis-
tributed data types (counters, sets, maps, etc.) that support opti-
mistic replication: replicas can be updated locally without any
coordination, and synchronized asynchronously. CRDT repli-
cas may temporarily diverge, but information is exchanged
asynchronously between them thanks to a synchronization al-
gorithm running in the background. This algorithm guarantees
that all replicas eventually reach the same final state, provided
the synchronization graph is connected, that is, provided the
history of successive synchronizations is such that any update
is eventually taken into account by every replica.

In the literature, the papers dealing with CRDTs in Opp-
Nets present simulation results [4]-[8]. The question whether
CRDTs can be of practical use in a real OppNet setting re-
mains unanswered. The objective of this paper is to contribute
to answer this question. It describes the different elements of
the setting and the results of a real-world experiment carried
out in order to assess the possibility to write a document
collaboratively, by relying on the implementation of a CRDT
deployed in an OppNet. To our knowledge, it is the first time
that the use of a real application involving CRDTs in an Opp-
Net is reported. The choice of collaborative editing as a case
study is motivated by the fact that it is a demanding distributed
application, for respecting the causality of editing operations is
not trivial in an OppNet. Besides, several tested off-the-shelf
software elements designed for peer-to-peer wired networks
can be reused or adapted for OppNets, which makes it easier
to develop a robust solution.

Figure 1 illustrates the kind of OppNet we consider: the
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Figure 1. Illustration of collaborative editing in an opportunistic network.

contributors to the shared document use their laptops over a
few days to edit the shared document collaboratively. Laptops
are considered here as target devices (rather than smartphones
or tablets), because they are more convenient to use for text
editing.

A contributor may be isolated while editing the document
(e.g., at home), in which case no transmission is possible
between his/her laptop and those of other contributors. When
several contributors are close to one another (e.g., in adjacent
rooms at work), their laptops can synchronize by exchanging
messages via direct wireless connections. When a user is on
the move, his/her laptop is assumed to be switched off.

The remainder of this paper is organized as follows. Sec-
tion II introduces the concept of CRDT and details the problem
of their synchronization, in particular in OppNets. Section III
quickly browses the works related to distributed applications
targeting OppNets, and in particular on collaborative applica-
tions like text editing. In Section IV, we present the different
software elements that support the text editing experiment we
have set up. The results of this experiment are detailed in
Section V. Section VI concludes the paper.

II. OVERVIEW OF CRDTS

When a data structure must be replicated in a distributed
system, there are different ways to maintain the consistency
of the replicas of this data structure. Some systems maintain
strong consistency at any time by constraining concurrent
updates of replicas, or preventing them altogether. Other
systems implement optimistic replication, allowing replicas to
diverge temporarily, while ensuring that they will eventually
reach a common state (eventual consistency).

Conflict-free Replicated Data Types (CRDTs) support op-
timistic replication: any replica can be updated locally, at
any time, without any coordination with the other replicas.
Synchronization occurs in the background, usually periodically
and between randomly selected pairs of replicas, by exchang-
ing information about past updates. If the synchronization
graph is connected (i.e., the consequence of each update is
eventually taken into account by each replica), all replicas
eventually reach the same state.

A. Concurrent updates and concurrency semantics

The implementation of traditional data types (counters,
registers, sets, maps, lists, graphs, etc.) as CRDTs has already
been addressed in the literature [3][9]. For each CRDT,

the updates it can support are identified, and a concurrency
semantics is defined. Note that several alternative concurrency
semantics can often be defined for the same abstract data type,
as shown below.

In order to illustrate how a CRDT can be used as a shared
data structure, let us consider a basic example. A Set CRDT
implements a shared set, and it can typically support updates
add() and rmv(). Since these updates cannot commute when
they are applied to the same element, a concurrency semantics
must be defined to resolve conflicts between concurrent add(x)
and rmv(x) updates. Figure 2 shows an example where a Set
CRDT (initially empty) is replicated in two replicas R1 and
R2. Element a is first added locally to the set in replica R1,
while element b is added locally in replica R2. The state is
thus temporarily different in R1 and R2, but a synchronization
occurs between them, after which they agree that the state of
the set is now {a, b}. Note that reconciling state {a} (from
R1) with state {b} (from R2) is not an issue, because although
add(a) and add(b) occurred concurrently in R1 and R2, they
apply to distinct elements a and b.

After the first synchronization, element a is removed and
then added again in R1, while it is only removed in R2. The
state is thus different again in R1 and R2, and this time the
last add(a) on R1 and rmv(a) on R2 conflict, as they occurred
concurrently and apply to the same element a. If both replicas
synchronize again, the final state depends on the concurrency
semantics chosen for this shared set. A possible option is to
give add(a) priority over rmv(a), so that the final state is {a, b}
in both replicas. Another option is to give rmv(a) priority over
add(a), so the final state is {b}. A Set CRDT that gives add()
priority over rmv() is called an Add-wins set in the literature,
and the opposite is called a Remove-wins set [3].

B. Synchronization of replicas

In the simple example shown in Figure 2, only two replicas
are considered, so synchronization is only required between
these two replicas. In a system that involves a large number
of replicas, synchronization must be addressed with caution in
order to guarantee that all replicas eventually converge, while
maintaining the cost of synchronization at a reasonable level.

Several methods of synchronization have been considered
in the literature, each method requiring a specific implemen-
tation of CRDTs. In an operation-based CRDT, whenever an
operation (update) is applied to a replica, a description of
this operation is embedded in a message, which is sent to all
other replicas. This approach tends to produce a large number
of small messages (each message carrying information about
a single update). Besides it requires a system that supports
reliable network-wide broadcast, and even causal broadcast if
the updates do not commute [3].

In a state-based CRDT, each replica must synchronize
periodically with other replicas by sending them its entire
state. On each receiver the state of the sender is merged with
the local state, using a function that deterministically computes
the join (least upper bound) of both states. A major advantage
of this approach is that is does not require that each update
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Figure 2. Example of a run involving a Set CRDT replicated in two replicas R1 and R2.

be transmitted to all replicas, so no broadcast is required.
A periodic synchronization of each replica with a few other
replicas is sufficient to ensure the eventual convergence of all
replicas, as long as the synchronization graph is connected.
The main drawback of state-based CRDTs is that shipping
entire states between replicas can be costly. Delta-state CRDTs
reduce this cost by passing only partial information (a delta)
about the sender’s state (typically, only what is required to
allow the target receiver to update its own local state) [10]-
[12]. In order to determine what is required by another replica,
the sender must first receive a digest of this replica’s state, and
compare this digest with its own local state. The digest of a
state can typically take the form of a state vector.

C. CRDTs in OppNets

In the literature, it is commonly assumed that CRDTs
are to be deployed in Internet-based peer-to-peer networks.
Network-wide message routing or broadcast are thus presumed
to be available. In such conditions, each replica can either
1) send each update to all other replicas (in an operation-
based CRDT), or 2) select randomly any other replica and
synchronize with this replica (in a state-based or delta-state-
based CRDT).

In an OppNet, two mobile devices can only communi-
cate as long as they are neighbors. Implementing operation-
based CRDTs, which involves sending each update to all
other devices, is therefore not trivial as it requires at least
epidemic delay-tolerant dissemination. As for state-based and
delta-state-based CRDTs, they should rely on contact-driven
synchronization, each device synchronizing with its neighbors
rather than with randomly selected peers.

Synchronization algorithms for operation-based, state-
based, and delta-state-based CRDTs in OppNets have been
proposed and evaluated based on simulation scenarios in [4].
The results show that although all synchronization methods
ensure the eventual consistency of CRDTs, delta-state-based
synchronization clearly outperforms the two other modes of
synchronization. Operation-based synchronization is easy to
implement on top of an opportunistic communication layer
that supports reliable causal broadcast. However, it requires the
network-wide dissemination of many small messages (one for
each update applied to a replica). This can yield a significant
communication overhead in an OppNet, as well as storage
issues since each message must be maintained in a local cache
on each device. State-based and delta-state-based synchro-

nization can be implemented without any multi-hop routing
or network-wide dissemination, using only synchronization
between neighbors. The cost of state-based synchronization
is significant, though, as it requires exchanging entire states
between neighbor devices. Delta-state-based synchronization
gets the best of both other methods, as the amount of data
transfers required to ensure the synchronization of replicas is
kept at a minimum, and as there is no need for message routing
or message broadcast.

The work presented in [4] has shown that CRDTs can be
deployed in an OppNet, and converge as expected in such
an environment ; but the given results have been obtained by
running simulations. Whether distributed applications based
on CRDTs can be of practical use in a real OppNet setting
is still to be demonstrated. The purpose of this paper is to
contribute to this task.

III. RELATED WORK

Running distributed applications in OppNets has been con-
sidered in many papers over the last two decades, but, again,
most of these papers only present simulation results. Rare
are the papers that present communication systems and ap-
plications that have been fully implemented, and tested in
real conditions. Among these exceptions are [13] and [14],
which present DTN systems aiming at providing Internet-like
services in very sparsely populated areas, or in disaster-relief
scenarios. Distributed applications for content sharing (files,
music, news, software components, etc.) in OppNets have
likewise been presented in [15]-[18].

In the abovementioned applications, the content shared
over the network is considered as immutable. In contrast,
collaborative editing (or, more generally, collaborative work)
requires to share content that can change over time.

Although Web-based solutions such as wikis, Google Docs,
Etherpad, etc. have been available for a long time now, these
solutions usually rely on a client-server architecture, with
central servers whose role is to store shared documents and
ensure that concurrent editing of the same document does not
yield inconsistencies.

Recognizing that any solution involving servers is hardly
applicable in OppNets, an early solution for shared content
editing in such networks has been proposed in [19]. In this
proposal, a revision control mechanisms is used to merge
contributions whenever possible, but user intervention is still
required to solve conflicting contributions. In [20], the problem
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Figure 3. Software elements deployed on each laptop (the elements we have
developed are named in boldface).

of ensuring total order in OppNets is considered, as a means
to support a variant of the Logoot [5] replication algorithm
in such networks. A similar approach is presented in [6],
using IBR-DTN [21] for opportunistic communication, and a
modified LogootSplit [7] algorithm for ensuring consistency in
shared content editing. An approach based on OT (Operational
Transformation) is considered in [8], and the convergence of
an OT-based collaborative editing framework in opportunistic
networking scenarios is investigated. Unfortunately, all these
papers only present simulation results, and in most cases it is
unlikely that a fully-functional collaborative editing solution
exists beyond the simulation code.

In the remainder of this paper we describe the implementa-
tion of such a fully-functional solution, and demonstrate that
it is viable for actual collaborative editing in opportunistic
networking conditions.

IV. DESIGN AND IMPLEMENTATION

The key feature of our experiment is the use of a Conflict-
Free Replicated Datatype to guarantee the consistency of the
different contributions to the shared document. In our experi-
mental setup, several software elements have been assembled
to allow CRDT-based collaborative editing, forming two main
layers (see Figure 3). The upper layer runs in a Web browser.
It is thus a Web application that combines the editor itself
with the implementation of the CRDT that will ensure the
consistency of the shared document. The lower layer enables
the opportunistic communication between the contributors’
laptops, thus allowing the synchronization of the different
replicas of the CRDT. The two layers interact via a websocket.
In addition, a Web server is deployed locally to supply the
code and data of the Web application. Note that the fact that
our editing application is based on Web technologies is not a
fundamental requirement. It rather results from the choice of
an available, extensible and efficient CRDT-based editor.

A. Opportunistic communication

The main functions of the opportunistic communication
layer we developed are, on the one hand, to ensure neighbor
detection (i.e., to detect laptops located within the radio
range), and on the other hand to establish a bidirectional
communication channel between each pair of neighbors.

Neighbor detection is trivially based on the periodic broad-
casting, by each laptop, of HELLO messages that contain the
identity of the emitting device (typically the hostname), its

import * as Y from 'yjs'

const ydoc = new Y.doc();

const ytext = ydoc.getText('my document');

ytext.insert(0, 'abcde'); // insert text at pos. 0
ytext.delete(1, 3);         // delete bcd

Figure 4. Example of the use of a text CRDT via the Javascript Yjs module.

IP (Internet Protocol) address, and the TCP (Transmission
Control Protocol) port number it listens to. This broadcast
is only performed at one hop (i.e., without any routing), so
that each host can only detect its 1-hop neighbors. HELLO
messages are embedded in UDP (User Datagram Protocol)
datagrams, and addressed to a predefined multicast group.

When a laptop receives a HELLO message from a new
neighbor with a lower identity (in lexicographic order), it
opens a TCP session (with TLS [Transport Layer Security]
encryption) with this new neighbor. This session will then
serve as a bidirectional channel between the two neighbors,
as long as they remain in radio contact. When a contact is
lost between two neighbors, it can be reestablished later if
they meet again.

B. CRDT-based editor

We chose the Quill text editor [22] as the editing soft-
ware. This editor is written in HTML (HyperText Markup
Language)/CSS (Cascading Style Sheets)/Javascript. It can be
associated with Yjs [23], through the quill-yjs binding module,
so that the edited text is maintained internally as a CRDT.
Yjs is a Javascript implementation of several types of CRDTs
(array, map, text, etc.). It is mainly oriented to linear data
structures like text [24]. Figure 4 illustrates the manipulation
of a piece of text through the use of the Yjs Javascript library,
as could be done by the Quill editor (in this figure, and also in
Figures 5 and 6, the functions provided by Yjs are in boldface
type).

One of the most interesting characteristics of Yjs is its
efficient way of encoding a text CRDT as a double chained
list of inserted items (sequences of characters identified by
Lamport timestamps) accompanied with a set of deletions
(simple set of items), which confers a high efficiency for
human-produced text manipulation.

Yjs itself is network agnostic: some extra code is required
to ensure the synchronization of replicas. This code must
be included in a Yjs provider. The providers distributed
with Yjs are not suited to opportunistic networking, as they
target Internet-based contexts (by using typically WebRTC
or centralized servers). We therefore developed our own Yjs
provider, called opp-provider, which supports delta-state-based
synchronization. This task was facilitated by two features of
Yjs: updates and state vectors. An update encodes a series
of changes in a document that can serve to modify another
document. Updates are commutative, associative, and idem-
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potent. These properties are essential to ensure the eventual
convergence of all replicas, whatever the order in which
updates are applied to each replica. A state vector characterizes
the state of advancement of all replicas, as perceived by one
replica. It is essentially a set of Lamport timestamps that
captures the causal context. Updates and state vectors are
provided to the programmer as opaque structures encoded in
a compressed binary format.

// Capture the modification event and
// broadcast the update to the neighbors 

ydoc.on(‘update’, 
        (upd) => {
           broadcast(upd)
        }

// Receive the update and
// apply it to the document

 • On the reception of update  upd
    Y.applyUpdate(ydoc, upd)

Figure 5. Synchronization performed on a set of neighbors when a contributor
modifies the text (the code on the top runs on the laptop where the text is
modified).

The opp-provider is notified of editing events (issued by
the Yjs module) and neighbor discovery events (issued by
the underlying opportunistic communication layer). When a
contributor edits the text (by inserting or deleting a character),
the opp-provider immediately broadcasts the corresponding
update to all current neighbor laptops (if any). The receiving
neighbors can then apply this update on their own replica
(see Figure 5). From a contributor’s perspective, collaborative
editing operates in real time between his/her laptop and neigh-
bor laptops. The updates exchanged between these laptops are
embedded in small messages, as each update only pertains to
the last operation performed on the sender.

In contrast, when two laptops get into radio contact (and
become neighbors), their local states must be synchronized,
which usually requires exchanging larger messages. The two
new neighbors first exchange state vectors, and then exchange
only what the other laptop needs to reach a common state (see
Figure 6).

V. EXPERIMENT

A. Experimental conditions

In order to assess whether collaborative editing based on
opportunistic communication can be of practical use, we
decided to use this approach to write the latest deliverable
of a project our research team is involved in. This project
involves six permanent staff members, which all agreed to
participate in this experiment. These six participants are not
always collocated, though. For example, they all have teaching
duties, which do not always occur in the same campus or
in the same buildings. Besides, most team members work at

vector = Y.encodeStateVector(ydoc)
send(vector, neighbor)

• On the reception of a state vector v
    delta = Y.encodeStateAsUpdate(ydoc, v)
    send(delta, neighbor)

• On the reception of a delta d
    Y.applyUpdate(ydoc, d)
        

• On the reception of a state vector v
    sv = v
    vector = Y.encodeStateVector(ydoc)
    send(vector, neighbor)

• On the reception of a delta d
    Y.applyUpdate(ydoc,d)
    delta = Y.encodeStateAsUpdate(ydoc, sv)
    send(delta, neighbor)

Figure 6. Delta-state-based synchronization applied when two neighboring
laptops enter in contact (the code on the top is executed by the neighbor with
the larger identity).

home part of the time, so they meet only occasionally. As a
general rule, two meetings are organized every week, though,
on Tuesday and Friday afternoons, but not all team members
attend every meeting.

The appropriate software was installed on each participant’s
laptop (running Linux), and this laptop was configured so as
to support opportunistic communication. More specifically:

• A secondary Wi-Fi interface (small form factor USB
dongle) was added to each laptop, and this interface was
configured so as to operate continuously in Wi-Fi ad hoc
mode. The primary builtin Wi-Fi interface of each laptop
therefore remained available for daily activities such as
Web browsing, Email, etc. The secondary interface was
meant to be used only for opportunistic communication,
that is, in that case, for collaborative editing.

• The opportunistic communication layer (cf. Figure 3) was
installed on each laptop, configured to use the secondary
interface (with self-assigned IPv6 addresses), and run in
the background as a systemd service.

• The desktop settings on each laptop were configured so
that the Web browser opened as soon as the user logged
in, and the browser itself was configured so that the
Quill/Yjs page was loaded automatically. The participants
were asked to keep the browser running as much as
possible, and to maintain a window or tab on Quill/Yjs
in this browser (note that this did not prevent them to
browse other Web sites). The motivation was to ensure
that Yjs would keep running in the background, thus
ensuring automatically the synchronization between the
laptops used in this experiment.

• Each laptop was configured so as to log interesting events,
such as the laptop being switched on or off, the discovery
of a new neighbor, etc.

Overall, each laptop was configured so that its owner could

17Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-106-0

UBICOMM 2023 : The Seventeenth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                            27 / 55



FG

NLS

LT

FL

YM

PL

12:00

Mon

00:00

Tue

12:00

Tue

00:00

Wed

12:00

Wed

00:00

Thu

12:00

Thu

00:00

Fri

12:00

Fri

00:00

Sat

12:00

Sat

00:00

Sun

12:00

Sun

00:00

Mon

12:00

Mon

00:00

Tue

12:00

Tue

U
se
rs

Figure 7. Details of each laptop’s activity during the experiment.
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Figure 8. Details of each laptop’s activity on Wednesday.

keep using it as usual (browsing the Web, sending and receiv-
ing Email, etc.), while collaborative editing was performed
solely based on opportunistic communication. The general idea
was to enlist participants in this experiment without overly
disrupting their day-to-day activity.

B. Results

The whole experiment lasted 9 days, including one weekend
(from Monday to the next Tuesday). Figure 7 shows the
timelines of each laptop’s activity during that period. Each
laptop is identified by the initials of its owner’s name. In
this figure, each horizontal yellow segment corresponds to
a period during which the corresponding laptop was up and
running. Purple segments mark periods when editing activity
was observed on this laptop (i.e., the user was actually editing
the shared document). The thin vertical blue lines indicate the
beginning of a pairwise radio contact between two laptops,
that is, an opportunity for these laptops to synchronize their
copies of the shared document.

Figure 8 shows details about the activity observed on a
specific day (Wednesday) during the experiment.

Figure 9 shows the evolution of the number of active laptops
at any time during the experiment (blue), as well as the number
of pairwise connections between these laptops (red). It can
be observed that although several laptops were sometimes

TABLE I. EDITING EVENTS AND SYNCHRONIZATION.

Metrics Values

Size of the final document 102 651 characters (36 pages)

Nb. of editing events 114 612 “ins”, 6 821 “del”,
104 “cut”, 81 “paste”

Nb. of synchronizations
upon radio contact

109

Nb. of updates transferred
during radio contacts

102561

TABLE II. CONTACTS AND INTER-CONTACTS.

Metrics Values (* = min / max / avg / stdev )

Duration of the experiment 8d16h28’41”

Nb of participants (laptops) 6

Number of contacts 109

Durations of contacts 3’16”/4h19’34”/1h19’53”/41’28”*

Number of inter-contacts 94

Durations of inter-contacts 5’06”/95h29’37”/24h26’51”/30h18’35”*

running at the same time, this does not imply that all these
laptops were connected over the wireless ad hoc channel. For
example, on Wednesday afternoon all six laptops were up and
running most of the time, but only three pairwise connections
were observed. This is because, as explained earlier, the
participants were not always collocated, so each participant
could occasionally use his/her laptop —and possibly edit the
shared document— while being disconnected from any other
laptop, or while being connected with only one or two other
laptops.

Statistical details about the experiment are presented in
Tables I and II. They concern the editing events and the
transfers of synchronization messages, and the radio contacts
and inter-contacts between laptops.

The shared document produced during this experiment is
102 651-character long (36 pages, in plain text). The numbers
of ins, del, cut, and paste events triggered to produce this doc-
ument are detailed in Table I. Overall, 109 synchronizations
occurred between pairs of laptops upon radio contact, which is
consistent with the number of contacts observed (see Table II).
Each of these synchronizations involved the exchange of state
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Figure 9. Number of active laptops (blue) and number of pairwise connections between laptops (red).

vectors and delta states between two laptops, as shown in
Figure 10. The state vectors (at most 700 bytes) were of course
far smaller than the deltas transferred upon contacts.

While laptops were in contact, 102 561 transfers of updates
were observed. These transfers of updates are actually transfers
of deltas pertaining to the last operation applied on the sender,
but we distinguish updates from deltas here because updates
are significantly smaller. Figure 11 shows the evolution of
the size of the messages carrying these updates over time.
A large majority of these messages were indeed quite small
(about 130 bytes), for they concerned only the insertion or the
removal of a single character. Occasionally, larger messages
were observed (up to 700 bytes), when a user pasted a piece
of text in the shared document. Note that no attempt was made
to compress the data transmitted in the messages in this early
version of our editing system.

Figure 12 shows the evolution of the size of the shared
document on each laptop. It can be observed that this size
sometimes trailed behind significantly on some laptops (see for
example laptops FL and LT on Friday), as some participants
worked far from any other participant, thus preventing their
laptop to synchronize with other laptops. The weekly meetings
on Tuesday and Friday afternoons allowed most laptops to
fully synchronize, although some participants did not attend
all meetings and therefore relied on unplanned contacts to get
the latest contributions of every other participant. For example,
the shared document was finalized (as planned) during the last
Tuesday meeting, even though one of the participants did not
attend this meeting. A contact with this participant’s laptop
occurred shortly after this meeting, which allowed this laptop
to get the final version of the document.

C. Outcome of this experiment

The experiment described earlier only involved six par-
ticipants over a few days. With this small-scale experiment
our prime motivation was to verify that collaborative editing
based on opportunistic communication is indeed doable and
practical. It turns out that editing a shared document in such
conditions is actually a near-real-time experience, with syn-
chronizations depending on unpredicted collocation between
contributors. At the end of the experimentation period, the

participants confirmed that while working on this deliverable
they did not perceive opportunistic synchronization as an
inconvenience.

Of course opportunistic synchronization requires that all
updates eventually reach all replicas. More specifically, the
synchronization graph must be connected, which is actually
a major requirement for any distributed application involving
CRDTs [3]. This experiment shows that this requirement can
easily be met in a real-life scenario.

D. Scalability

Scalability is usually a typical concern in distributed ap-
plications. Yet, the question whether an experiment similar to
that described above could have been performed with hundreds
of participants hardly makes sense, since editing a shared
document with so many contributors would probably not be
practical anyway.

Yjs can however support other kinds of CRDTs (namely
arrays or maps), which can serve as building blocks for a
large variety of data structures. The software system used in
our experiment could therefore be used to support large-scale
CRDT-based collaborative applications. In order to determine
if this software system would scale up, we ran additional
experiments in emulation mode. In these experiments, the
LEPTON platform [25] was used to simulate the mobility and
opportunistic contacts of a large number of virtual nodes. For
each of these virtual nodes, instead of running Quill/Yjs in
a Web browser, we used node.js and replaced the real editor
Quill by a dummy editor we developed in order to mimic the
editing events a real user would generate over time.

With this architecture we ran scenarios involving up to 200
virtual nodes editing the same shared document concurrently,
and did not observe any adverse effect on the eventual con-
vergence of all copies of the shared document.

VI. CONCLUSION

In this paper, we have described the experimental setup
and the results of a real-life experiment involving a group
of researchers that collaboratively edited a document over
nine days, relying exclusively on opportunistic communication
to synchronize their contributions to this document. The text
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Figure 12. Evolution of the size of the shared document on each laptop.

editor deployed on the users’ laptops relied on an off-the-shelf
implementation of a text CRDT to store the different replicas
of the shared document. A specific module ensured a delta-
state-based synchronization of the replicas between neighbor
laptops.

The analysis of the log files produced during the experiment
confirmed the opportunistic nature of the network formed by
the laptops, and the ability of the CRDT-based editing system
to maintain the consistency of the replicas stored on each
laptop.

This small-scale experiment was conducted in an academic
setting, avoiding deliberately —and somehow artificially— to

rely on the Internet for collaborative editing. It confirms that
actual collaborative work in opportunistic networking condi-
tions is indeed viable. Moreover, the mobility of the nodes
and the users’ behavior are not fundamentally different from
those found in other application domains, which let us think
that the usefulness of the approach is quite general. Besides, a
simulation run involving the same CRDT-based editing system
with 200 virtual contributors shows that scalability is not an
issue (although having that many contributors edit the same
document simultaneously would probably be useless).

We believe this work paves the way for the deployment
and use of distributed collaborative applications in situations
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where opportunistic communication would be the primary and
possibly only option, in remote areas or in a disaster-relief
situation for example.
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Abstract—Indoor Positioning Systems (IPSs) play a vital
role in various applications, ranging from asset tracking to
location-based services. With different approaches being explored
in the last years, Wi-Fi-based IPSs utilizing Channel State
Information (CSI) and Received Signal Strength Indicator (RSSI)
have gained increased attention. This research aims to develop
a Wi-Fi based indoor positioning system using CSI and RSSI
measurements, specifically focusing on datasets collected at the
University of Passau, since datasets used in related work are
private. Additionally, after the acquired data is subjected to
preprocessing and data cleaning techniques, the study explores
the potential of Machine Learning (ML) techniques, including
Support Vector Regression (SVR), Long Short-Term Memory
(LSTM), and Convolutional Neural Networks (CNN), to enhance
positioning accuracy. These models are trained and evaluated
using appropriate performance metrics, including Mean Squared
Error (MSE) and distance error. The experimental results,
focusing on the prediction of vertical and horizontal coordinates
within the laboratory room, demonstrate the effectiveness of the
proposed system. For unseen RSSI data, the best distance error
based on MSE achieved was 29.5 cm using SVR, while for unseen
CSI Amplitude data, the lowest distance error based on MSE was
37.9 cm with a CNN approach. A comparison is conducted within
the different methods. All tested models consistently achieve a
distance error based on MSE of under 50 cm, proving the high
quality of the collected dataset. Future research directions and
areas for improvement are also suggested.

Keywords—IPSs, CSI, RSSI, private dataset, Raspberry Pi,
SVR, LSTM, CNN.

I. INTRODUCTION

Smart Things and connected devices have become an inte-
gral part of people’s daily lives as well as various industries,
such as healthcare and manufacturing. One of the key areas
that is driving this trend is location-based services. While for
outdoor applications the Global Positioning System (GPS) is
an established standard [1], Indoor Positioning Systems (IPSs)
face different challenges [2].

Compared to outdoor positioning, some of these challenges
are: Need for higher accuracy, while having higher levels of
signal interference, need for low power consumption, and han-
dling environmental changes [3]. Since the demand for IPSs
is rising, different approaches to solving these problems have
emerged. With some approaches utilizing Radio-Frequency
Identification (RFID), Bluetooth, or Ultra-Wideband (UWB)
the use of Wi-Fi-signals, which are available in almost every
indoor environment, has become a good option to provide
accurate indoor localization [4]. They are compatible with

almost every mobile device, are low cost, and have wide signal
coverage.

Various signal metrics, such as Channel State Information
(CSI) and Received Signal Strength Indicator (RSSI) can be
employed in Wi-Fi-based IPSs, as well as different position-
ing techniques, like proximity, multilateration, angulation, or
fingerprinting, to determine the location of a device within
an indoor environment [5], [6]. In recent years, the appli-
cation of Machine Learning (ML) algorithms has exhibited
considerable improvements in the performance of IPSs [7].
These algorithms have the potential to effectively analyze the
complex patterns and relationships present in the collected
data, enabling accurate localization and tracking.

Since no CSI dataset for indoor positioning used in related
work are publicly available, one primary objective of this work
is to create an extensive CSI and RSSI dataset for a laboratory
at the University of Passau. Subsequently, a comparative anal-
ysis of different Deep Learning (DL) approaches, including
Support Vector Regression (SVR), Long Short-Term Memory
(LSTM), and Convolutional Neural Networks (CNN), will be
conducted to evaluate their effectiveness in achieving accurate
indoor localization.

The remainder of this paper is structured as follows:
Section II starts by outlining the proposed approach of a
Wi-Fi-based indoor positioning system. After that, the data
collection steps and the processing techniques for both CSI and
RSSI data are detailed. Section III presents the adopted ML
algorithms, i.e., SVR, LSTM and CNN. Section IV describes
a comparative analysis of the results. Section V concludes the
paper and identifies future challenges.

II. PROPOSED METHODOLOGY

A. Overall System Architecture
This subsection presents the proposed system architecture

and the methods employed in this work. Our system is
composed of three main phases, as depicted in Figure 1:

• Phase 1: consists of creating a dataset of RSSI and CSI
values based on the specific collection tool Nexmon on
a Raspberry Pi.

• Phase 2: involves the application of multiple data pro-
cessing methods to clean up the datasets and prepare the
fingerprint dataset.

• Phase 3: details the different implemented ML algorithms
and their results.
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Fig. 1. Overall system architecture.

B. Data Collection

The collection of high-quality data is crucial for subsequent
steps of preprocessing and the application of machine learning
algorithms. This section provides details on the tool Nexmon
CSI extractor, which is used to collect CSI and RSSI data in
this work.

The Nexmon CSI Extractor [8], [9] is configured on a
Raspberry Pi, allowing for the collection of CSI and RSSI data
in a laboratory setting at the University of Passau. Introduced
in 2019, it provides a good option to collect CSI data. It
employs rooted Broadcom Wi-Fi chips found in multiple
devices such as Nexus smartphones, Raspberry Pi boards, and
Asus RT-AC86U routers. Custom firmware is employed to
enable CSI data collection by listening on a specific User
Datagram Protocol (UDP) socket. The Nexmon CSI Extractor
offers support for 128 subcarrier groups with the highest
resolution of 32 bits. Another significant advantage is its
ability to simultaneously collect CSI and RSSI data.

The CSI and RSSI data was collected in a laboratory room
located in the ITZ Building at the University of Passau. The
room has a pentagon shape with an approximate area of
45 m2. For each Reference Point (RP) (i.e., A RP is the
point learned from the training phase, where the different RSS
values were recorded.) inside the room, data was collected in
four directions, north, east, south, and west. The RPs are 1
m apart from each other and most of the outer ones are 0.45
m apart from the walls. The numbering scheme of the RPs
follows a vertical-horizontal structure, with the first (or first
two, for three-digit numbers) digits representing the vertical
position, and the last digit representing the horizontal position.
The vertical axis ranges from 1 to 10 and the horizontal
axis ranges from 1 to 5. This gives the room a matrix-like
structure, which is useful for further data processing and
position predictions.

For each RP, data was collected in four directions. The
Raspberry Pi was positioned in front of a person’s body, with

a collection direction arrow pointing away from them. In each
direction at each RP, 100 Wi-Fi Frames were collected. This
resulted in a total of 400 Wi-Fi Frames per RP, and with 45
RPs amounting to a total of 18000 collected Wi-Fi Frames.
The data is stored in .pcap files on a per direction, per RP basis,
meaning that every .pcap file contains 100 Wi-Fi Frames.
Data was collected over the course of one day (10h) by two
researchers.

TABLE I
EXCERPT OF COLLECTED WI-FI FRAME STRUCTURE

Bytes Type Name Description
1 uint8 RSSI RSSI value in Two Complement

Form
6 uint8[6] Source Mac Source Mac ID of the Wi-Fi Frame

variable int16[] CSI Data Each CSI sample is 4 bytes with
interleaved Int16 Real/Imaginary.

An excerpt of the structure of a collected Wi-Fi Frame can
be found in Table I. For an IPS, the three shown variables
in the table are of particular importance. The RSSI and CSI
data fields describe the wireless characteristics of the Wi-
Fi Frame with a specific Source MAC Address. While the
RSSI and Source MAC field contain single values, the CSI
data field contains both amplitude and phase information for
each Orthogonal Frequency-Division Multiplexing (OFDM)
subcarrier in complex form. In the setup of this study, data
for 256 subcarriers (Bandwidth (80Mhz) * 3.2) is available.
This raw network data is crucial for creating a high-quality
fingerprint database. In the next step, this data must be cleaned
and preprocessed, to prepare it for the machine learning
algorithms.

C. Data Processing

To create the fingerprint database, data processing is a
crucial step before training the ML models. In this paper,
two fingerprint databases were created, one for the RSSI data
and one for the CSI Amplitude data. The CSI Phase was
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not considered since CSI Amplitude data was more stable
and easier to process. For both RSSI and CSI Amplitude
data, different preprocessing was performed. This section aims
to give an insight into the used techniques and results of
creating the datasets. To apply the preprocessing methods,
the data was first extracted with the CSIKit library [10]. This
library extracts the raw data of the .pcap files into a python
environment, where further steps can be executed.

1) The CSI Amplitude dataset: it contains data for 45 RPs,
and 1283 columns with information, shaping the dataset to be
in a matrix form of 45x1283. With three columns containing
position and direction information, the input dataset contains
57600 CSI Amplitude values. The mean CSI Amplitude values
of all four directions were calculated for every RP, to make
the dataset more robust. Also, the mean direction value of 2.5
was kept in the dataset to make this clearer.

The other columns each represent the CSI Amplitude values
of a subcarrier for a specific Source MAC address. Subcarriers,
that do not contain CSI Amplitude data like for example null
subcarriers [11], are removed. The dataset is filtered using
only the Source MAC addresses, which contain a reasonable
amount of data. Not a Number (NaN) values are replaced with
the minimum value of each column. To further improve the
data quality, more preprocessing actions were done for the CSI
Amplitude data. CSI data often contains noise and outliers that
can distort the essential information. In this study, three filters
are used for CSI Amplitude data processing: the running mean
filter, a lowpass filter, and a Hampel filter [12]. For the running
mean filter, a window size of 10 was chosen, the lowpass filter
was configured to isolate frequencies below 10Hz and for the
Hampel Filter, a window size of 10 and a significance of 3
was set. Figure 2 shows the effects of preprocessing the CSI
Amplitude data for a specific RP.

2) The RSSI dataset: the size of this dataset is 45 RPs,
with 8 columns containing data making it a matrix-like shape
of 45x8. Three columns contain position and direction infor-
mation, amounting to a total of 225 RSSI values. The other
columns contain the actual RSSI values in dBm, the column
names are the Source MAC addresses. Here, again only the
Source MAC addresses with a reasonable amount of data
were added, in order to reduce complexity of the dataset and
therefore improve performance. As discussed earlier, for every
direction of each Reference Point, there are 100 collected Wi-
Fi Frames. For frames with the same Source MAC address, the
mean RSSI values of them is used as value, further improving
the robustness of the dataset. Frames with no Source MAC
address information are ignored.

If no Wi-Fi Frame was collected for a specific MAC address
at a RP, the resulting NaN values were replaced with the
minimum possible value for RSSI, -100. With the now clean
and preprocessed datasets, it is possible to train the machine
learning models. The setup and results will be explored next.

III. ML ALGORITHMS APPLICATION

In this section, the effectiveness of SVR, LSTM and CNN
algorithms in leveraging both CSI amplitude and RSSI data, is

evaluated and compared. With the preprocessed RSSI and CSI
datasets of the previous section, the three different models are
trained and evaluated. For better comparability, the horizontal
and vertical positions are predicted separately, as the SVR ap-
proach allows for only one output. For the combined accuracy
predicting both horizontal and vertical positions, the mean of
the separate values is taken for the SVR approach. The LSTM
and CNN implementations allow two outputs. To compare the
results, the Mean Squared Error (MSE) is calculated for each
model. For all three models, the CSI Amplitude and RSSI
datasets are split into train and test datasets. Table II depicts
the input dataset sizes for both datasets.

TABLE II
SIZES OF INPUT DATASETS

Value Train Data (80%) Test Data (20%) Total
RSSI 180 45 225
CSI Amplitude 46080 11520 57600

A. Support Vector Regression (SVR)

SVR is a powerful machine learning technique used for
solving regression problems [13]. SVR utilizes kernel func-
tions to transform the input data into a higher-dimensional
feature space, where linear regression is performed. For the
environment of this study, the Radial Basis Function (RBF)
kernel was chosen for transforming the input data into a
higher-dimensional feature space. It can capture complex non-
linear relationships between the input features and the output
variable and therefore gave significantly better results than
configurations with other kernels. Table III depicts the MSE
results for the RSSI and CSI Amplitude datasets.

TABLE III
MSE PREDICTING WITH SVR MODEL

Value Vertical Horizontal Vertical and
Horizontal

Train Test Train Test Train Test
RSSI 0.0110 0.0292 0.0531 0.0670 0.032 0.048
CSI
Amplitude

0.0076 0.0419 0.0082 0.1156 0.007 0.078

For the RSSI dataset, the MSE was 0.032 for evaluating
with the train data, and 0.048 when evaluating with unseen
data. With the CSI Amplitude dataset, a the MSE for the train
dataset was 0.007 and for the test dataset 0.078.

B. Long Short-Term Memory (LSTM)

In this study, a carefully designed and optimized LSTM
model architecture was employed. The selected architecture
comprises two layers. The first layer of the model is an LSTM
layer. The LSTM layer consists of 50 units for the RSSI
dataset, and 8 units for the CSI Amplitude dataset, allowing the
model to capture and learn complex patterns in the input data.
By leveraging its inherent memory cells, the LSTM layer can
retain and utilize essential information from past observations
to inform future predictions accurately. An overview of the
configuration when predicting the vertical and the horizontal
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Fig. 2. Heat Maps of CSI Amplitude before (left) and after (right) preprocessing.

position for the LSTM approach is displayed in Table IV. The
second layer of the model is a dense layer. The purpose of
this layer is to consolidate the information extracted by the
LSTM layer and make precise predictions. The number of
units in the dense layer is determined based on the desired
dimensions of the predicted outputs. For single-dimensional
predictions, such as determining the location along a specific
axis, a single unit is utilized. However, when predicting both
the vertical and horizontal dimensions simultaneously, two
units are employed to capture the multi-dimensional nature
of the indoor positioning problem.

The MSE for the RSSI dataset was found to be 0.0415 when
evaluating it with the training data, and 0.0691 when assessing
it with unseen data. Regarding the CSI dataset, the MSE was
0.0008 for the training dataset and 0.0801 for the test dataset,
as seen in Table V.

C. Convolutional Neural Networks (CNN)

In this work, a CNN-based ML model is employed for
IPSs utilizing the CSI Amplitude and RSSI data. CNNs are
particularly well-suited for tasks involving grid-like data, such
as images or in this case, CSI Amplitude and RSSI data
[14]. Two different architectures for RSSI and CSI Amplitude
models were created, since the RSSI data differs a lot from
the CSI Amplitude data. An overview of the architectures is
depicted in Figure 3 for the RSSI dataset, and Figure 4 for
the CSI Amplitude dataset.

MSE Results for both architectures are shown in Table VI.
The RSSI based model achieves a MSE error of 0.031 for
the training data, and 0.077 for unseen data. For the model
trained with CSI Amplitude data, the MSE for training data
is 0.0000007, and 0.066 for the test data. The MSE values
were again calculated by getting the mean MSE of 30 trained
models, to improve the robustness of the result.

Next, the results are transformed to represent distance error,
compared, and discussed.

IV. RESULTS AND DISCUSSIONS

To further compare the results of all three applied algo-
rithms, the approximate average distance errors are computed,
by rescaling the MSE to the length of the axes (i.e., 900 cm

conv1d_input input: [(None, 5, 1)]

InputLayer output: [(None, 5, 1)]

conv1d input: (None, 5, 1)

Conv1D output: (None, 4, 32)

flatten input: (None, 4, 32)

Flatten output: (None, 128)

dense input: (None, 128)

Dense output: (None, 64)

dense_1 input: (None, 64)

Dense output: (None, 2)

Fig. 3. CNN model architecture for RSSI data
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InputLayer output: [(None, 1280, 1)]

conv1d_2 input: (None, 1280, 1)

Conv1D output: (None, 1279, 200)

max_pooling1d input: (None, 1279, 200)

MaxPooling1D output: (None, 639, 200)

flatten_1 input: (None, 639, 200)

Flatten output: (None, 127800)

dense_2 input: (None, 127800)

Dense output: (None, 2)

Fig. 4. CNN model architecture for CSI data
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TABLE IV
LSTM MODEL CONFIGURATION FOR PREDICTING VERTICAL AND HORIZONTAL POSITION

Value LSTM-
Layer units

Dense-
Layer units

Optimizer Epochs Batch
Size

RSSI 50 2 Adam 1000 64
CSI Amplitude 8 2 Adam 200 32

TABLE V
MSE PREDICTING WITH LSTM MODEL

Value Vertical Horizontal Vertical and
Horizontal

Train Test Train Test Train Test
RSSI 0.0185 0.0267 0.0496 0.1343 0.0415 0.0691
CSI
Amplitude

0.0015 0.0363 0.0062 0.1059 0.0008 0.0801

for the vertical axis, 490 cm for the horizontal axis). This is
done for each axis separately, as shown in Table VII and Table
VIII, as well as when predicting the position with both axes,
shown in Table IX.

A. Vertical Axis

Table VII focuses on predicting the vertical position using
RSSI and CSI data. The distance errors are reported for both
the training and testing sets.

The SVR algorithm achieves a distance error of 9.91 cm
in the training set and 26.30 cm in the testing set when using
RSSI data. When using CSI Amplitude data, the distance error
reduces to 6.86 cm in the training set but increases to 37.79
cm in the testing set

The LSTM algorithm performs with a distance error of
16.66 cm in the training set and 24.05 cm in the testing
set when using the RSSI data. However, when using CSI
Amplitude data, the performance improves significantly, re-
sulting in a distance error of only 1.42 cm in the training
set and 32.70 cm in the testing set. The CNN algorithm
demonstrates superior performance in predicting the vertical
position. When using RSSI data, the distance error is 7.51
cm in the training set and 27.05 cm in the testing set. When
utilizing CSI Amplitude data, the performance improves even
further, achieving a remarkable distance error of only 0.0007
cm in the training set and 32.56 cm in the testing set.

Comparing the algorithms for vertical position prediction,
the SVR has reliable results with the RSSI data, but strug-
gles with the more complex CSI Amplitude data. The CNN
approach gives comparable results as the SVR approach for
the RSSI data, but outperforms both SVR and LSTM, as
it consistently achieves lower distance errors with the CSI
Amplitude data.

B. Horizontal Axis

Table VIII focuses on predicting the horizontal position
using RSSI and CSI data. Like before, the distance errors are
reported for the training and testing sets.

When using RSSI data, SVR achieves a distance error of
26.02 cm in the training set and 32.86 cm in the testing

set. With CSI Amplitude data, the distance error decreases
to 4.03 cm in the training set but increases to 56.65 cm
in the testing set. LSTM performs with a distance error of
24.30 cm in the training set and 65.82 cm in the testing set
when using RSSI data. When using CSI Amplitude data, the
distance error improves slightly to 3.05 cm in the training
set and to 51.93 cm in the testing set. CNN shows consistent
performance in predicting the horizontal position. When using
RSSI data, the distance error is 23.79 cm in the training set
and 57.10 cm in the testing set. With CSI Amplitude data, the
performance improves significantly, achieving a distance error
of only 0.000009 cm in the training set and 43.24 cm in the
testing set.

Comparing the algorithms for horizontal position prediction,
CNN again outperforms SVR and LSTM in terms of distance
errors, especially when utilizing CSI Amplitude data. For
unseen RSSI data, SVR gives the best result.

C. Vertical and Horizontal Axis

Table IX presents the overall performance of the algorithms
in predicting both vertical and horizontal positions using RSSI
and CSI data.

The distance error for SVR when using RSSI data is 17.97
cm in the training set and 29.58 cm in the testing set. When
utilizing CSI data, the performance improves with a distance
error of 5.44 cm in the training set and 47.22 cm in the
testing set. LSTM achieves a distance error of 20.48 cm in the
training set and 44.93 cm in the testing set when using RSSI
data. With CSI Amplitude data, the distance error improves
to 2.23 cm in the training set and 42.31 cm in the testing set.
CNN performs consistently well in predicting both vertical and
horizontal positions. When using RSSI data, the distance error
is 15.65 cm in the training set and 42.07 cm in the testing set.
When utilizing CSI Amplitude data, the performance improves
further, achieving a distance error of only 0.0003 cm in the
training set and 37.90 cm in the testing set.

Comparing the algorithms for predicting both vertical and
horizontal positions, CNN again demonstrates superior per-
formance, achieving lower distance errors compared to SVR
and LSTM, especially when utilizing CSI Amplitude data.
Overall, based on the results of this study, the CNN algorithm
consistently outperforms SVR and LSTM in terms of distance
errors for predicting both vertical and horizontal positions
in an indoor positioning system using CSI Amplitude data
by about 20% and 10% respectively. Additionally, the per-
formance of all algorithms, except SVR, generally improves
when CSI data is used instead of RSSI data, highlighting the
importance of considering CSI Amplitude data for accurate
indoor positioning. For RSSI data only, SVR can give reliable
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TABLE VI
MSE PREDICTING WITH CNN MODEL

Value Vertical Horizontal Vertical and
Horizontal

Train Test Train Test Train Test
RSSI 0.0083 0.0300 0.0485 0,1165 0.031 0.077
CSI Amplitude 7 ∗ 10−7 0.0361 2 ∗ 10−8 0.0882 7 ∗ 10−7 0.066

TABLE VII
DISTANCE ERROR (CM) PREDICTING VERTICAL POSITION (MSE-BASED)

RSSI CSI Amplitude
Algorithm Train Test Train Test
SVR 9.91 26.30 6.86 37.79
LSTM 16.66 24.05 1.42 32.70
CNN 7.51 27.05 0.0007 32.56

TABLE VIII
DISTANCE ERROR (CM) PREDICTING HORIZONTAL POSITION

(MSE-BASED)

RSSI CSI Amplitude
Algorithm Train Test Train Test
SVR 26.02 32.86 4.03 56.65
LSTM 24.30 65.82 3.05 51.93
CNN 23.79 57.10 0.000009 43.24

results as well, but the algorithm has limitations with the larger
and more complex CSI Amplitude dataset.

V. CONCLUSIONS

In this study, an extensive dataset of CSI and RSSI data
was meticulously collected within a controlled laboratory en-
vironment. The dataset serves as a solid foundation for future
research endeavors in the field of IPSs. It encompasses crucial
information, including the position with direction details, CSI
Phase, CSI Amplitude, and RSSI measurements.

To assess the performance of the IPSs, three distinct ML
algorithms were applied to the preprocessed datasets: SVR,
LSTM and CNN. Notably, the integration of both CSI Am-
plitude and RSSI data yielded promising results, with all
models achieving a mean distance error based on MSE of less
than 50 cm, which is superior to all related works [14]–[16].
Among the individual metrics, SVR based solely on RSSI data
demonstrated superior performance, attaining an MSE-based
accuracy level of approximately 30 cm. Conversely, CNN,
utilizing CSI Amplitude data, showcased the best results with
an average MSE-based distance error of about 38 cm.

The findings of this work underscore the effectiveness of
employing ML techniques, along with comprehensive prepro-
cessing methodologies, to enhance the accuracy and reliability
of IPSs. The results pave the way for future research to
explore alternative algorithms, feature engineering techniques,
and hybrid approaches to further improve the localization
accuracy of IPSs in various indoor environments. By refining
and expanding upon the methodologies established in this
paper, IPSs can be further improved.

TABLE IX
DISTANCE ERROR (CM) PREDICTING VERTICAL AND HORIZONTAL

POSITION (MSE-BASED)

RSSI CSI Amplitude
Algorithm Train Test Train Test
SVR 17.97 29.58 5.44 47.22
LSTM 20.48 44.93 2.23 42.31
CNN 15.65 42.07 0.0003 37.90
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Abstract—The novel theory of Endogenous Safety and Security
was proposed from a system architecture perspective is striving
to address the current complex cybersecurity threats dilemma.
It utilizes multiple heterogeneous and functionally equivalent
systems (called mimic systems) to detect threats because dif-
ferent implementations have different vulnerabilities and are
dynamically scheduled on some feedback strategies, making it
impossible for a single attack to simultaneously compromise all
of these implementations. The threat detection heavily relies
on the adjudication of outputs from multiple heterogeneous
and functionally equivalent systems because it is possible to
adjust the outcomes of the majority of compromised systems as
correct. Therefore, the credibility of the adjudication should be
evaluated for verifying the trustworthiness of the mimic system,
but no research is currently available on the system credibility
in the mimicry environment. In this paper, we propose a logging
analysis algorithms to evaluate the credibility of the adjudication
which is related to each single system’s disturbance event history,
disturbance factors, disturbance number and one-time runtime
duration. The experiments also prove the positive performance
of the proposed algorithm. The lower the credibility, the higher
the possibility of the system being compromised.

Index Terms—cybersecurity, threat detection, credibility.

I. INTRODUCTION

To address the current complex cybersecurity threats
dilemma, several innovative approaches have been proposed,
including Moving Target Defense (MTD) [1], Zero Trust
Architecture [2], Cyber Resilience [3], and Endogenous Safety
and Security [4] [5]. Unlike the latter two techniques, which
are still in the early stages of development, the former tech-
niques offer systematic implementation methods. However,
when it comes to MTD, there is a concern regarding potential
leaks due to redundancy considerations. With MTD, only one
target is active at any given time, regardless of how the
targets move. This creates non-negligible opportunities for
successful attacks. To address this issue, the technique of En-
dogenous Safety and Security encompasses dynamic, varied,
and redundant properties. Building upon this concept, J. Wu
proposed the Dynamic, Heterogeneous and Redundant (DHR)
architecture [4] [5], which is capable of defending against

”unknown unknown” threats. Concrete implementations of this
approach, such as mimic routers, mimic web servers, and
mimic cloud systems [16], have been developed.

In simpler terms, the principle of DHR relies on the idea
that it is extremely difficult for a single attack to penetrate
multiple implementations that have different functionalities but
are equivalent in performance. This is because vulnerabilities
in software or hardware from different manufacturers, or in
different operating systems like Windows, Linux, or macOS,
are often unique to each of them. Leveraging this fact, DHR’s
collective awareness surpasses the limited perception of in-
dividual components, making it more resilient against (un-
known) threats. In the current approach, multiple components
with equivalent functionality process the same input, and the
verdict module compares their outputs based on predefined
rules to determine the final result. However, in this process,
all the components are treated equally, regardless of their
vulnerability. In reality, the more vulnerable a component is,
the less trustworthy it should be. Therefore, it is important to
evaluate the credibility of each component individually rather
than giving them equal trust in the final verdict.

Log analysis proves to be a valuable tool in addressing the
aforementioned concerns. In simple terms, it helps in deter-
mining the credibility of each component by analyzing the logs
generated by the mimic devices and assessing the potential
threat perturbations they have experienced. The idea is that,
if an executor suffers a larger number of threat perturbations,
which are reflected in the logging system, it becomes less
trustworthy. Furthermore, by sharing and analyzing threat log
information among all the mimic devices, the entire mimic
network can achieve a collective threat awareness. This means
that the swarm awareness of an individual mimic device can
be extended to the entire network through log analysis. By
leveraging this approach, the network can effectively detect
and respond to potential threats based on the insights gained
from the analysis of the logs. Therefore, we assess the credibil-
ity of the component participating in the adjudication process
by evaluating its history of being attacked, the reasons and
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frequency of the attacks, and whether its runtime duration is
normal. Then, by combining the credibility of each component
with the adjudication strategy, we can calculate the trustwor-
thiness of the final output result and determine whether cyber
threats are detected.

The contributions of this paper can be summarized as
follows:

• Log analysis for credibility assessment: This paper sug-
gests leveraging log analysis as a powerful tool for
assessing the credibility of individual executors within
the DHR architecture. By analyzing the threat log in-
formation recorded by mimic devices, we establish a
correlation between the suffered threat perturbations and
the credibility of the executors. This contributes to the
overall security and reliability of the system.

• Mitigation of unknown threats: This paper highlights
the capability of the DHR architecture, especially when
combined with log analysis, to defend against ”unknown
unknown” threats. By integrating dynamic, varied, and
redundant properties within the architecture and utilizing
log analysis for credibility assessment, the system be-
comes more resilient and capable of addressing unfore-
seen or evolving cyber threats.

• Practical implementations: The experiments for the DHR
architecture, such as mimic routers, mimic web servers,
and mimic cloud systems demonstrate the feasibility
and effectiveness of the proposed approach in enhancing
cybersecurity and mitigating threats in various domains.

The rest of the paper is structured as follows. The related
work is presented in Section 2. We present the tool of
log system of mimic devices for collecting, processing and
analyzing threat data In Section 3. The system credibility eval-
uation algorithm is introduced in Section 4. The experiment
is presented in Section 5. Finally, we conclude our work in
Section 4.

II. RELATED WORK

Security Information and Event Management (SIEM) is
an advanced technology that combines Security Information
Management (SIM) and Security Event Management (SEM).
It offers real-time monitoring and analysis of events, as well as
the tracking and recording of security data for compliance or
audit purposes. It encompasses various functions such as log
management, event correlation and analysis, event monitoring
and security alerts, network visualization, and threat intelli-
gence. Although there are threat log analysis tools like Splunk
[6], Elastic stack [7], and Azure Sentinel [9] based on SIEM,
they do not incorporate the specific characteristics of mimicry
systems, thus lacking the ability to reflect the swarm awareness
of threat from the log analysis level. Furthermore, existing
research [10]–[14] on threat awareness or hunting through
log analysis does not consider mimic systems. A proposed
framework [15] for threat analysis in a heterogeneous log
environment focuses on different types of information systems,
excluding both mimic and heterogeneous systems, making it
unsuitable for such environments.

III. LOG SYSTEM OF MIMIC DEVICES

Based on the standard for mimic logs, we have designed
and developed a cloud-based management system specifically
for mimic logs. This system provides visual management
and analysis capabilities for mimic logs, allowing for the
detection and warning of potential threats. Security personnel
can then take prompt and effective defensive actions, such
as implementing patches, upgrades, and executing cleanup
procedures, to counter cyberattacks.

The mimic log cloud management system effectively re-
duces service interruptions caused by differential mode dis-
turbances and minimizes the likelihood of common-mode
escape. Additionally, it supports accurate and efficient schedul-
ing and decision-making based on data. The system offers
several key functionalities related to log data, including cen-
tralized collection, unified preprocessing, normalized parsing,
taxonomy indexing, centralized storage, real-time querying,
multidimensional analysis, and visualization. These features
enable comprehensive management and analysis of log data,
empowering security personnel to identify and respond to
threats in a timely and efficient manner. Here, we mainly
describe what capabilities the log system should have, as well
as the implementation methods or tools of various capabilities,
without involving specific implementation details.

• Collection: Our system is designed to simplify the distri-
bution and deployment process of various log collectors,
such as filebeat and metricbeat, across numerous mimic
devices. It empowers the distributed collection of log
data while maintaining centralized reception and supports
an array of log collectors, accommodating diverse use
cases. Once deployed, it facilitates the collection of log
data from these distributed devices. Through centralized
reception, the log data from a single location can be
conveniently accessed and analyzed. This centralized ap-
proach enhances efficiency and provides a comprehensive
overlook of the log data generated by the mimic devices.
Our system can streamline the distribution and deploy-
ment of log collectors, enabling efficient distributed log
collection and centralized log data reception.

• Preprocessing: This program is designed to handle log
data transmitted to the system with a wide array of
operations. It offers features such as field filtering, al-
lowing users to extract specific fields from the log data
based on their needs. The program also supports field
format conversion to transform the format of fields within
the log data, ensuring compatibility and consistency.
Additionally, it provides functionality for field duplicate
removal, eliminating redundant entries and improving
data integrity. With these capabilities, users can efficiently
manipulate log data to derive meaningful insights and
optimize analysis processes.

• Normalized Parsing: By adhering to the standard mimic
log format, this program simplifies the development of
log data parsing programs. It achieves this by implement-
ing a unified field encoding format, ensuring normalized
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log data parsing. As a result, developers can save time
and effort in handling various log formats and focus on
core functionalities. The use of a consistent field encoding
format allows for seamless integration with existing pars-
ing tools and libraries. This streamlined approach greatly
enhances the efficiency of log data parsing, resulting in
faster and more accurate analysis of log data. With this
program, developers can optimize their parsing workflows
and maximize the value extracted from log data.

• Categorical Index: With this program, users have the
capability to generate both typal and statistical log-data
indexes tailored to their unique requirements. These in-
dexes serve as powerful tools for querying and analyzing
log data. Users can create typal indexes to categorize log
data based on predefined patterns or structures, enabling
efficient searching and filtering. Additionally, statistical
indexes enable users to extract meaningful insights by
aggregating and analyzing log data based on statistical
measures such as counts, averages, and trends. Overall,
these customizable indexes empower users to unlock the
full potential of their log data for query and analysis
purposes.

• Centralized Repository: After performing the three steps
mentioned above, the log data from diverse mimic devices
is centralized into a central storage system. This cen-
tralized storage ensures that log data is securely stored
and easily accessible for query and analysis purposes.
With a centralized storage system, users can conveniently
retrieve and analyze log data without the need to navigate
through multiple sources or locations. Moreover, this
centralized storage system provides reliable data backup
capabilities.

• Real-time retrieval: The system is equipped to collect
real-time logs from a wide range of mimic devices. It
can gather logs related to verdicts, schedules, and perfor-
mance metrics from devices such as routers, switches,
WEB, Unified Data Management (UDM), Home Sub-
scriber Server (HSS), and Advanced Driver Assistance
Systems (ADAS). By collecting logs from these diverse
devices, the system offers a comprehensive view of the
network and its components. This allows for a holistic
understanding of system performance and operational sta-
tus. Furthermore, the accumulated logs can be promptly
queried. Users can easily access and retrieve specific logs
based on their requirements. This real-time log querying
capability enables users to monitor system events and per-
formance metrics, aiding in troubleshooting, performance
optimization, and overall network management.

• Comprehensive Analysis: In addition to statistical anal-
yses, this system offers correlation analysis of log data
to address challenges in analyzing mimic component or
device logs. Correlation analysis identifies meaningful
relationships and patterns, revealing hidden insights not
apparent through individual statistical analyses. These
correlations provide a deeper understanding of interac-
tions among log events or variables, facilitating com-

prehensive data analysis. By leveraging deep learning
technology, the system efficiently processes and analyzes
large log data volumes, extracting complex patterns and
empowering users to make informed decisions.

• Visualization: This system provides powerful visualiza-
tion capabilities for mimic logs, allowing users to gain
insights and understand the data more intuitively via
Kibana [8]. Users can visualize various types of informa-
tion, including raw logs, current system status, analysis
results, numerical distributions, and trend predictions. By
representing log data visually, users can easily identify
patterns, anomalies, and trends, facilitating quicker and
more effective analysis of the system’s behavior and
performance. These visualizations offer a comprehensive
overview of the system’s performance and help users
identify potential bottlenecks, optimize resource alloca-
tion, and make data-driven decisions for improving the
overall functionality and efficiency of the mimic devices.

IV. LOG ANALYSIS FOR CREDIBILITY

A. Factors Influencing Credibility
In order to enhance the resilience of the DHR architecture

against ”unknown” threats in real-world engineering, it is cru-
cial to assess the credibility of executors. Executors (referring
to heterogeneous and functionally equivalent systems) play
a significant role in determining the credibility of the final
verdict results, which indicate whether mimic devices recog-
nize and respond to threats. Thus, measuring the credibility of
executors becomes essential.

To measure the credibility of executors, the first step is
to identify the factors that influence the reliability of their
outputs. Based on the mimic defense theory and benchmark
function experiments conducted by Wu et al. [16], we have
identified the following four key factors related to executors.
Other influences can affect the trustworthy of executors’
outputs, but the experiments show that the four factors below
characterize the executors’ credibility.

1) Disturbance Event History: If an executor has previ-
ously experienced disturbances, it indicates a potential
security risk, and therefore, its credibility should be
diminished. This is because the ability of an executor
to reliably produce accurate results may be compro-
mised due to the past disturbances. Consequently, it is
necessary to reduce the credibility of such an executor
in order to maintain the overall trustworthiness of the
system. Furthermore, it is important to analyze the
specific characteristics and patterns of past disturbances
encountered by the executor. By studying the nature
and extent of these disturbances, one can gain insight
into the potential vulnerabilities or weaknesses of the
executor, thereby providing strategies to mitigate the
associated security risks. This additional analysis helps
in enhancing the overall security and reliability of the
system by effectively addressing the identified risks.

2) Disturbance Factors: When an executor experiences the
same disturbed cause as a previous instance, it implies
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that the executor possesses a recognized weakness that
has been reused. As a result, their credibility should be
diminished. This emphasizes the importance of identi-
fying patterns in an executor’s behavior and taking nec-
essary precautions to mitigate potential risks associated
with their known weaknesses. By acknowledging and
addressing these weaknesses, trust in the executor can
be maintained or restored.

3) Disturbance Number: If an executor has a disturbed
times greater than the average of all executors’ disturbed
times, it indicates that the executor is more susceptible to
attacks. Consequently, their credibility should be dimin-
ished. This suggests the need for additional scrutiny and
security measures to protect the executor and prevent any
potential breaches. It is crucial to identify the reasons
behind the increased vulnerability and take appropriate
actions to strengthen the executor’s defenses. By reduc-
ing their credibility, it serves as a cautionary measure to
ensure that the executor’s actions are carefully monitored
and their weaknesses are addressed promptly.

4) One-time Service Runtime Duration: If an executor
runs for an extended period of time, surpassing the pre-
defined threshold for a standard runtime, it is deemed to
be potentially disrupted or compromised, and, as a result,
its credibility should be diminished. Additional measures
may need to be taken to investigate the root causes of the
prolonged runtime and ensure the reliability and security
of the executor.

B. Credibility of Executors

Based on the previous analysis, the credibility measurement
algorithm for executors is designed as follows:

• Step 1: Set E as the current evaluated executor,
DEH list as the executors’ disturbance event history,
DF map and DN map as two maps storing executors
and their disturbance factors and number respectively,
E cred as the credibility of the executor and the initial
value 1.

• Step 2: Query the list and determine whether E is
in DEH list. If DEH list.Query(E), E cred =
E cred − αh; (αh is the weight value of the historical
disturbed factor).

• Step 3: Query the map DF map and determine whether
E has had the current disturbed factor before. If
DF map.find(E).Query(dc) (dc is the current distur-
bance factor), E cred = E cred− αf (αf is the weight
value of the disturbed cause factor).

• Step 4: Query the map DN map and calculate E’s
disturbed frequency and all executors’ average value. Set
en = DN map.find(E), an = DN map.avg(); If
en > an, E cred = E cred − αn (αn is the weight
value of the disturbance number).

• Step 5: Calculate E’s running time t at this service. If
t > T (T is the threshold of the runtime of one normal
service), E cred = E cred−αt (αt is the weight value
of the runtime factor).

• Step 6: Output the executor E’s credibility E cred.
This method involves the collection and documentation of

significant indicators that influence the credibility of executors.
Through a combination of experience and iterative experimen-
tal testing, the algorithm determines the appropriate weights
for each of these factors. By assigning weights to the different
indicators, the algorithm can effectively measure the relative
importance of each factor in determining the overall credibility
of an executor. This enables a comprehensive and systematic
evaluation of an executor’s trustworthiness. The algorithm
dynamically calculates the credibility of each executor based
on the weighted factors and their corresponding values. This
dynamic output reflects the evolving nature of an executor’s
credibility, as it can be influenced by changes in performance,
client feedback, or other relevant factors.

C. Credibility of System

Several methods can be used to measure the credibility of
the verdict results based on the credibility measurement of
each online executor. One common approach is to calculate
the average credibility of the executors, either simply or
conditionally. In this paper, we propose a method that takes
into account the current verdict information. Typically, in the
majority verdicts, the opinions of the minority do not signif-
icantly impact the final result. However, to ensure accuracy,
adjustments can be made based on the mean confidence of the
online executors.

To implement this method, the average credibility of all
executors can be calculated, and then adjusted based on the
level of confidence expressed by the majority. By weighing
the credibility scores of the executors with their corresponding
confidence levels, a more refined measurement of credibility
can be obtained. This approach allows for a more nuanced
assessment of the credibility of verdict results, taking into
consideration both the collective opinion of the executors and
the level of confidence they exhibit. It enhances the accuracy
and reliability of the final verdict by appropriately weighting
the influence of each online executor. Assume the number of
online executors is m = 2k + 1.

• If more than k executors satisfy one of the above four
factors, the confidence of the verdict result should be
reduced to that of all satisfying the factor.

• If it is less than k, the confidence should be increased to
that of none satisfying the factor.

• If exactly k, we also check if these k executors are the
current abnormal executors.

The calculation formula is as follows:

V cred =
1

m

∑
E∈V LR.set

E cred+
∑

i∈{h,f,n,t}

∆i(V LR)

∆i(V LR) =


Count(V LR,i)

m × αi , if j < k;
1

2m ×Norm(V LR, i)× αi , if j = k

−m−j
m × αi , otherwise.

Count(V LR, i) =
∑

E∈V LR.set

isFactor(E, i)
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Norm(V LR, i) =

{
1 , if V LR.abnorm /∈ V LR.set(i);
0 , otherwise.

isFactor(E, i) =

{
1 , if E has the factor i;
0 , otherwise.

i ∈ {h, f, n, t}.

where V LR is the current verdict log record, V LR.set is
the set of online executors contained in V LR, V LR.set(i)
is the set of online executors in V LR satisfying the factor i,
V LR.abnorm is the abnormal executor in V LR, V cred is
the credibility of the verdict result, E cred is the credibility
of the online executor E, {h, f, n, t} represents the above
four factors, and ∆i stands for the tuning parameter of the
corresponding factor.

V. EXPERIMENTS

In order to validate the threat awareness of mimic devices
and mimic networks, an experiment was conducted in the Net-
work Endogenous Security Testbed (NEST) environment. The
experiment utilized a hardware setup consisting of an Intel(R)
Xeon(R) Silver 4214R CPU with a clock speed of 2.40GHz
and 12 processor cores. The software environment employed
was CentOS Linux version 7.4.1708 (Core). To facilitate
the experiment, several applications were utilized: Filebeat
8.3.3 (Linux-x86 64), Kafka 2.0, Logstash 8.1.0, Elasticsearch
8.1.0, and Kibana 8.1.0. The threshold parameters in our
algorithm were all settled as 0.1 (this number is arrived
through the parameter debugging according to expert advice)
in the following experiment. Within this experimental setup,
the mimic devices and mimic networks were subjected to var-
ious scenarios and situations to assess their threat awareness.
The aim was to evaluate how well these entities could detect
and respond to potential threats in a realistic and controlled
environment. By conducting the experiment in the NEST
environment and employing the aforementioned hardware and
software components, the study aimed to gain insights into the
effectiveness of the mimic devices and networks in identifying
and mitigating potential security risks. The results obtained
from the experiment will contribute to further enhancing the
security measures and threat awareness capabilities of these
systems.

By utilizing the mimic log system and implementing the
proposed algorithm, the credibility scores of the verdict results
are computed. This allows for the determination of the success
of disturbances in the system. The obtained results are then
compared with real-world data, enabling an assessment of
the accuracy and precision of our algorithm. The mimic log
system aids in generating credibility scores for the verdicts
produced. These scores serve as an indication of the reliability
and trustworthiness of the results. Based on this information,
it becomes possible to determine whether any disturbances or
attacks have successfully affected the system. To evaluate the
performance of our model, a comparison is made between
the results obtained from the threat awareness model and
the actual observed data. This analysis allows us to assess
the accuracy and precision of our model in detecting and

responding to potential threats. By considering the consistency
and alignment between the model’s predictions and the real-
world outcomes, we can gauge the effectiveness of our threat
awareness system. Ultimately, this evaluation process provides
valuable insights into the capabilities and limitations of our
model.

• Accuracy: The proportion of correct forecast quantities
to total quantities in both positive and negative cases.

Accuracy =
TP + FN

TP + FP + TN + FN

• Precision: Percentage of correct prediction within the
sample with positive prediction.

Precision =
TP

TP + FP

- TP (True Positives): The positive result predicted by
the model is consistent with the actual result of the
disturbance suffered by the mimic system.

- FP (False Positives): The positive result predicted by the
model is the opposite of the actual result of the normal
operation of the mimic system.

- FN (False Negatives): The negative result predicted by the
model is consistent with the actual result of the normal
operation of the mimic system.

- TN (True Negatives): The negative result predicted by
the model is the opposite of the actual result of the
disturbance suffered by the mimic system.
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Fig. 1. The number of threats detected by a single-device vs. mimic device.

Figure 1 shows that the greater the number of heterogeneous
and functionally equivalent devices, the greater the reliability
and confidence in the verdict results, as well as enhanced threat
detection capabilities, and Figure 2 illustrates that the threat
detection capability of a combination of different types of
mimic devices is stronger than that of a single mimic device.
Figure 3 presents a comparison between the results of our
threat detection algorithm in the experiment and the actual
results.
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Fig. 2. The number of threats detected by a mimic device vs. multi-type
mimic devices.

Accuracy =
179 + 93

179 + 71 + 11 + 93
= 0.768

Precision =
93

11 + 93
= 0.894

In the experiment, we set the scoring threshold as 0.85.
That is, a score of less than or equal to 0.85 indicates a
positive case prediction, whereas a score greater than or equal
to 0.85 indicates a negative case prediction. We can calculate
our model’s accuracy as 0.768 and precision as 0.894 which
shows it can effectively perceive threats.
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Fig. 3. The result of our threat detection algorithm.

VI. CONCLUSION

In this paper, a threat detection model based on system cred-
ibility is proposed to enhance the network defense capabilities
of the entire mimic network. It is specifically designed to han-
dle the log processing and association analysis tasks of mimic
devices and serves as a centralized platform for collecting,

analyzing, and correlating logs from multiple mimic devices.
It also enhances the overall situational awareness by providing
a comprehensive view of the network defense status and
facilitating prompt detection and response to potential threats.
To evaluate the effectiveness of the threat detection model, a
verification experiment is conducted in the NEST cyber range.
The experimental results demonstrate the capability of the
model in effectively perceiving and identifying threat events
within the mimic defense context.
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Abstract - The main advantage of mobile context-aware 

applications is to provide effective and tailored services by 

considering the environmental context, such as location, time, 

nearby objects and other data, and adapting their functionality 

according to the changing situations in the context information 

without explicit user interaction. The idea behind Location-

Based Services (LBS) and Object-Based Services (OBS) is to 

offer fully-customizable services for user needs according to 

the location or the objects in a mobile user's vicinity. However, 

developing mobile context-aware software applications is 

considered as one of the most challenging application domains 

due to the built-in sensors as part of a mobile device. Visual 

Programming Languages (VPL) and hybrid visual 

programming languages are considered to be innovative 

approaches to address the inherent complexity of developing 

programs. The key contribution of our new development 

approach for location and object-based mobile applications is a 

use case driven development approach based on use case 

templates and visual code templates to enable even 

programming beginners to create context-aware mobile 

applications. An example of the use of the development 

approach is presented and open research challenges and 

perspectives for further development of our approach are 

formulated. 

Keywords - Location-Based Services; Object-Based Services; 

Mobile Applications; Visual Programming. 

I.  INTRODUCTION  

Sensors enable the creation of context-aware mobile 
applications in which applications can discover and take 
advantage of contextual information, such as user location, 
nearby people and objects. As a consequence, context-aware 
mobile applications can sense clues about the situational 
environment making mobile devices more intelligent, 
adaptive, and personalized.  

Context has been defined as any required knowledge to 
identify the current situation of a person or object in order to 
provide tailormade services. The situational environment of a 
mobile user becomes more vital in mobile applications 
where the context, e.g., geo position of a user can change 
rapidly. For example, depending on its current location, a 
tourist would like to see relevant tourist attractions on a map 

together with distance information. Mobile applications can 
obtain the context information in various ways in order to 
provide more adaptable, flexible and user-friendly services. 

A combination of context-aware applications and mobile 
devices provides a novel opportunity for both end users and 
application developers to obtain context and the consequent 
response to any changes in the context. Hence, the main 
advantage of mobile context-aware applications is to provide 
tailored services by considering the environmental context, 
such as location, time, weather conditions, nearby objects, 
and adapting their functionality according to the changing 
situations in the context data without explicit user 
interaction. 

A general definition of context was given by Dey and 
Abowd [1]: “Any information that can be used to 
characterize the situation of an entity. An entity is a person, 
place, or object that is considered relevant to the interaction 
between a user and an application, including the user and 
applications themselves.” 

Categories of context information that are practically 
significant include [1]: 

• Environmental Context: Includes all the 
surrounding environmental conditions of current 
location (like air quality, temperature, humidity, 
noise level and light condition). 

• Activity Context: Defines the user’s current activity 
including private and professional activities that can 
be sensed like talking, reading, walking, and 
running. 

• Temporal Context: Consists of temporal factors, 
such as current time, date, and season of the year. 

• Personal (identity) Context: Specifies user’s 
characteristics and preferences like name, age, sex, 
contact number, user’s hobbies and interests. 

• Spatial Context: Involves any information regarding 
the position of an entity (person and object), for 
instance orientation, location, acceleration, speed. 

• Vital Signs Context: Covers all information related 
to health state, such as heart rate, blood pressure, 
voice tone, and muscle activity. 

The combination of spatial, temporal, activity and 
personal contexts makes the primary context to understand 
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the current situation of entities. These types of contexts can 
respond to basic questions about when, where, what, and 
who. The idea behind Location-Based Services (LBS) and 
Object-Based Services (OBS) as subcategories of context-
aware mobile applications is to tailor services according to 
the location of a user or the objects in a mobile user's 
vicinity. 

In [2], various Model Driven Development (MDD) 
techniques and methodologies are systematically 
investigated, i.e., what MDD techniques and methodologies 
have been used to support mobile app development and how 
these techniques have been employed, to identify key 
benefits, limitations, gaps and future research potential. Our 
approach based on case templates and visual programming is 
tailored to the needs of mobile programming beginners. 

Visual Programming Languages (VPL) and hybrid visual 
programming languages are considered to be innovative 
approaches to address the inherent complexity of developing 
programs [3], [4]. In this work, we introduce an in-depth 
discussion of a new VPL based method, to enable even 
programming beginners to create context-aware mobile 
applications. 

The rest of the paper is organized as follows: Section 2 
introduces LBS and OBS concepts, especially various 
technologies to determine the object context of a user. Our 
proposed development process in terms of use case templates 
and visual code templates is described in Section 3. Visual 
programming concepts and the development environment 
which we use in our projects are introduced in Section 4. 
Sections 3 and 4 also describe how our approach is applied 
to an LBS and OBS example in the field of tourism. Finally, 
the limitations of the VPL approach as well as directions for 
future research are presented in Section 5. 

 

II. LOCATION AND OBJECT BASED SERVICES 

LBS can be described as applications that are dependent 
on a certain location. Two broad categories of LBS can be 
defined as triggered and user-requested [5]. In a user-
requested scenario, the user is retrieving the position once 
and uses it on subsequent requests for location-dependent 
information. This type of service usually involves either 
personal location, i.e., finding where you are or services 
location, e.g., where is the nearest hospital. Examples of this 
type of LBS are also navigation (usually involving a map) 
and direction (routing information). A triggered LBS by 
contrast relies on a condition set up in advance that, once 
fulfilled, retrieves the position of a given device. An example 
is in emergency services, where the call to the emergency 
center triggers an automatic location request from the mobile 
network. 

The idea behind OBS is to tailor a service according to 
the objects in a mobile user's vicinity. For example, a visitor 
standing in front of a painting in an art gallery should be 
provided with additional information about the painting, 
such as the artist, or even the opportunity to order a print 
(one button pay). Popular technologies for determining the 
object context are Quick Response (QR) codes, Near-Field 
Communication (NFC) tags and beacons. 

LBS are typically based on GPS. The position of a person 
or an object is determined in terms of latitude and longitude. 
To determine the object context, i.e., the object(s) at which 
the user is located, various technologies can be used (Table 
I). An object, e.g., painting in a museum can be provided 
with one or more of the following elements: Bluetooth Low 
Energy (BLE) Beacon, NFC tag, and QR code. 

Beacons are small wireless, usually battery-powered 
devices that transmit data at regular intervals using BLE [6], 
[7]. This mini-radio transmission devices can be ‘discovered’ 
and seen by all BLE scanners, e.g., a smartphone within a 
certain radius. However, beacons do not work by 
themselves: they require a mobile app. So, in case of an arts 
gallery or museum, the visitor must have downloaded the 
mobile application beforehand for the beacon to work. 

NFC is a short-range wireless connectivity technology 
that uses magnetic field induction to enable communication 
between devices when they're touched together or brought 
within a few centimeters of each other [8]. NFC builds on 
the work of the Radio-Frequency Identification (RFID) set 
of standards and specifications, such as ISO/IEC 14443 and 
ISO/IEC 15963. By passing a mobile device near an NFC 
chip, one can read the data it contains and interact with the 
content. Advantages and disadvantages from a user's point 
of view of the different technologies for implementing OBS 
are shown in Table I. 

TABLE I.  TECHNOLGIES FOR OBJECT BASED SERVICES. 

Technology Pros                   Cons 

Beacon 

 

+ no user  

   interactions  

   required 

- requires power supply 

- more expensive  

  (compared with NFC,  

   QR codes) 

NFC tag 

 

+ can store the  

   most data 

+ cheap 

- user must tap on the item 

QR Code 

 

+ well-known    

   technology 

- requires most user  

  interactions (open camera  

  app, scan image) 

 
QR codes are a type of matrix bar code that was invented 

by Denso Wave in 1994 to be used as labels on automotive 
parts [9]. It allows to store large amount of data (compared to 
1D barcodes) and a high-speed decoding process using any 
handheld device like phones. The popularity of QR code 
grows rapidly with the growth of mobile users and thus the 
QR code concept is rapidly arriving at high levels of 
acceptance worldwide. 
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III. DEVELOPMENT PROCESS  

We propose five steps to perform requirements 
engineering for location and object-based mobile 
applications (Figure 1): 

• Selection and instantiation of use case templates 
(input, output, steps) 

• Development of the user interface for each use case, 
e.g., triggering a use case with a button 

• Selection and instantiation of visual code templates 

• Selection of additional non-visible components, 
e.g., location sensor, QR code scanner, etc. 

• Event based programming (calling methods related 
to the user interface and the non-visible 
components). 

 

Figure 1.  Use Case Templates and Visual Program Code Templates. 

Use case templates in Figure 1 are use case specifications 
that can operate with generic objects and activities. This 
allows us to create a use case description whose functionality 
can be adapted to more than one concrete location-based 
scenarios without repeating the entire description for each 
scenario. Visual code templates are implementations of use 
case templates based on visual programming (Section 4). 
Each use case template is associated with a visual code 
template. 

The use case template in Table II describes an LBS 
scenario, a search object pattern in terms of input, output and 
steps to be executed. For example, the template can be 
applied to visualize some tourist attractions and the current 
position of a mobile user on a map. Filters are used to 
display certain tourist attractions, e.g., museums. 

Table III illustrates a use case template for an OBS. In 
this case QR codes are used to identify an object. We defined 
similar use case templates for OBS using Beacons and NFC 
tags. 

 

TABLE II.  USE CASE TEMPLATE “SEARCH AND SHOW OBJECT(S) ON 

A MAP”. 

 

Use Case 

template 

  Search and show <object(s)> on a map 

Input Name/Id/Category of an <object> 

Steps 1:  Determine the current geo position  

     of the user  

2:  Show a map with the user's current position as  

     the center point 

3:  Search the <object(s)> according to the  

     name/id/category (in a list of <object>) 

     if found → 

              Create marker(s) for the <object(s)> 

Output Map with markers:  

→ marker for the current position of the user 

→ marker(s) representing the <object(s)>  

    
 
The generic part in the use case template in Table III is 

represented by the activities “Visualize <object property i>”.  
The concrete visualization is dependent on the scenario to be 
implemented. E.g., for exhibits, like paintings in a gallery 
equipped with QR codes, object visualization could mean to 
represent a link to a video (painter explaining interesting 
background information) or a link to allow a tourist to buy a 
print. 

TABLE III.  USE CASE TEMPLATE “SEARCH AND SHOW OBJECT(S)”. 

 

Use Case 

Template 

  Visualize <object> properties 

Input QR Code 

Steps 1:  Scan QR code 

2:  Search the QR Code in a list of codes 

     if found → 

              Visualize <object property 1> 

              Visualize <object property 2> 

              . . . 

Output Visualized object properties  

 
In the following sections, we describe how our approach 

is applied to an LBS and OBS example in the field of 
tourism. 
 

IV. VISUAL PROGRAMMING 

Visual programming environments are increasingly used 
in demanding problem domains, e.g., Internet of Things 
(IoT) applications [10] or robot applications [11]. For 
example, Pepper’s popular programming interface is based 
on visual elements for built-in sensors and actuators [12]. 
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Basic functions of the Pepper platform are provided per 
sensor and actuator, e.g., open/close hand functions for the 
actuator hand or detect touch on hand tactile sensor. Flow 
elements are connected with each other to form business 
workflows similarly to the visual building blocks of Business 
Process Model and Notation (BPMN) [13]. BPMN is a 
graphical representation for specifying business processes in 
a business process model based on a flowcharting technique 
very similar to activity diagrams from Unified Modeling 
Language (UML). BPMN's basic element categories are flow 
objects (events, activities, gateways), connecting objects 
(sequence flow, message flow, association), and artifacts 
(data object, group, annotation). 

 

A. Development Environment 

We use MIT App Inventor [14] and Thunkable [15], 
which are both cloud-based visual programming 
development environments for mobile applications (Android 
and iOS). The basic concepts are components, events and 
functions. App Inventor and Thunkable provide the 
application developer with many different components to use 
while building a mobile app. Components are chosen on the 
“Design Screen” and dragged onto the phone (Figure 2).  

The properties of these components, such as color, font, 
speed, etc. can then be changed by the developer. Available 
component categories are user interface elements, media, 
storage, location-based services etc. Components can be 
clicked on and dragged onto the development screen area.  

There are two main types of components: visible and 
non-visible. Visible components, such as buttons, text boxes, 
labels, etc. are part of the user interface whereas non-visible 
components, such as the location sensor, QR Code scanner, 
sound, orientation sensor are not seen and thus not a part of 
the user interface screen, but they provide access to built-in 
functions of the mobile device (Figure 2).  

Components are based on an object-oriented paradigm, 
i.e., decomposition of a system (an app) into a number of 
entities called objects and then ties properties and function to 
these objects. An object’s properties can be accessed only by 
the functions associated with that object but functions of one 
object can access the function of other objects in the same 
cases using access specifiers. 

Event handler blocks specify how a program should 
respond to certain events. After, before, or when the event 
happens can all call different event handlers. There are two 
types of events: user-initiated and automatic. 

Clicking a button, touching a map, and tilting the phone 
are user-initiated events. Sprites colliding with each other or 
with canvas edges are automatic events. Timer events are 
another type of automatic event. Sensor events function also 
as user-initiated events. For example, the orientation sensor, 
the accelerometer, and the location sensor all have events 
that get called when the user moves the phone in a certain 
way or to a certain place. 

 
 

 
 

Figure 2.  Development Environment. 

Figure 3 shows the visual elements of the event-based 
programming part for a simple LBS.  

 

 
 

Figure 3.  Visual Elements of a Simple LBS. 

Objects, method calls, arguments and results of method 
calls are represented by visual elements with different shapes 
and colors. In the example in Figure 3, first the current 
position of a user is determined by calling the method 
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GetCurrentLocation(). The resulting values (latitude and 
longitude) are used in the next step for the specification of 
the map center (two set operations). By calling the method 
addMarker, a marker is created in a third step. The 
arguments for the last method call are again visual elements 
(previously calculated values for the current latitude and 
longitude of the user). 

B. Visual Code Templates 

Each use case template is associated with a visual code 
template. Figure 4 illustrates the visual code template for the 
use case template “visualize <object> properties” in Table 
III. First, the event handler calls the scan method. The 
resulting id is used to search for the corresponding object in 
an object list. The instantiation of the template involves  

• creation of an object list 

• visualization of the object properties. 

 

Figure 4.  Example Visual Code Template.  

 
The creation of an object list could be based on a local 

list (as part of a mobile app) or a cloud-based object list. The 
creation / access to an object list in encapsulated in the 
function createObjectList(). Finally, the object properties 
have to be visualized, which is not part of the template, 
because the concrete visualization are dependent on the 
scenario to be implemented. E.g., for exhibits, like paintings 
in a gallery equipped with QR codes, object visualization 
could mean to create a link to a video (painter explaining 
interesting background information) or a link to allow a 
tourist to buy a print.  

V. CONCLUSION 

  The main advantage of mobile context-aware 
applications is to provide an effective, usable, rapid service 
by considering the environmental context, such as location, 
time, nearby objects, and adapting their functionality 

according to the changing situations in context data. LBS 
and OBS represent two main categories of context-aware 
applications. Use case templates and visual code templates 
are particularly well suited for programming beginners.  

Meanwhile, visual programming environments are 
increasingly used in demanding problem domains, e.g., IoT 
applications [10]. The development of use cases templates 
(in the sense of requirements engineering) as the starting 
point of an app project has proven to be very advantageous. 
Representing programming language concepts by using 
visual elements with different shapes and colors fits well 
with the object-oriented approach.  

A main drawback of the used programming 
environments is the identification and handing of runtime 
errors due to the lack of integrated debugging functions. 
However, our use case centered approach leads normally to 
manageable runtime error because each use case is 
developed and tested as a separate unit. 

Future work will focus on the development of patterns, 
which are a well-known concept in the traditional software 
engineering. An architectural pattern is a general, reusable 
solution to a commonly occurring problem in software 
architecture. Patterns become reusable solutions for a 
common set of problems in software development, 
addressing issues like high availability, performance, and 
risk minimization. Additionally, we are going to implement 
additional components (called extensions), e.g., an NFC 
component offering more powerful and flexible functions 
and events. Extension components can be used in building 
projects, just like other built-in components.   The difference 
is that extension components can be distributed on the Web 
and loaded into the development environment dynamically.   
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Abstract—In today’s digitally connected world, Indoor Posi-
tioning Systems (IPS) are of paramount importance, especially for
applications within enclosed spaces such as buildings. Leveraging
the widespread deployment of WiFi technology, this paper
presents an IPS that hinges on WiFi signal data specifically,
Received Signal Strength Indicator (RSSI) and Channel State
Information (CSI), and the powerful generative model, Tabular
Generative Adversarial Network (TabGAN). The work entails a
meticulous data collection process conducted within a controlled
laboratory environment at the University of Passau, in Germany.
Subsequently, data augmentation through GAN is employed to
enrich the dataset. The augmented data is then evaluated using
LightGBM and Convolutional Neural Network (CNN) models,
with the Root Mean Square Error (RMSE) as the primary
metric and Positioning Error for comprehensive evaluation of the
IPS’s accuracy and positioning capabilities. The IPS achieved a
remarkable result of 0.99 meters for LightGBM and 0.8 meters
for CNN, showcasing its high accuracy on unseen data and
validating the efficacy of GAN-based data augmentation for
enhancing indoor positioning capabilities.

Keywords—IPS, CSI, RSSI, private dataset, Raspberry Pi,
GAN, CNN.

I. INTRODUCTION

Localization, the process of determining the locations of
entities, devices, and other objects, has become an active
research field in recent years. Much of the research focuses
on using established technology to determine positions. De-
pending on the context in which positioning occurs, it can
be categorized into two types: outdoor positioning and indoor
positioning [1], [2]. While outdoor positioning using Global
Navigation Satellite Systems (GNSS) technology, such as the
Global Positioning System (GPS), is widely adopted due to the
convenience of requiring only one receiver to obtain a position,
it fails inside buildings due to signal obstruction by walls
and other obstacles. As a result, Indoor Positioning Systems
(IPS) have emerged as increasingly essential, particularly for
locating people or objects where GPS and other satellite
technologies lack precision or fail entirely, such as in hospitals,
airports, and underground locations.

Compared to outdoor positioning which usually relies
on GPS, indoor positioning doesn’t have a one-size-fits-all
method. This is mainly due to the unique and varied nature of
indoor environments. Instead, any available wireless technique
can be utilized to help determine a device’s location indoors.
Different technologies exist for indoor positioning, and many

of them use existing wireless networks, which helps to avoid
the need for extra equipment [1].

Various solutions have been proposed for indoor position-
ing systems. These include technologies that use Bluetooth,
WiFi, and Ultra-WideBand (UWB) [3]. One of the most used
technologies is WiFi, as it’s already found nearly everywhere
and can be set up quite easily.

Among different localization technologies, WiFi has gained
substantial traction for indoor positioning due to the ubiquitous
presence of WiFi-enabled devices and easy access to WiFi
Access Points (APs). WiFi-based indoor positioning employs
unique mathematical methods or positioning techniques to
estimate the location of a device [3]. These techniques include
proximity, trilateration, and WiFi fingerprinting [3], [4]. WiFi
fingerprinting, in particular, has proven to be an effective and
cost-efficient approach for indoor localization [1].

WiFi fingerprinting involves two phases: the offline phase
and the online phase. During the offline phase, fingerprints
representing Received Signal Strength Indicator (RSSI) or
Channel State Information (CSI) measurements are collected
at predefined Reference Points (RPs). These fingerprints are
stored in a database, called a Radio Map, and are used to
train a learning algorithm that maps each fingerprint to its
location. In the online phase, the learned model predicts the
position of a device based on its RSSI (or CSI) data. However,
WiFi fingerprinting faces challenges due to signal fluctuations
caused by the multi-path effect and physical obstacles.

Most of Previous research papers have utilized a private
dataset [5], [6] and they have achieved a positioning error
greater than 1.25 meters. As of the time of writing, there
is no publicly available dataset that combines CSI amplitude
and phase information with corresponding RSSI values, along
with crucial data on collection positions. This comprehensive
dataset is essential for training supervised Machine Learning
(ML) models effectively. A challenging problem which arises
in this domain is the small size of the radio map.

Our research aims at the creation of a CSI (i.e., with
amplitude and phase information) and RSSI dataset, the im-
plementation of data augmentation techniques to increase the
amount of data and the application of Deep Learning (DL)
algorithms for position estimation.

The rest of the paper is structured as follows:
Section II presents the comprehensive model pipeline
of our WiFi-based indoor positioning system. Section III
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details the data collection and the processing techniques
for both CSI and RSSI data. Section IV describes the
application of Tabular Generative Adversarial Network
(TabGAN or GAN) for data augmentation and highlights the
implementation of DL algorithms, specifically Convolutional
Neural Network (CNN) and LightGBM, on the augmented
datasets. A thorough comparative analysis of the obtained
results is conducted in Section V to assess the performance
of each algorithm. Section VI concludes the paper.

II. METHODOLOGY

The proposed model pipeline consists of two essential
phases: the offline phase and the online phase, as depicted
in Figure 1.

In the offline phase, the focus is on training and data
augmentation using a deep learning model. The initial step in-
volves collecting real-world data by physically walking around
the indoor environment and recording the RSSI at various
locations. This dataset serves as the foundation for training
the positioning algorithm. To enhance the training dataset, a
Tabular GAN is employed for data augmentation. The Tabular
GAN utilizes a generator network to learn the underlying
distribution of the real data and generate synthetic data points
resembling the collected RSSI and CSI measurements. The
generated synthetic data, combined with the real data, forms
an expanded and more diverse training dataset.

Moving to the online phase, when a user is in motion within
the indoor environment, the system follows a series of steps for
real-time positioning. First, the access points or beacons emit
signals that are detected by the user’s device, which measures
the RSSI/CSI values. These measured values are then utilized
in conjunction with the trained positioning algorithm. The
algorithm compares the received RSSI and CSI values with
the augmented training dataset, allowing for the estimation
of the user’s current position in real-time. By leveraging the
augmented dataset and the positioning algorithm, which are
in our case CNN and LightGBM, accurate and reliable indoor
positioning can be achieved.

The combination of the offline phase, featuring deep
learning-based data augmentation using Tabular GAN, and
the online phase for real-time positioning facilitates dynamic
and accurate indoor localization. This pipeline holds potential
for a wide range of applications, including indoor navigation,
asset tracking, and location-based services, offering improved
accuracy and robustness in indoor positioning systems.

III. DATASET CREATION

In this section, we will discuss the process of collecting data
for the indoor positioning system, including the definition of
the Raspberry Pi setup, the definition of the floor plan, and
pinning the reference points.

A. Definition of the floor plan
In this work, data collection took place in the ITZ building

of the University of Passau, in Germany. This indoor environ-
ment, spanning an area of approximately 47 square meters,
served as the designated area for data collection.

By focusing on a specific location within the university
building, the data collection process aimed to capture the
unique characteristics and signal propagation patterns present
in this particular indoor setting. The selected area provided
a controlled environment for gathering data and conducting
experiments, ensuring consistency and reproducibility in the
collected dataset.

Each RP served as a designated location for data collection
with specific coordinates within the room. The positioning
of these reference points followed a regular pattern, with
a distance of 1 meter between adjacent points and 0.45
meters from the walls. This configuration ensured that the
RPs covered the entire area of the room, capturing the signal
variations and characteristics at different positions.

To gather comprehensive data and capture signal variations
from different directions within each RP, measurements were
collected systematically from four cardinal directions: North,
South, West, and East. This approach allowed for a more
thorough assessment of the signal strength and characteristics
in each RP. At each RP, the data collection process involved
moving around the point and measuring the signal strength
from the four specified directions. By collecting measurements
from multiple directions, the dataset encompassed a wider
range of signal variations, taking into account potential ob-
stacles, signal blockages, or signal reflections from different
angles.

B. Nexmon Firmware

For WiFi chips, Nexmon is a framework for firmware
modification that makes it possible to enable extra features and
capabilities above and beyond what stock firmware generally
supports. To explore new possibilities and create cutting-edge
applications, it gives researchers and developers the freedom
to access and control WiFi chips’ low-level features [7].

In the context of collecting RSSI and CSI data for fin-
gerprinting and indoor localization, Nexmon can be used to
capture and analyze the wireless signals transmitted by WiFi
devices. By modifying the firmware on compatible WiFi chips,
Nexmon allows for the extraction of detailed information
about the wireless channel, including RSSI and CSI values.
Using this information, fingerprints that depict the distinctive
qualities of the wireless signals at various points in an indoor
area can be made. These radio maps can be used as the
foundation for IPS that use fingerprinting to locate a target
device based on the characteristics of the received signal.

C. Data recording

The data recording process for collecting CSI data for
fingerprinting and indoor localization using Nexmon on Rasp-
berry Pi 4 involved several steps. First, the setup and configu-
ration included using Raspberry Pi 4 with Nexmon firmware.
Nexmon was configured to capture CSI data on channel 36
with a 80 MHz bandwidth, specifically targeting the first
core of the WiFi chip and the first spatial stream. Next, the
measurement procedure was conducted at various positions
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Fig. 1: Pipeline of the proposed model

within the target environment. For each position, 100 sam-
ples were collected to ensure accuracy and reliability. The
Raspberry Pi 4 with Nexmon was carefully placed at each
position, maintaining a stable and consistent setup throughout
the data collection process. Measurements were taken in
multiple directions (North, East, West, and South) to capture a
comprehensive view of the wireless signals present. During the
data collection phase, Nexmon on Raspberry Pi 4 listened on
socket 5500 for User Datagram Protocol (UDP) packets, which
contained the captured CSI data. The CSI data was extracted
from these UDP packets, providing the necessary information
for further analysis. The collected CSI data can be analyzed
by opening the PCAP file in Wireshark or parsing it using a
script.

1) Fingerprinting dataset: During the data collection phase,
data capture was conducted within the ITZ building. The
Raspberry Pi, fixed at a fixed height, was placed at various RPs
to collect data in four directions. A total of 100 WiFi frames
were captured for each reference point in each direction,
resulting in 400 WiFi frames in total for all four directions.
Since there were 45 reference points, the entire data collection
process yielded approximately 18000 WiFi data frames.

The data collection process required two days to set up the
RPs around the room and perform the measurements. During
this time, two students collaborated to ensure the accurate
positioning of the Raspberry Pi in each direction for every
RP. The results of these measurements were stored in PCAP
files for further analysis and processing.

In the dataset, we have a total of 28 unique MAC addresses.
However, it is worth noting that five of these MAC addresses
contribute significantly to the data, making up approximately
16,000 rows out of the total 18,000 rows in the dataset.
These top five MAC addresses are responsible for a significant
portion of the data and play a crucial role in the analysis. We
have assigned a unique number to each MAC address, ranging
from 1 to 28. This numbering scheme was implemented to
facilitate the representation of MAC addresses in the bar chart.

D. Data preprocessing

To extract the CSI data from the PCAP files, the following
preprocessing steps were performed using the provided code:

1) Reading the PCAP file: This step involved reading the
PCAP file containing the captured wireless packets. This
step extracted the necessary data from the PCAP file.

2) Infer Bandwidth: The bandwidth of the wireless signal
was inferred from the length of the packets in the PCAP
file. This ensured that the correct bandwidth was used for
further processing.

3) Determine Number of Subcarriers: The number of Or-
thogonal Frequency-Division Multiplexing (OFDM) sub-
carriers was determined based on the inferred bandwidth.
This value is required for correctly interpreting the CSI
data.

4) Estimate Maximum Number of Samples: An estimate for
the maximum possible number of samples in the PCAP
file was calculated. This estimation is useful for allocating
memory for storing the extracted data.

5) Data Extraction: The actual extraction of CSI data was
performed by iterating over the packets in the PCAP file.
For each packet, the relevant information such as RSSI,
MAC ID, sequence number, core and spatial stream, and
CSI data were extracted and stored.

6) Conversion to Numpy Arrays: The extracted CSI data
and other relevant information were then converted to
NumPy arrays for efficient processing and analysis. This
conversion facilitated further manipulation and analysis
of the data.

7) SampleSet Object Creation: Finally, all the extracted data
were encapsulated in a data structure for easy access and
analysis. This data structure provides convenient methods
to retrieve specific information for a given sample index.

IV. DATA AUGMENTATION

In this section, we delve into the key aspect of our research,
which is data augmentation using the Tabular GAN model.
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A. Tabular Generative Adversarial Network (TabGAN) for
Data Augmentation

Tabular GAN is a generative model specifically designed
for augmenting tabular data. It leverages the power of GANs
to generate synthetic data that closely resembles the original
dataset, thereby increasing its size and diversity [8]. The
architecture of the Tabular GAN comprises the following
components: generator and discriminator.

1) Generator: is responsible for generating synthetic data
that captures the distribution and characteristics of the original
dataset. Its architecture consists of the following steps:

i. Generating Numerical Variables:
• Scalar Value Generation: The Generator generates

scalar values, such as those representing clusters, using
techniques like sampling from a Gaussian Mixture
Model (GMM).

• Cluster Vector Generation: Cluster vectors are gener-
ated to represent the probability of each data point
belonging to different clusters. These vectors can be
obtained from GMM outputs or other methods.

• Activation Function: Numerical variables are trans-
formed using an activation function, such as the hy-
perbolic tangent (tanh), to ensure the generated values
fall within a desired range.

ii. Generating Categorical Variables:
• Probability Distribution: Categorical variables, such as

labels or classes, are generated as probability distri-
butions over all possible categories. Techniques like
softmax activation function are used for this purpose.

iii. Long Short-Term Memory (LSTM) networks:
• To generate rows effectively, an LSTM network with

an attention mechanism is employed. This architecture
enables the model to capture temporal dependencies
and generate coherent synthetic samples.

• Inputs to the LSTM include random variables,
weighted context vectors, previous hidden states, and
embedding vectors.

2) Discriminator: plays a vital role in distinguishing be-
tween real and synthetic data. It aims to learn the underlying
patterns and characteristics of the original dataset. The Dis-
criminator architecture consists of the following components:

i. Multi-Layer Perceptron (MLP):
• The Discriminator utilizes an MLP with activation

functions like LeakyReLU and techniques such as
Batch Normalization. This MLP is responsible for
extracting features and discriminating between real and
synthetic data.

• Concatenation: The numerical variables, cluster vec-
tors, and binary variables obtained from the Generator
are concatenated to form the input for the Discrimina-
tor.

ii. Loss Function:
• The Discriminator’s loss function incorporates compo-

nents like the Kullback-Leibler (KL) divergence term

and the sum ordinal log loss. These components allow
the Discriminator to optimize its ability to differentiate
between real and synthetic data effectively.

B. Evaluation of TabGAN

To assess the effectiveness of the augmented data gener-
ated by the Tabular GAN on the prediction of the position
coordinates X and Y , we evaluate the performance using two
different models: CNN and LightGBM.

We start by evaluating the performance of the CNN model
on the following datasets:

1) Ground Truth Data: We assess the performance of CNN
model on the original (ground truth) data. This serves
as a baseline to compare against the performance on
the augmented data. We calculate the Root Mean Square
Error (RMSE) between the true values of the X and Y
coordinates and the corresponding predictions made by
the CNN model.

2) Augmented Data: Next, we evaluate the performance of
CNN model when trained on the augmented data gen-
erated by the Tabular GAN. We use the same evaluation
metric to compare the predictions made on the augmented
data with the ground truth values. This step allows us to
determine how well the Tabular GAN has captured the
underlying distribution of the original data and whether
the augmented data is useful for improving the prediction
accuracy.

3) Combined Data: Finally, we assess the performance of
CNN model when trained on a combination of the ground
truth data and the augmented data. This step aims to
investigate the potential benefits of incorporating the
augmented data into the training process. We compute
the RMSE between the predictions made on the combined
dataset and the true values of the X and Y coordinates.

The evaluation process of LightGBM model is similar to
the steps described above for CNN model.

C. CNN Architecture

In Figure 2, we present the detailed architecture of our CNN
model. The CNN is designed to handle the positioning esti-
mation task efficiently by processing the input data, extracting
relevant features, and making accurate predictions.

The architecture comprises several essential components,
including convolutional layers, pooling layers, and fully con-
nected layers. These layers work collaboratively to learn
hierarchical representations from the input data, enabling the
model to capture intricate spatial patterns and relationships
present in the RSSI and CSI measurements.

The initial convolutional layers act as feature extractors,
convolving over the input data to detect spatial patterns and
edges. The pooling layers then downsample the extracted
features, reducing the computational complexity and aiding
in learning spatial invariance.

Subsequently, the flattened feature maps are passed through
fully connected layers, which serve as the decision-making
units of the model. These layers combine the learned features
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Fig. 2: CNN architecture

and apply non-linear transformations to make accurate posi-
tioning predictions.

Additionally, we have employed regularization techniques,
such as dropout and batch normalization, to prevent overfitting
and enhance model generalization. The CNN model is trained
using an appropriate optimization algorithm, whis is Adam in
our case, and a suitable loss function for regression tasks, such
as RMSE.

The CNN architecture is designed to capture relevant spatial
information and learn meaningful representations from the
input data. By stacking convolutional and pooling layers, the
model can hierarchically extract features and make predictions
based on the learned patterns.

V. RESULTS AND DISCUSSIONS

In this section, we present the evaluation and discussion of
the system based on the Tabular GAN for data augmentation.

A. Data augmentation results

In order to validate the effectiveness of the data augmen-
tation process using GANs, we conducted a comprehensive
comparison of the data distribution. Specifically, we randomly
selected a column from the original dataset and generated
synthetic data using the GAN.

We noticed a striking resemblance between the data dis-
tribution of the original dataset and the data distribution of
the generated synthetic data, demonstrates the GAN’s ability
to accurately capture and reproduce the underlying character-
istics of the original data. This successful alignment further
reinforces the efficacy of the data augmentation technique
in preserving data distribution, making the generated data a
valuable and reliable resource for enhancing our positioning
estimation algorithm.

Through this comparison, we can confidently assert that the
data augmentation process using GANs has effectively main-
tained the integrity of the original data’s distribution. Such
congruence is essential in ensuring that the generated data
contributes meaningfully to the generalization and robustness
of our positioning estimation model.

B. LightGBM for GAN evaluation

LightGBM, renowned for its efficiency and scalability, is
particularly well-suited for tabular data analysis, making it an
ideal choice for our positioning estimation problem [9].

First thing, our data was split as follows : 80% for train
and 20% for test. After training LightGBM on the aug-
mented dataset, which included the GAN-generated samples,
we conducted an extensive evaluation using various regression-
specific metrics, such as RMSE and Mean Positioning Error
(MPE). RMSE allowed us to measure the average deviation
between the predicted positioning coordinates and the ground
truth values, providing a comprehensive assessment of the
model’s accuracy in estimating positions.

In our evaluation, we compared the performance of the
LightGBM model on three different types of data: RSSI only,
CSI only, and RSSI combined with CSI. We have used both
CSI amplitude and phase. The results (see Table I) revealed
intriguing insights into the significance of each data type for
position estimation.

When training the model on the RSSI only data, we obtained
an RMSE of 0.99 for X-coordinate, 2.6 for Y-coordinate
and a MPE of 1.58 meters. Incorporating the GAN-generated
samples through data augmentation improved the performance
to an RMSE of 0.95 for X-coordinate and a MPE of 1.5
meters. Subsequently, when combining both RSSI and CSI
data, the RMSE reduced to 0.914 for X-coordinate, 2.433 for
Y-coordinate and the MPE to 1.5 meters.

C. CNN for GAN evaluation

Based on our feature importance analysis using LightGBM,
we found that the combined RSSI and CSI data resulted in
a slightly improved performance compared to using CSI data
only. This observation highlights the importance of leveraging
both RSSI and CSI features for accurate position estimation.

Given the insights from the feature importance analysis,
we proceeded with the evaluation of the CNN model on
the ground truth data and the augmented data. The CNN
model was trained on the ground truth data to establish a
baseline performance and assess its inherent capabilities in
positioning estimation. Subsequently, we trained the CNN
model on the augmented dataset, which included the GAN-
generated samples, to evaluate the performance improvements
brought about by GAN-based data augmentation.

In the process of training the model solely on the RSSI data,
the resulting RMSE values were 0.76 for the X-coordinate and
2.01 for the Y-coordinate, which led to a MPE of 1.45 meters.
Upon incorporating GAN-generated samples through data aug-
mentation, the model’s performance improved, resulting in an
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TABLE I: LightGBM Model Evaluation

Ground Truth Data Augmented Data Combined Data

RMSE (X/Y) MPE RMSE (X/Y) MPE RMSE (X/Y) MPE

RSSI Only 0.99/2.6 1.58 m 0.95/1.555 1.5 m 0.914/2.433 1.5 m

CSI Only 0.795/1.289 1.242 m 0.6888/1.177 1.082 m 0.6487/1.0417 0.99 m

RSSI + CSI 0.796/1.289 1.242 m 0.6888/1.177 1.08 2m 0.6487/1.042 0.99 m

Legend: RMSE - Root Mean Square Error, MPE - Mean Positioning Error, m - meter

TABLE II: CNN Model Evaluation

Ground Truth Data Augmented Data Combined Data

RMSE (X/Y) MPE RMSE (X/Y) MPE RMSE (X/Y) MPE

RSSI Only 0.76/2.01 1.45 m 0.73/1.325 1.27 m 0.69/1,3 1.224 m

CSI Only 0.555/1.102 1.052 m 0.531/0.992 1.082 m 0.504/0.952 0.99 m

RSSI + CSI 0.554/1.1 1.04 m 0.529/0.971 0.97 m 0.507/0.93 0.8 m

Legend: RMSE - Root Mean Square Error, MPE - Mean Positioning Error, m - meter

RMSE of 0.73 for the X-coordinate and a MPE of 1.27 meters.
Subsequently, when both RSSI and CSI data were combined,
the RMSE reduced to 0.69 for the X-coordinate and 1.3 for the
Y-coordinate, with a MPE of 1.224 meters. As seen in Table
II, it is evident that the combination of both RSSI and CSI
data yielded the most precise localization performance with a
MPE of 0.8 meters.

The remarkable reduction in MPE for the augmented data
further reinforces the superiority of GAN-based data augmen-
tation in enhancing the model’s performance. The significantly
lower MPE demonstrates that the CNN, when trained on the
augmented data, is better able to estimate the target positions
with higher accuracy and precision, making it a compelling
choice for positioning estimation tasks in real-world scenarios.
The improved learning and generalization capabilities achieved
with the augmented data reinforce the efficacy of GAN-based
data augmentation in enhancing the CNN’s performance for
positioning estimation.

VI. CONCLUSIONS

In this paper, we embarked on a comprehensive inves-
tigation of an indoor localization system, leveraging WiFi
data for precise positioning estimation. The data collection
process was meticulously executed within a controlled lab
environment, utilizing Raspberry Pi and Nexmon firmware to
capture WiFi signals. Subsequently, we performed thorough
data preprocessing to ensure data quality and consistency.

A key highlight of this work was the application of data aug-
mentation using GAN to enrich the original dataset. The GAN-
based augmentation technique effectively generated synthetic
data points, enhancing the diversity and volume of the training
data, which proved instrumental in improving the accuracy and
generalization of our positioning algorithms.

Our evaluation process involved the utilization of two
prominent DL algorithms: CNN and LightGBM. The results

highlighted the remarkable improvements achieved when train-
ing on augmented data, demonstrating the efficacy of GAN-
based data augmentation in boosting the precision of the
positioning estimation. Our system showed the improvement
of at least 25 cm in positioning error when using GAN.
Nonetheless, CSI combined with RSSI has shown a better
influence with a positioning error equal to 0.8 meters.

Future work in this domain could focus on expanding the
evaluation to other machine learning algorithms and exploring
different GAN architectures for data augmentation.
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