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The Eighth International Conference on Information, Process, and Knowledge Management
(eKNOW 2016) was held between April 24 and April 28, 2016 in Venice, Italy. The event was
driven by the variety of the systems and applications and the heterogeneous nature of
information and knowledge representation, requiring special technologies to capture, manage,
store, preserve, interpret and deliver the content and documents related to a particular target.

Progress in cognitive science, knowledge acquisition, representation, and processing
helped to deal with imprecise, uncertain or incomplete information. Management of
geographical and temporal information became a challenge, in terms of volume, speed,
semantic, decision, and delivery.

Information technologies allow optimization in searching and interpreting data, yet special
constraints imposed by the digital society require on-demand, ethics, and legal aspects, as well
as user privacy and safety.

Nowadays, there is notable progress in designing and deploying information and
organizational management systems, experts systems, tutoring systems, decision support
systems, and in general, industrial systems.

Capturing, representing, and manipulating knowledge was and still is a fascinating and
extremely useful challenge from both the theoretical and the practical perspective. Using
validated knowledge for information and process management, as well as for decision support
mechanisms, raises a series of questions the conference was aimed at.

The conference had the following tracks:

e Decision support systems

e Knowledge fundamentals

e Information and process management

e Knowledge semantics processing and ontology
e Knowledge management systems

e Knowledge identification and discovery

We take here the opportunity to warmly thank all the members of the eKNOW 2016
technical program committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to
eKNOW 2016. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the eKNOW 2016



organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope eKNOW 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the field of
information, process and knowledge management. We also hope that Venice, Italy, provided a
pleasant environment during the conference and everyone saved some time to enjoy the
unigue charm of the city.
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Performance Indicators for Business Rule Management

Martijn Zoet
Optimizing Knowledge-Intensive
Business Processes
Zuyd University of Applied Sciences
Sittard, the Netherlands
martijn.zoet@zuyd.nl

Abstract— With increasing investments in business rules
management (BRM), organizations are searching for ways to
value and benchmark their processes to elicitate, design, accept,
deploy and execute business rules. To realize valuation and
benchmarking of previously mentioned processes, organizations
must be aware that performance measurement is essential, and of
equal importance, which performance indicators to apply to the
performance measurement processes. However, scientific
research on BRM, in general, is limited and research that focuses
on BRM in combination with performance indicators is nascent.
The purpose of this paper is to define performance indicators for
previously mentioned BRM processes. We conducted a three
round focus group and three round Delphi Study which led to the
identification of 14 performance indicators. Presented results
provide a grounded basis from which further, empirical,
research on performance indicators for BRM can be explored.

Keywords-Business Rules Management; Business Rules;

Performance Measurement; Performance Indicator.

. INTRODUCTION

Business rules are an important part of an organization’s
daily activities. Many business services nowadays rely heavily
on business rules to express assessments, predictions and
decisions [2][15]. A business rule is [11] “a statement that
defines or constrains some aspect of the business intending to
assert business structure or to control the behavior of the
business.” Most organizations experience three challenges
when dealing with business rules management: 1) consistency
challenges, 2) impact analysis challenges, and 3) transparency
of business rule execution. A consistent interpretation of
business rules ensures that different actors apply the same
business rules, and apply them consistently. This is a
challenge since business rules are often not centralized, but
they are embedded in various elements of an organization's
information system instead. For example, business rules are
embedded in minds of employees, part of textual procedures,
manuals, tables, schemes, business process models, and hard-
coded as software applications. Impact assessment determines
the impact of changes made to business rules and the effect on
an existing implementation. Currently, impact assessments can
take significant time which results in situations where the
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business rules already have changed again while the impact
assessment is still ongoing [1]. Transparency, or business rules
transparency, indicates that organizations should establish a
system to prove which business rules are applied at a specific
moment in time. To tackle the previously mentioned
challenges and to improve grip on business rules,
organizations search for a systematic and controlled approach
to support the discovery, design, validation and deployment of
business rules [2][21]. To be able to manage or even address
these challenges, insight has to be created concerning business
rule management processes at organizations. This can be
achieved using performance management, which can provide
insight into an organization’s current situation, but can also
point towards where and how to improve. However, research
on performance management concerning BRM is nascent.

The measurement of performance has always been
important in the field of enterprise management and, therefore,
has been of interest for both practitioners and researchers.
Performance systems are applied to provide useful
information to manage, control and improve business
processes. One of the most important tasks of a performance
management system is to identify (and properly) evaluate
suitable Performance Indicators (PI’s). The increase of interest
and research towards identifying the right set of indicators has
led to ‘standard’ frameworks and PI’s tailored to industry or
purpose. Examples of such frameworks are the balanced
scorecard, total quality management framework, and seven-S
model [9][18]. Moreover, research on standard indicators is
increasingly performed for the sales and manufacturing
processes. To the knowledge of the authors, research which
focuses on performance measures for BRM is absent. This
article extends the understanding of performance measurement
with regard to the BRM processes. To be able to do so, the
following research question is addressed: “Which performance
indicators are useful to measure the BRM processes?”

This paper is organized as follows: In section two we
provide insights into PI’s and BRM. This is followed by a
description of the research method used to construct our
artifact in section three. Furthermore, the analysis of our
research results is described in section four. Subsequently, our
results which led to our Performance Indicators for BRM are
presented section five. Finally, in section six we discuss which
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conclusions can be drawn from our results, followed by a
critical view of the research method and results of our study.

Il. RELATED WORK AND BACKGROUND

The aim of using a performance measurement system is to
provide a closed loop control system in line with predefined
business objectives. In scientific literature and industry, an
abundance of performance management systems exists [6].
Although a lot of performance systems exist, in general, they
can be grouped into four base types [9]: 1) consolidate and
simulate, 2) consolidate and manage, 3) innovate and
stimulate, and 4) innovate and manage. The predefined
business objectives, and, therefore, the creation of the closed
loop control system, differ per base-type. In the remainder of
this section, first the four performance measurement system
base-types will be discussed after which the registration of a
single performance measure will be presented. Subsequently,
the processes will be discussed for which the performance
management system is created. The last paragraph will focus
on bringing all elements together.

Performance measurement systems of the first base-type,
consolidate and stimulate, are utilized to measure and
stimulate the current system performance. The formulation
process of PI’s is usually performed with employees that work
with the system, possibly in combination with direct
management, and is, therefore, a bottom-up approach.
Examples of this type of performance measurement system are
the “control loop system” or “business process management
system”. Performance measurement systems, that focus purely
on measuring and maintaining the current performance level,
are classified as the second base-type consolidate and
manage. Consolidate and manage is a purely top-down
approach in which PI’s are formulated by top management
based on the current strategy. Each PI defined by the top-
management is translated into multiple different underlying
PI’s by each lower management level. Two examples of

performance measurement systems of this type are
“management by objectives” and “quality policy
development”.

The third base-type, innovate and stimulate, focuses on
the customer and the product or service delivered to the
customer by the organization. To define the PI’s, first the
quality attributes of the product or service delivered to the
customer need to be defined. Based on these quality attributes,
PI’s for each business process that contributes to the product
or service is defined. An example of a performance
measurement system of this type is Quality Function
Deployment (QFD). The fourth base-type, innovate and
manage, focuses on the future of the organization while
managing the present. It is a top-down approach in which PI’s
are formulated, based on the strategy of the organization.
Furthermore, these PI’s are then translated to the lower
echelons of the organization. Furthermore, PI’s that are used
to manage the current state of the organization are specified.
The combination of both measures is used to make sure that
the company is performing well while at the same time
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steering it into the future. An example of this performance
measurement system type is the Balanced Score Card.

In addition to choosing the (combination of) performance
measurement system(s), the individual performance indicators
(PI’'s) of which the performance measurement system is
composed have to be defined. A PI is defined as: “an
authoritative measure, often in quantitative form, of one or
multiple aspects of the organizational system.” Scholars as
well as practitioners debate on which characteristics must be
registered with respect to PI’s [8][14]. Comparative research
executed by [14] identified a set of five characteristics each
scholar applies: 1) the Pl must be derived from objectives, 2)
the Pl must be clearly defined with an explicit purpose, 3) the
Pl must be relevant and easy to maintain, 4) the Pl must be
simple to understand, and 5) the PI provide fast and accurate
feedback.

The performance measurement system in this paper is
developed for the elicitation, design, acceptation, deployment,
and execution process of BRM. A detailed explanation of the
BRM processes can be found in [23]. However, to ground our
research a summary is provided here. The value proposition
(end result) of a business rule set is delivered when the
business rule set is executed. Business rule sets can provide
the following value propositions: classification, assessments,
diagnosis, monitoring, prediction, configuration design,
modelling, planning, scheduling, and assignment [3]. Before
the business rule set can be executed, it first needs to be
elicitated, designed, accepted, and deployed. The elicitation
process exists out of two main tasks: determining the scope
and identifying sources. In the task determining scope, the
value proposition of the business rule set is determined. After
the scope has been determined, the data sources that influence
the business rule set have to be identified. Data sources can be
sources such as human experts, documentation, laws, and
regulation. After the data sources have been determined the
design process starts which consists of five phases. First, the
scope is decomposed by means of a business rules
architecture. The business rules architecture is a structure
which decomposes scope in multiple fine-grained modular
business rule sets that adhere to the single responsibility
principle [11]. The purpose of the context architecture is to
create a normalized business rule set in which individual
business rule set can be changed without affecting other parts.
For example, the scope is “determine candidate profile” which
can be composed into multiple business rule sets: “determine
candidate personality rating”, “determine candidate cognitive
rating”, and “candidate maturity rating.” After the business
rule architecture is created it is verified (to check for semantic
/ syntax errors) and validated (to check for errors in its
intended behavior). After the validation of the business rules
architecture, a fact model and the business rules are defined
for each individual business rule set. Furthermore, the
verification and validation of the fact model and business rules
take place per business rule set. After each individual business
rule set has been validated, also, the scope (the combination of
business rule sets) as a whole is validated. Until this moment,
the scope, business rule sets, business rules and fact
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models have been modelled in an implementation-independent
language. An implementation-independent language is
considered as: “a language that is not tailored to be
applicable to a specific information system” [23]. An
implementation dependent language, on the other hand, is
defined as: “a language that is tailored to be applicable to a
specific information system” [23]. Implementation dependent
business rule languages have a specific grammar which can
only be interpreted by a specific system. Examples of such
systems are [19] and [20]. The translation from an
implementation-independent language to an implementation
dependent language is the goal of the deployment process. The
last BRM process is the execution process which transforms a
platform specific rule model into the value proposition it must
deliver.

BRM is a process that deals with the elicitation, design,
acceptation, deployment, and execution process of business
rules within an organization to support and improve its
business performance. Organizations are realizing that
business rules are crucial resources that should be managed to
stay competitive and innovative. Since no absolute
measurement exists to measure the success of BRM as whole
as well as individual BRM processes in an organization, this
research will focus on identifying PI’s from the perspective of
the first base-type, consolidate and stimulate. This implies that
we will apply a bottom-up approach and will involve
employees working on business rules and their direct
management. Our focus per Pl will be on the characteristics as
defined by [8]: 1) derived from objectives, 2) clearly defined
with an explicit purpose, 3) relevant and easy to maintain, 4)
simple to understand, and 5) provide fast and accurate
feedback.

I11. RESEARCH METHOD

The goal of this research is to identify performance
measurements that provide relevant insight into the
performance of the elicitation, design, acceptation,
deployment, and execution process of business rules. In
addition to the goal of the research, also, the maturity of the
research field is a factor in determining the appropriate
research method and technique. The maturity of the BRM
research field, with regard to none-technological research, is
nascent [10][15][23]. Focus of research in nascent research
fields should lie on identifying new constructs and
establishing relationships between identified constructs [5].
Summarized, to accomplish our research goal, a research
approach is needed in which a broad range of possible
performance measurements are explored and combined into
one view in order to contribute to an incomplete state of
knowledge.

Adequate research methods to explore a broad range of
possible ideas / solutions to a complex issue and combine them
into one view when a lack of empirical evidence exists consist
of group-based research techniques [4][13][16][17]. Examples
of group based techniques are Focus Groups, Delphi Studies,
Brainstorming and the Nominal Group Technique. The main
characteristic that differentiates these types of group-based
research techniques from each other is the use of face-to-face
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versus non-face-to-face approaches. Both approaches have
advantages and disadvantages, for example, in face-to-face
meetings, provision of immediate feedback is possible.
However, face-to-face meetings have restrictions with regard
to the number of participants and the possible existence of
group or peer pressure. To eliminate the disadvantages, we
combined the face-to-face and non-face-to-face technique by
means of applying the following two group based research
approaches: the Focus Group and Delphi Study.

IV. DATA COLLECTION AND ANALYSIS

Data for this study is collected over a period of six months,
through three rounds of focus groups (round 1, 2 and 3: experts
focus group) and a three-round Delphi study (round 4, 5 and 6
Delphi study), see Figure 1. Between each individual round of
focus group and Delphi Study, the researchers consolidated the

Research Team

Experts: Focus Group | Experts: Delphi Study

Round 1:
Preperation Focus Group ng d o
Round 2- Elicitation
Consolidation Round 2:

Elicitation, Refinement
and Validation
Round 3:
Elicitation, Refinement
and Validation

Round 3:
Consolidation

Round 4:
Consolidation

Round 4:
Elicitation, Refinement and Validation

Round 5:
Consolidation

Round 5:
Refinement and Validation

Round 6:
Consolidation

Round 6:
Refinement and Validation

Round 7:
Consolidation

Figure 1. Data collection process design

results (round 1, 2, 3, 4, 5, 6 and 7: research team). Both
methods of data collection are further discussed in the
remainder of this section.

A. Focus Groups

Before a focus group is conducted, a number of key issues
need to be considered: 1) the goal of the focus group, 2) the
selection of participants, 3) the number of participants, 4) the
selection of the facilitator, 5) the information recording
facilities, and 6) the protocol of the focus group. The goal of
the focus group was to identify performance measurements for
the performance of the elicitation, design, acceptation,
deployment, and execution process of business rules. The
selection of the participants should be based on the group of
individuals, organizations, information technology, or
community that best represents the phenomenon studied [22].
In this study, organizations and individuals that deal with a
large amount of business rules represent the phenomenon
studied. Such organisations are often financial and
government institutions. During this research, which was
conducted from September 2014 to November 2014, five large
Dutch government institutions participated. Based on the
written description of the goal and consultation with
employees of each government institution, participants were
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selected to take part in the three focus group meetings. In
total, ten participants took part who fulfilled the following
positions: two enterprise architects, two business rules
architects, three business rules analysts, one project manager,
and two policy advisors. Each of the participants had, at least,
five years of experience with business rules. Delbecq and van
de Ven [4] and Glaser [7] state that the facilitator should be an
expert on the topic and familiar with group meeting processes.
The selected facilitator has a Ph.D. in BRM, has conducted 7
years of research on the topic, and has facilitated many
(similar) focus group meetings before. Besides the facilitator,
five additional researchers were present during the focus
group meetings. One researcher participated as ‘back-up’
facilitator, who monitored if each participant provided equal
input, and if necessary, involved specific participants by
asking for more in-depth elaboration on the subject. The
remaining four researchers acted as a minute’s secretary
taking field notes. They did not intervene in the process; they
operated from the sideline. All focus groups were video and
audio recorded. A focus group meeting took on average three
and a half hour. Each focus group meeting followed the same
overall protocol, each starting with an introduction and
explanation of the purpose and procedures of the meeting,
after which ideas were generated, shared, discussed and/or
refined.

Prior to the first round, participants were informed about
the purpose of the focus group meeting and were invited to
submit their current PI’s applied in the BRM process. When
participants had submitted PI’s, they had the opportunity to
elaborate upon their PI’s during the first focus group meeting.
During this meeting, also, additional PI’s were proposed. For
each proposed PI, the name, goal, specification and
measurements were discussed and noted. For some PI’s, the
participants did not know which specifications or
measurements to use. These elements were left blank and
agreed to deal with during the second focus group meeting.
After the first focus group, the researchers consolidated the
results. Consolidation comprised the detection of double PI’s,
incomplete PI’s, conflicting goals and measurements. Double
PI’s exist in two forms: 1) identical PI’s and 2) PI’s which are
textually different, but similar on the conceptual level. The
results of the consolidation were sent to the participants of the
focus group two weeks in advance for the second focus group
meeting. During these two weeks, the participants assessed the
consolidated results in relationship to four questions: 1) “Are
all PI’s described correctly?”, “2) Do I want to remove a PI1?”
3) “Do we need additional PI’s?, and 4) “How do the PI’s
affect the design of a business rule management solution?”.
This process of conducting focus group meetings,
consolidation by the researchers and assessment by the
participants of the focus group was repeated two more times
(round 2 and round 3). After the third focus group meeting
(round 3), saturation within the group occurred leading to a
consolidated set of PI’s.

B. Delphi Study

Before a Delphi study is conducted, also a number of key
issues need to be considered: 1) the goal of the Delphi study,
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2) the selection of participants, 3) the number of participants,
and 4) the protocol of the Delphi study. The goal of the Delphi
study was twofold. The first goal was to validate and refine
existing PI’s identified in the focus group meetings, and the
second goal was to identify new PI’s. Based on the written
description of the goal and consultation with employees of
each organization, participants were selected to take part in the
Delphi study. In total, 36 participants took part. Twenty-six
experts, in addition to the ten experts that participated in the
focus group meetings, of the large Dutch government
institutions were involved in the Delphi Study, which was
conducted from November 2014 to December 2014. The
reason for involving the ten experts from the focus groups was
to decrease the likelihood of peer-pressure amongst group
members. This is achieved by exploiting the advantage of a
Delphi Study which is characterized by a non-face-to-face
approach. The twenty-six additional participants involved in
the Delphi Study had the following positions: three project
managers, four enterprise architects, ten business rules analyst,
five policy advisors, two IT-architects, six business rules
architects, two business consultants, one functional designer,
one tax advisor, one legal advisor, and one legislative author.
Each of the participants had, at least, two years of experience
with business rules. Each round (4, 5, and 6) of the Delphi
Study followed the same overall protocol, whereby each
participant was asked to assess the PI’s in relationship to four
questions: 1) “Are all PI’s described correctly?”, “2) Do |
want to remove a PI?” 3) “Do we need additional PI’s?*, and
4) “How do the PI’s affect the design of a BRM solution?”

V. RESULTS

In this section, the overall results of this study are
presented. Furthermore, the final PI’s are listed. Each PI is
specified using a specific format to convey their
characteristics in a unified way.

TABLE I. EXAMPLE OF PI RESULT: TIME MEASUREMENT TO
DEFINE, VERIFY, AND VALIDATE A BUSINESS RULE.

P1 09: The amount of time units needed to define, verify,
and validate a single business rule.

Goal: Shortening the time needed to deliver defined,
verified, and validated business rules.

S The number of time units per selected single business

rule:

. Measured over the entire collection of
context designs;

. During the design process;

o (Sorted by selected context design);

. (Sorted by selected complexity level of a

business rule);
(Sorted by selected scope design);
(Sorted by selected time unit).
Context design
Business rule
Complexity level of a business rule
Scope design
Time unit
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Before the first focus group was conducted, participants
were invited to submit the PI’s they currently use. This resulted
in the submission of zero PI’s. Since this result can imply a
multitude of things (e.g. total absence of the phenomena
researched or unmotivated participants), further inquiry was
conducted. The reason that no participants submitted PI’s was
because none of the participants had a formal performance
measurement system in place. Some measured BRM processes
but did so in an ad-hoc and unstructured manner. The first
focus group meeting resulted in 24 PI’s. This first focus group
meeting also had one interesting side-discussion: can a Pl be
configured to monitor specific individuals? For example, “the
number of incorrectly written business rules per business rule
analyst.“ Since the discussion became quite heated during the
meeting, it was decided that each expert would think about and
reflect on this question outside the group and that this
discussion would be continued in the next focus group
meeting.

After analyzing the results of the first focus group the 24
PI’s were sent to the participants of the second focus group.
During the second focus group, the participants started to
discuss the usefulness of the PI’s and the fact that too many
PI’s is also not a good thing. This resulted in the removal of
ten conceptual PI’s. Ten PI’s were discarded because they did
not add value to the performance measurement process
concerning BRM. This resulted into 14 remaining PI’s, which
had to be further analyzed by the researchers. Also, the
discussion about the PI’s formulated to measure specific
individuals was continued. At the end, only three experts
thought this was reasonable and useful. The other seven
disagreed and found it not useful which has led to the
exclusion of PI’s targeted at a specific individual.

During the third focus group, the participants discussed the
remaining 14 final PI’s which led to the further refinement of
goals, specifications, and measurements. Additionally, the
subject-matter experts expressed a certain need to categorize
PI’s into well-known phases within the development process
of business rules at the case companies. From the 14
remaining PI’s, nine PI’s were categorized as business rule
design PI’s, two PI’s were categorized as business rule
deployment PI’s, and three PI’s were categorized as business
rules execution PI’s.

After the third focus group, the 14 PI’s were subjected to
the Delphi Study participants. In each of the three rounds, no
additional PI’s were formulated by the 26 experts. However,
during the first two rounds, the specification and measurement
elements of multiple PI’s were refined. During the third round,
which was also the last round, no further refinements were
proposed and participants all agreed to the 14 formulated PI’s
which are presented in table 2.

TABLE II. PI'S DERIVED FOR BRM.

Pl 01: The frequency of corrections per selected context
design emerging from the verification process.
Goal: Improve upon the design process of
business rules.

analyst and per type of verification error.
Goal: Improving the context design.

P1 03: The frequency of corrections per selected context

design emerging from the validation process per complexity

level of a business rule.
Goal: Improve upon the design process of
business rules.

P1 04: The frequency of corrections per selected context

design emerging from the validation process per type of

validation error.
Goal: Improve upon the validation process for the
benefit of improving the context design.

Pl 05: The frequency of corrections per selected context

architecture emerging from the design process per scope

design.
Goal: Improve upon the design process for the
benefit of improving the context architecture.

P1 06: The frequency of instantiations per selected context

design
Goal: Provide insight into the possible instances of
a context design.

P1 07: The frequency per selected type of validation error.
Goal: Improve upon the design process for the
benefit of improving the context design.

P1 08: The frequency per selected type of verification error
Goal: Improve upon the design process for the
benefit of improving the context design.

P1 09: The number of time units required to define, verify,

and validate a single business rule.

Goal: Shortening the lead time of a business rule
with regard to the design process.

Pl 10: The frequency of deviations between an

implementation dependent context design and an

implementation independent context design.
Goal: Improve upon the deployment process.

Pl 11: The frequency of executions of an implementation

dependent business rule.

Goal: Gaining insight into which business rules
are executed.

Pl 12: The frequency of execution variants of a scope

design.

Goal: Gaining insight into which decision paths
are traversed to establish different decisions.

P1 13: The number of time units required for the execution

per execution variant.

Goal: Shortening the lead time of an execution
process with regard to enhancing an execution
variant.

Pl 14: The amount of business rules that cannot be

automated.

Goal: Provide insight into which business rules
cannot be automated.

Pl 02: The frequency of corrections per selected context
design, emerging from the verification process, per business
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Analyzing the defined PI’s showed that three out of

fourteen (PI 11, 12, and 14) are PI’s that can be classified as

‘innovate and manage’ PI’s. PI eleven and twelve focus on the
number of times a business rule is executed. Thereby providing
insight in which business rules are most applied. Pl twelve



eKNOW 2016 : The Eighth International Conference on Information, Process, and Knowledge Management

goes beyond that and shows which variants of business rules
are executed. In other words, it shows the characteristics of the
decision based on which citizens get services. This insight can
be used to determine how many and which citizens are affected
by changing specific laws (and, therefore, business rules). In
other words, this can be used to further support the
development of law. Pl fourteen indicated the amount of
business rules that cannot be automated and that needs to be
executed manually. This can also provide an indication of the
amount of workload that organisations encounter due to the
manual execution of these specific business rules. This Pl can
be used to decide if these business rules should be executed
manually or that they should be reformulated in such a manner
that they can be executed mechanically.

VI. DISCUSSION, CONCLUSION, AND FUTURE WORK

From a research perspective, our study provides a
fundament for Pl measurement and benchmarking of the
elicitation, design, acceptance, deployment, and execution
processes of BRM. Several limitations may affect our results.
The first limitation is the sampling and sample size. The
sample group of participants is solely drawn from government
institutions in the Netherlands. While we believe that
government institutions are representative for organisations
implementing business rules, further generalization towards
non-governmental organizations amongst others is a
recommended direction for future research. Taken the sample
size of 36 participants into account, this number needs to be
increased in future research as well. This research focused on
identifying new constructs and establishing relationships given
the current maturity of the BRM research field. Although the
research approach chosen for this research type is appropriate
given the present maturity of the research domain, research
focusing on further generalization must apply different
research methods such as qualitative research methods which
also allow incorporating a larger sample size in future research
regarding PI’s for BRM.

This research investigated PI’s for the elicitation, design,
acceptance, deployment and execution of business rules with
the purpose of answering the following research question:
“Which performance measurements are useful to measure the
BRM processes?” To accomplish this goal, we conducted a
study combining a three round focus group and three round
Delphi Study. Both were applied to retrieve PI’s from
participants, 36 in total, employed by governmental
institutions. This analysis revealed fourteen PI’s. We believe
that this work represents a further step in research on PI’s for
BRM and maturing the BRM field as a whole.
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Abstract—This review provides the current dengue surveillance
situation including (i) the factors that contribute to dengue trans-
mission and (ii) the method to combat the disease. Dengue fever
now is the most common mosquito-borne disease that infected
around 100 billion population, mostly from Asia Pacific. This
alboviral disease not only worsens people’s health, but also has a
great social and economic impact in areas where these endemics
arise. Currently, the transmission of this disease is influenced
not only by the climatic factors (e.g., rainfall, temperature,
wind speed and humidity) but also by non-climatic factors like
socio-environmental factors (e.g., population density, land use
activity, vector control and transportation). Previously, prevention
methods such as vector control, were used by public health
agencies in combating the transmission of dengue outbreak.
Recently, with the improvement of knowledge and technology,
new methods and models are developed, not only for detection but
also for prediction of dengue trends and outbreaks. An effective
prediction model would be particularly helpful to detect unusual
occurrences of disease and to allow for targeted surveillance
and control efforts of the disease. In this paper, we review
and summarize the development of dengue outbreak tools by
researchers in the Asia Pacific region.

Keywords—Dengue Outbreak Prediction, Statistical Analysis,
Spatial Analysis, Machine Learning

I. INTRODUCTION

Dengue is a mosquito-borne viral disease that has rapidly
spread in all regions of the world in recent years. This
arboviral disease is transmitted by two main vectors, which
are Aedes Aegypti and Ae. Albopictus [1]. Both mosquitoes
have adjusted to human neighborhood with larval habitats and
ovipositor in natural and artificial (e.g., rock pools, tree holes,
blocked drains, pot plants and food and beverage containers,
and leaf axis) collections in the urban and peri-urban environ-
ment [2].

Dengue can be brought on by any of four viral serotypes
(Dengue Virus (DENV) 14), and is transmitted by day-biting
urban-adapted Aedes mosquito species [3]. After an incubation
period ranging from 4 to 14 days, patients normally can
encounter a range of symptoms, from a sub-clinical disease to
debilitating but transient Dengue Fever (DF) to life-threatening
Dengue Hemorrhagic Fever (DHF) or Dengue Shock Syn-
drome (DSS) [4] [S]. The most severe forms of dengue disease
are DHF and DSS. They are life debilitating, and youngsters
with DENV disease are especially at danger of advancing to
severe DHF/DSS [6]. Until now there is no specific treatment
or vaccine for dengue.
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DF is a major public health concern and also re-emerging
infectious disease that affects millions of people worldwide.
It is also a major public health concern for over half of the
world’s population and is a main source of hospitalization
and death especially for youngsters in endemic nations. The
majority of the poor nations are particularly vulnerable to
the transmission of dengue infection [6]. This vector borne
disease always can be found in urban and suburban areas of
regions such as Africa, South-East Asia, Americas, Eastern
Mediterranean and Western Pacific [7]. It is assessed that
consistently, there are 70500 million dengue infections, 36
million cases of DF and 21 million cases of DHF and DSS,
with more than 20000 deaths per year [7].

An expected 50 million cases of dengue diseases occur
annually and approximately 2.5 billion people live in dengue
endemic countries [8]. Other than that, DF inflicts a significant
health, economic, and social burden on the populations of these
endemic areas. A scientific working group report on dengue
published by the World Health Organization (WHO) shows
that nearly 75% of the global disease burden is due to dengue
[9]. Demographic change, urbanization, deficient local water
supplies, relocation led to an increase in the global incidence
of dengue and about 3.6 billion people are currently at risk
[10]. These parameters can also be defined as non-climatic
parameters that have an impact on the dengue outbreak. But
other researches also found that the spread and establishment
of dengue is also mainly facilitated by a changing climate
around the world [11].

The rest of this paper is organized as follow: Section II
provides an overview of different types of dengue data that
were used in previous studies. Section III outlines several
climatic and non-climatic factors that were commonly used
in previous studies for dengue outbreak prediction. Section
IV then summarizes and describes different techniques for
dengue outbreak prediction from the three main streams: (i)
spatial analysis, (ii) statistical and mathematical analysis, and
(iii)) machine learning. Finally, the paper discusses potential
directions for future work in Section V and summarizes the
conclusion in Section VI.

II. DENGUE DATA

Dengue data is very important to dengue surveillance study
since it can trace and identify the dengue incident from the
dengue data results. For this review, we considered the data
for both DF and DHF cases as ‘dengue incident’. In many
dengue epidemiology studies, the dengue incident data that was
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collected either in hospitals or medical centers can be classified
into 3 groups, namely suspected, probable and confirmed cases
[4]. A suspected case is a clinically compatible case of dengue-
like illness, dengue, or severe dengue with an epidemiological
linkage. A probable case is a clinically compatible case of
dengue-like illness, dengue, or severe dengue with laboratory
results indicative of probable infection. Lastly, a confirmed
case was a clinically compatible case of dengue-like illness,
dengue, or severe dengue with confirmatory laboratory results.
A confirmed case refers to a dengue case that was confirmed by
the serological tests IgM capture enzyme-linked immunosor-
bent assay (ELISA) with single positive IgM in the lab [12].
Most research reviewed in this paper used the suspected and
confirmed cases.

III. DENGUE FACTORS

Identifying key factors that contribute to dengue infection is
very valuable in controlling and predicting dengue outbreaks.
In this section, we review and summarize the key climatic and
non-climatic factors that were found to have an impact on the
spread of dengue.

A. Climatic Factor

Over the last decade, the climatic changes around the
globe have had a major impact on the transmission of dengue.
Climate change happens when there is an increase in green-
house gases that make the air and Earth’s surface warmer.
This actually happens when there is a high concentration of
greenhouse gases in the atmosphere, including carbon dioxide,
methane, and nitrous oxide. This is due mainly to human
factors, for example, the utilization of fossil fuel, changes in
the use of an area, and agriculture [13]-[15]. These changes
will have an influence on the dynamic pattern of climate
variables around the world, especially the temperature, rainfall,
precipitation and humidity, and extreme weather occurrences
such as El Nino Southern Oscillation (ENSO) [16]-[18].

Studies have demonstrated that a change in these factors
can influence various aspects of the arthropod vector’s life
cycle and survival, the arthropod population, vector pathogen
interactions, pathogen replication, vector behavior and, of
course, vector distribution [19] [20]. For example, tempera-
ture increases not only effect the reproduction and mosquito
activity, but also decrease the incubation time of larvae [16]-
[19]. Various studies recorded different lag times for the larva
incubation period ranging from 4 to 16 weeks [17] [21]-[24].
The increase in the larva incubation period will exacerbate the
rate at which mosquito vectors transmit the disease.

Extremely hot temperatures also impact the DF expansion
by extending the season in which transmission occurs [25]
[26]. This occurs when lengthy drought conditions exist in
endemic areas without a stable drinking water supply. The
storage of drinking water increase the number of breeding
sites for the mosquito vector [27] [28]. These extremely
high temperatures are also a result of the climate change
phenomena and ENSO cycles. Among the studies reviewed,
the ENSO phenomena were associated with local temperature
and precipitation changes. It was showed that a decrease in
ENSO could result in an increased temperature and decreased
rainfall leading to increased water stockpiling. This favors
mosquito reproducing places and, in this way, increases dengue
transmission [16] [29] [30].
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The changes in the world climate have also impacted rain-
fall trends, and, in combination with the temperature increase,
it becomes the main regulator of evaporation that directly
affects the availability of water habitats [31]. Rainfall itself,
can influence the conditions in the case of both high and low
precipitation. In the high precipitation conditions, it can flush
away eggs, hatchlings, and pupae from compartments in the
short term [32] [33]. In the longer term situation, residual
water can create breeding habitats, thereby expanding the
adult mosquito population [34]. For the low rainfall condition,
together with dry temperature it can lead to human behavior of
saving water in water storage containers, which may become
breeding sites for Ae. Aegypti [35] [36]. In the end, climatic
conditions can be seen affecting the virus, the vector and
human behavior both directly and indirectly.

Looking into the previous research from years before,
especially the association between climatic factors and the
transmission of dengue, we can see that there is a link between
them either in a positive or negative correlation [37]-[44].
However, the connection between dengue and the climatic fac-
tors still remains debatable because of the potential influence
of other socio-demographic factors that can have an impact on
dengue transmission [13] [45]-[47].

B. Non-Climatic Factor

In recent years, a few authors have begun looking at several
non-climatic factors, such as, human growth, human move-
ment, and socioeconomic constraints as effect to dengue trans-
mission [20] [45] [48] [49]. A recent study done by Gubler
[50] shows that the growing population in developing countries
became a contributing factor to the increase of dengue trans-
mission and expansion. This unprecedented population growth,
mostly in high density population area may provide new man-
made breeding sites through discarded automobile tires, non-
biodegradable plastics, cell phones, and tin [51] [52]. These
consumer products will become ideal breeding sites for the
most potent dengue vector, A. aegypti. Finally the increasing
density of A. aegypti mosquito population combined with
increased human populations contributed to the transmission
of dengue in urban area. The effect of human growth factor
can also be dangerous when it is combined with the rapid
urbanization process that actively happens in the urban areas,
especially in low and middle income countries [20] [53].

Rapid urbanization not only contributes to the population
explosion but also has an impact on people’s socioeconomic
behavior in urban and suburban areas. Recent studies found
that non-climatic factors, such as housing types, poor garbage
disposal, poor water storage, and cross-border travel, strongly
correlate to the number of dengue cases [12] [54]-[56]. It was
also showed that other socioeconomic factors, such as low level
of education and low coverage of infrastructure, can contribute
to the number of dengue cases in urban areas [57]-[59]. People
who live in high population density areas are highly vulnerable
to dengue infection because of poor housing conditions and/or
the lack of public services, such as inadequate drainage or
improper sanitation system [60]-[62]. Indeed, several residual
water containers, which are key mosquito breeding sites, are
naturally or artificially created in these areas. Thus, poor living
conditions play an important role in the spread of dengue [46]
[63] [64].
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In addition, it was showed that the geographical distribution
of dengue is potentially influenced by travel and trade factors
[7] [54] [65]. Urbanization has increased the population mo-
bility and consequently contributes to the spread of dengue
between urban and rural areas [25] [66]. Globally, increases
in international passengers were identified as the main cause
for dengue transmission between countries and continents [67].
This is very dangerous because an infected immigrant or visitor
from a dengue-endemic country can carry a new virus strain
into another country and causes a dengue spread [47] [68].
Global trade was also identified as one main driver in the
global transmission of dengue [66] [69]. Indeed, the higher the
number of cargo and goods are transported around the world,
the higher the chance mosquitoes carrying the virus arrive in a
new place that has suitable environmental conditions for their
survival and breeding.

IV. RESEARCH METHOD

As discussed in the previous section, there are several
factors that have an impact on a dengue outbreak. Several
methods have been developed and studied to comprehend
the complex relationship between these factors and dengue
in order to accurately predict the number of dengue cases
for better prevention and/or proactive mitigation. In general,
the existing methods for dengue outbreak prediction that
we reviewed can be classified into three groups: (i) spatial
analysis, (ii) statistical and mathematical analysis, and (iii)
machine learning system.

A. Spatial Analysis

Kernel density is the most popular method that is used in
dengue transmission studies in the geographical epidemiology
field [70]-[73]. This method was applied to identify and map
out hotspots with a high concentration of reported dengue
cases [74]. It can detect dengue clusters and generate risk
maps based on the correlation with climatic and non-climatic
factors. Another popular method is Geographically Weighted
Regression (GWR) [75]. It can predict the risk levels of a
dengue outbreak and identify the spatial dependency between
DF cases and the factors involved [76] [77]. In addition, Local
Indicators of Spatial Autocorrelation (LISA) has been used
to study the impact of climatic and non-climatic factors on
dengue transmission [78] [79]. LISA can be regarded as a
spatial risk index to identify both significant spatial clusters
and outliers [80]. Thus, it is often used to examine the spatial
temporal patterns of the spread of dengue.

Recently, the integration of spatial statistics and non-spatial
statistics has become more prominent. Although spatial statis-
tics can improve the comprehension of dengue surveillance by
enhancing the detection of patterns , users can potentially mis-
interpret the results. Integration of both statistical approaches
not only maintains the visualization advantage of spatial statis-
tics but also enables the testing of statistical significance of
relationships between dengue parameters and the number of
dengue incidents. In our review, spatial statistical analysis was
mostly integrated with linear regression techniques, such as
logistic regression and Poisson regression [81]—[84].

B. Statistical and Mathematical Analysis

Infectious dengue surveillance and control efforts encom-
pass a wide variety of fields and require integration, synthesis,
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and analysis of information. This requirement can be met
by the application of quantitative analysis, especially the
combination of different analytical models. The past decade
has witnessed a large increase in dengue research activities on
statistical and mathematical methods. Following an apparent
trend in surveillance research, statistical methods have become
popular in dengue outbreak detection and control, especially
in generating early warning of dengue outbreaks. A statistical
model can be defined as an empirical relationship between the
location of known virus occurrences and a set of underlying
parameters, such as climatic and non-climatic variables [85]
[86].

The two most popular statistical approaches that are used
in the dengue studies are regression and time series techniques.
The regression technique is a method that has two functions,
one for detecting outbreaks in surveillance process that support
the basis of laboratory reports, and second is for syndrome
surveillance. The regression technique commonly used by the
clinical and epidemiological researchers is Poisson regression
[18] [87]-[90]. It is normally used to analyze the correlation
between the number of dengue cases and one or more dengue
factors in order to predict the number of future dengue cases
[91]. Poisson regression, using a Generalized Additive Model
(GAM), was often used when dealing with nonlinear data
as it can improve the prediction accuracy by automatically
calculating the optimal degree of nonlinearity of the model
directly from the data [92]-[94].

A part from that, time series methods were also commonly
used by the researchers to find the variable that have an
impact on dengue incidents. This approach has been widely
used in the early detection of infectious disease outbreaks,
especially focusing on the emerging or re-emerging infections.
Unlike other statistical approaches, this type of analysis was
chosen based on the assumption that the incidence of infectious
diseases is related to the previous incidence and the population
at risk [95]. One of the most popular time series methods
for studying the correlation between dengue and its variables
is the Autoregressive Integrated Moving Average (ARIMA)
method [96]-[99]. The advantage of this method is that it can
provide a comprehensive set of tools for arrangement model
distinguishing proof, parameter estimation, and gauging. In
addition, it offers incredible adaptability in investigation, which
is added to its prevalence in a few dengue research.

The ARIMA model can be extended to handle occasional
parts of an information arrangement. The seasonal ARIMA
(SARIMA) model is an extension of ARIMA to an arrange-
ment in which a pattern repeats seasonally over time. This
statistical model is particularly interesting when there are
time conditions between observations [100]. The assumption
that each observation is associated to past ones makes it
possible to model a temporal structure, with more dependable
expectations, particularly for regular diseases [101] [102]. The
example research that used this model can be seen in the study
done in Thailand and India [49] [103] [104].

Recently, numerical procedure has been progressively used
as an alternative to statistical models to interpret and antici-
pate the number of future infectious diseases. Many complex
mathematical models have been developed to predict the oc-
currence, dynamics and magnitude of dengue outbreaks using
a combined environmental and biological approach. These
models have the capability to produce an useful approximation
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and thus enable the conduction of conceptual experiments that
would otherwise be difficult or impossible. Mathematical mod-
els allow precise, rigorous analysis and quantitative prediction
of dengue transmission and outbreak [105] [106]. Examples
of mathematical models that were applied in the dengue
surveillance research are the Susceptible-Infected-Recovered
(SIR) model and its extensions [107]-[109].

C. Machine learning system

Technology improvement, in the computer science field,
already gives a new hope in the dengue surveillance research
and study. As mentioned in the previous section, statistical
methods have been widely used in dengue outbreak prediction.
Given a specific theory, statistical tests can be applied to
epidemiological data to check whether any correlations can be
found between different parameters. However, machine learn-
ing systems can do much more. A machine learning system
can automatically hypothesize and derive the associations of
dengue factors directly from the raw data. The advantage of
this approach is that it can be used to develop the knowledge
bases used by expert systems. Given a set of clinical cases, a
machine learning system can produce a systematic description
of those clinical features that uniquely characterize the clinical
conditions. Several machine learning approaches have been
used to predict dengue outbreaks, such as Artificial Neural
Network (ANN), Alternating Decision Tree Method (ADT),
Support Vector Machine (SVM), Fuzzy Inference System (FIS)
and its hybrid model called Adaptive Neuro-Fuzzy Inference
System (ANFIS) [110]-[116]. This new approach has a po-
tential role to play in the development of dengue prediction
and it will be great importance to the relevant decision makers
who are typically responsible for budgets and manpower in the
public health sector.

V. FUTURE WORK

Research into dengue surveillance methods has increased
dramatically over the last two decades. Many new methods
are designed for specific monitoring systems or still in ex-
perimental and developmental stages and not used in real
practical surveillance. From the past research, this review
has noted that there’s need to an advancement of tools to
assist dengue prevention and control. Tools like [117] allow
scientists to easily model data and apply different spatio-
temporal kriging techniques. The combination between spatial,
statistical and mathematical analysis together with machine
learning system can become a holistic solution to this problem.
This hybrid application has the potential to understand the
complex relationship between climatic factors, non-climatic
factors and dengue, and thereby can obtain better prediction.
As information sorts and sources turn out to be progressively
vast and complex, there’s need to procedures to coordinate
dissimilar and frequently inadequate information into fitting
tools. This obstacle can be solved by using Big Data Analytic
(BDA). Big Data is a term used to portray data arrays that
make customary information, or database, preparing risky due
to any combination of their size, frequency of updated, or
diversity [118]. The research team of IBM, teamed up with
the university researchers, used BDA to predict the outbreak
of deadly diseases such as dengue fever and malaria [119].
Another research on the application of BDA in dengue study
was carried out by the Telenor group in collaboration with
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Oxford University, the U.S. Center for Disease Control, and
the University of Peshawar [120]. Looking to the sources of
data collection, there’s need to a new platform for catering
the information with current vast technology. The online data
sources such as social media networking like Twitter and
Facebook can become new valuable data sources and can assist
the epidemiologist on real-time dengue scenario. With this
new technology, dengue cases mostly the under reported cases
can be captured and it can overcome the problem such as the
accessibility to public health center.

VI. CONCLUSION

The improvement of dengue prediction frameworks holds
incredible potential for enhancing general well-being through
right on time cautioning and checking of infection. There are
numerous perspectives to consider when pondering techniques
for dengue observation. A hefty portion of the routines de-
picted in this survey are dynamic zones of exploration and new
strategies are continually being produced. As more information
sources get to be accessible, this pattern is relied upon to
proceed, and the systems depicted here give a preview of
alternatives accessible to general well-being investigators and
specialists. We trust that it is essential to create, utilize and
coordinate spatial, factual and scientific examination together
with machine learning framework approaches for dengue trans-
mission perfect with long haul information on atmosphere
and non-climatic changes and this would propel projections of
the effect of both components on dengue transmission. With
progressing upgrades in the information and philosophies,
these studies will assume an inexorably essential part in our
comprehension of the perplexing connections in the middle of
environment and well-being.
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Abstract—Accuracy of classification and recognition in neural
signal is the most important issue to evaluate the clinical
assessment or extraction of features in brain computer interface.
Especially, classification of multitasks by measuring functional
Near-Infrared Spectroscopy (fNIRS) is a challenging due to its low
spatiotemporal resolution. To improve the classification accuracy
of fNIRS neural signals for multitasks, an evolutionary computing
method was proposed. Four healthy participants performed four
finger tasks which are digit-active, digit-passive, thumb-active and
thumb-passive. To classify the four tasks, a multitask classifier
was devised by the ensemble multitree genetic programming
(EMGP). The experimental results validate the performance of
the proposed classifier. The comparison of the conventional and
proposed classifiers at the real classification experiment shows
the higher accuracy of the proposed method. Moreover, it reveals
the improvement of classification accuracy when compared with
conventional classifiers in the additional experiment of fifteen
dataset in University of California Irvine machine learning
repository. The proposed classifier can be effective to classify and
recognize the fNIRS neural signals during multitasks. Moreover,
the subject dependent learning can be designed for the local brain
activation training based on neuro-feedback. After data learning
for all classes, the subject tries to make their brain activation
of an active task as similar with a passive task by the online
motor-imagery with action observation. As a result, the subject
is trained to concentrate his brain activation for the essential area
of brain. The proposed classifier can be applied well because high
classification accuracy is essential to the neuro-training system.
Finally, the classification accuracy of the proposed EMGP is
5.48% higher than the average of conventional classifiers.

Keywords—fNIRS; Classification; Finger Tasks; Neural Signal;
Emsemble Learning; Mutitree Genetic Programming

I. INTRODUCTION

Paralysis from a stroke or nerve injury has a terrible effect
on patients’ daily life. Especially, upper limb disorders greatly
affect their routine with great inconveniences. Over 30 percent
of stroke survivors suffer because their hand motor ability is
increasingly turning into disability, even after rehabilitation
for a year [1]. The conventional rehabilitation programs only
provide passive approaches to patients, but it has limited
effect [2]. Currently, there are many researches for promoting
the neuroplasticity by brain monitoring or neurofeedback [3].
The patients can perform the interventions more actively by
neurofeedback from a brain computer interface (BCI). The first

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-472-5

step for the neurofeedback is the neural signal classification
and recognition of patients.

Many techniques allow for real-time monitoring of brain
activity. Invasive approaches have been successfully employed
in human primates. Although such invasive methods have a
high performance, non-invasive sensors to monitor brain ac-
tivity are preferred in order to widely adapt to most of clinical
environments, including rehabilitation medicine. Conventional
non-invasive brain recording techniques are mainly electroen-
cephalography (EEG), functional magnetic resonance imaging
(fMRI) and functional near-infrared spectroscopy (fNIRS).

EEG is the most widely used technique adopted in BCI
[3]. EEG provides good time and space resolution, but it has
too high sensitivity so that the noisy data requires additional
pre-processing for training [4]. fMRI has also been used to
interface with the human brain [3]. Although it has advantages
such as high temporal and spatial resolution and whole brain
coverage including the central, electro-magnetic compatibility
constraints, high sensitivity to movement and high costs make
it unsuitable in a common therapeutic environment. fNIRS
is an optical approach that locally observes cortical activity
based on the neurovascular coupling [4]. It is easy to use,
safe, affordable, and relatively tolerant to movements. So it
can be mobile and operated wirelessly [5]. Compared to EEG,
fNIRS allows for the classification of more stable cortical
activity and requires less additional processing [4]. There have
been many researches of neurofeedback based on fNIRS for
various types of classifiers and applications. Classification of
hand motor imagery with support vector machines (SVM) and
hidden Markov models (HMM) were implemented [6]. An
online classification system for BCI was researched in [7].
The classifier was based on a real time difference calculation
for both side hand motor imagery. In these studies, the brain
activation was induced by motor tasks.

Although many researches have been studied, it is still
difficult to design an effective classification system for neuro-
monitoring and neurofeedback because the kinds of data have
some problems such as vast volume and noises from the human
body. For grasping tasks recognition with considerable accu-
racy, the high-density observation that uses a lot of sensors and
frequent measurement is required but it dramatically increases
the size of data. To overcome these problems effectively, this
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study approaches the system with a perspective on machine
learning by means of evolutionary computation (EC) inspired
by biology that shows outstanding performance to find global
optimum model. In this paper, we proposed a classification
method based on the ensemble multitree genetic programming
(EMGP) for the neural signal recognition for multiple tasks
with higher accuracy. The main advantage of the proposed
learning algorithm is that the search algorithm based on EC
looks for global optimum model in very wide search space
effectively, and the sensitivity feature of genetic programming
(GP) helps the multi classifiers to ensure their diversity.
Consequently, the low spatial resolution problems of fNIRS
measurement can be relieved.

The rest of the paper is organized as follows: Section 2
describes the proposed neural signal classification method in
detail and in Section 3, the experimental results are depicted.
Conclusion is presented in Section 4.

II. PROPOSED CLASSIFICATION METHOD

The proposed classification method consists of the data
modeling and the EMGP classifier. The neural signal data are
collected by fNIRS, noise is reduced by preprocessing, and a
data model is built to make the data easier to be handled by
the multi-tasks classifier. The proposed EMGP has the major
distinction of the multiple classifiers with parallel learning
in contrast with [8]. This difference gives the outstanding
robustness and search capability to the proposed method.
Of course, some modifications are required to compose the
effective algorithm with consideration for the structural aspect,
characteristics of the data, and medical domain knowledge. All
mentioned methods are summarized in the subsections below.

A. fNIRS data modeling for multitask classifier

The fNIRS neural signals are acquired by 24-channels op-
tical brain-function imaging system (FOIRE-3000, Shimadzu
Co) at a sampling rate of 7.7 Hz. It uses safe near-infrared
light to assess the concentrations of oxygenated hemoglobin
(Oxy-Hb) and deoxygenated hemoglobin (Deoxy-Hb) in the
cerebral blood at wavelengths of 780 nm, 805 nm, and 830
nm. This study uses Oxy-Hb for analysis and classification,
which is found to be more correlated with the regional cerebral
blood flow (rCBF) than deoxy-Hb [9]. An increase in rCBF
reflects an increase in neural activity [10]. The optical probes
are placed on the fronto-parietal regions of the brain cortex
to cover an area of 21x12cm. The subjects performed five
types of tasks denoted by Tp 4, Tpp, Tra, Trp, and Rest as
follows:

o {Tpa} - Actively grasping four digits except thumb

e {Tpp} - Passively grasping four digits except thumb
by functional electrical stimulation (FES)

o {Tra} - Actively grasping thumb except the remains
e {Trp} - Passively grasping thumb by FES
e {Rest} - Rest without performing any tasks

Each subject performed four types of tasks for three times
for a total of 48 sessions for 4 subjects. The task signs are sent
to subject at regular intervals like [Rest — Task — Rest] as
shown in Figure 1. The signals were collected via 24 optical
fibers attached to the pre-frontal cortex for 40 seconds in each
session. The dataset contained 14,784 samples and 24 features
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Figure 1. fNIRS data model of four finger tasks.

as described in Figure 1. Noise interference in hemodynamic
signals may arise from instrumental, experimental, or physio-
logical sources. Particularly, physiological noises often overlap
in frequency with the expected neural signals [11]. In this
study, we employ wavelets [12] for noise reduction.

B. Multitree Genetic Programming (MGP)

In the proposed classifier the fitness function, selection
strategy, crossover, and mutation of conventional MGP have
been modified. The major point is the ensemble in the parallel
operation of multiple classifiers. It is robust from noises and
can improve the accuracy by the concept of swarm intelli-
gence [13]. If the swarm who has a number of individuals
has diversity and active cooperation amongst individuals, the
swarm is more intelligent than any individual in the swarm.
The system is designed to induce this swarm intelligence.
Sufficient numbers of multitrees satisfy the first condition. In
addition, the sensitivity of GP and mutation operator help the
swarm keep the diversity. Finally, the crossover in parallelized
learning of evolutionary groups leads to the cooperation of
individuals.

1) Problem formulation: Given a set of pre-processed
training data X := {x1,x9,...,2,,} with corresponding
labels Y := {y1,y2,...,Ym}, where y; € {£1} for i =
1,9 = 2,...,m, our next goal is to estimate a function
f:+ X — {£1} to predict whether a new signal observation
z € X* will belong to class +1 or —1. We define classes for
the tasks {TDA}, {TDP}, {TTA}, {TTP}, and {Rest}.

2) The structure of an individual: An MGP individual
consists of independent n trees. The best fitness trees in
each group at the final stage of MGP learning become n
classifiers. In this study, the internal nodes of tree consist of
math operators, i.e. {+, —, *, /, exp, log, root}. The leaf nodes
are selected among R and features. R is random variable from
0 to 1. The decision of each tree is determined by the result of
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the formula calculation. In other words, if the result is negative,
the decision is class A.

3) Ensemble technique for MGP: We utilized and modified
the Bagging and Boosting [14] ensemble methods for MGP.
At the bagging, different sampled feature sets are allocated
to MGP evolving group. Although the different feature sets
lead to additional tree validation after the external crossover,
it is valuable to reserve the diversity of classifiers. Boosting
technique is performed to ensure the diversity between trees in
a classifier during the learning time. The details of ensemble
for MGP are treated as follows.

Upper nodes of GP individual are decided from early gen-
erations as the learning directivity can be kept in the state with
a high probability. Therefore, the initial weighting significantly
influences the diversity of the ensemble classifiers. To obtain
the diversity, each of n groups has different weighting values
toward the samples that are separated in 7 groups by a random
sampling algorithm. The detailed process of the ensemble is
shown in Figure 2.

The variation of fitness in a group decreases as passing
generations. The proposed system sets a new weighting crite-
rion when the fitness variation is less than a lower threshold for
the verification of convergence. The weighting criteria for each
sample set the number of misclassifications for the individuals
in the top k percent. The k is empirically decided as 10 in this
paper. The lower threshold is 50 percent of the variation when
the weighting criteria are changed.

Algorithm 1 Discrete AdaBoost for EMGP

1: Samples z1,23...,T,

2: Desired outputs y1,¥y2, .-, yn,y € {—1,1}

3: Initial weight wy 1, w2 1,...,wp,1 set to =

4: Separate the samples to k& groups by random sampling

5: ith evolving group weight update w = w X « in ith sample
group

6: Error function E(f(z),y,i) = e ¥/ (@)

7. Weak learners h : x — [—1,1]

8: fortin 1,2,...,7T do

9:  Choose fi(z) :

10: Find weak learner h;(x) that minimizes ¢, the
weighted sum error for misclassified points ¢, =
Zi wi,tE<ht(x)7 Y, Z)

11:  Choose oy = 11In 1;—?

12:  Add to ensemble:

13: Ft((E) = thl(l') + Oétht(.’E)

14:  Update weights:

15: Wi t4+1 = wivteiyiatht(xi) for all ¢

16:  Renormalize w; (41 such that ZZ Wi 41 = 1

17: end for

Figure 2. The Algorithm Specification of Discrete AdaBoost for EMGP

4) Final decision: Instead of training a single classifier,
we train multiple GP groups which mean the number of tree
in each individual for the purpose of further improvment in
the overall accuracy as described in Figure 1. We consider a
multiple n - classifier functions {fi, f2,..., fn»} and a data
set {(zi,¥:)1}, 2 € X,y € Y. The tree groups are trained
in parallel to predict f*, : « — {£1}". The outputs from
all classifier functions are then defined as an m-dimensional
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binary vector ¥ = [y1,,Y2,i; - - - » Ym,i), such that yji = Lif f;
recognizes x; and 0 otherwise for ¢ = 1,2, ..., n. The number
of correct assignments is Ny (f;) = Z;nzl y;,; and the number
of mistakes is No(f;) =m — 37", y; ;. In order to make the
final decision from the set of functions {f;, ..., f,}, we define
the following majority voting rule:

+1if o 3 fi2) 2k 1
-1 else Y.! fi(z) <n—k )

where K < n and ¢ = 1,2,..., k making similar predic-
tions defined by the k — of —n majority classifier for k > 3.
Thus, we have two possible outcomes from all classifiers
F : X — {+1,—1}. Machine learning consists of training and
testing phases. In both phases, we train and test five different
groups of multiple classifiers 1, Es, ..., Es.

Group E is trained by taking samples from the digit-active
task {T'pa} as positive and samples from the remaining tasks
as negative. Likewise, group F is trained by taking samples
from digit-passive task {Tpp} as positive and samples from
the remaining tasks as negative.

MGP Learning

Best Tree Best Tree
in Classifier 1 in Classifier 2

Best Tree
in Classifier n

Final Classifier

Figure 3. Combining decisions from the best tree in each classifier

In the training phase, each individual base MGP is sep-
arately trained using the same input data from the 10-fold
cross validation. During the testing phase, unseen examples
are applied to all base functions simultaneously in real time.
Further, a collective decision is obtained on the basis of the
majority voting scheme using Equation (1). In other words,
once each of the n base classifiers from the MGP evolving
group has cast its vote as shown in Figure 3. The majority
voting strategy assigns the test patterns to the class with the
largest number of votes and outputs are provided as the final
prediction.

III. EXPERIMENTAL RESULTS

The simulation environment of the proposed EMGP is
constructed in C++. Parameters such as population size, depth
limitation, iteration number, probability of internal crossover,
external crossover, and mutation are set 10000 individuals, 10
depths, 1000 generation, 0.7, 0.05, and 0.1, respectively. The
parameters of the conventional classifiers are set as default
value of WEKA [15]. All accuracy results in this paper were
obtained by 10-fold cross validation.
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TABLE I. ACCURACIES AND ROOT RELATIVE SQUARED ERROR
(RRSE) (%) OF THE CONVENTIONS AND PROPOSED EMGP FOR
OVERALL BRAIN DATA

Classifier Accuracies RRSE
PART 97.78 25.20
Jrip 96.59 31.27
Naive Bayes 57.01 96.98
Bayes Net 74.20 75.36
J48 98.13 22.83
BFTree 97.44 26.73
FT 97.88 24.24
NBTree 97.59 25.77
RBFNetwork 62.48 86.47
Max. of Conv. 98.13 22.83
Proposed GP 99.39 15.03

TABLE II. CLASSIFICATION ACCURACIES (%) OF CONVENTIONAL
CLASSIFIERS AND PROPOSED EMGP FOR SUBJECT DEPENDENT

LEARNING

Classifier S1 Sa S3 S4
PART 98.64 98.53 98.26 98.97
Jrip 98.32 97.51 96.78 97.83
Naive Bayes 76.81 72.67 73.05 71.42
Bayes Net 92.47 95.34 90.71 88.90
J48 98.43 98.62 98.34 98.91
BFTree 97.94 97.47 98.13 98.45
FT 98.56 98.86 98.86 98.62
NBTree 97.59 98.02 97.72 98.29
RBFNetwork 83.90 84.03 85.44 80.76

Max. of Conv. 98.64 98.86 98.86 98.97
Proposed GP 99.43 99.10 99.02 99.24

Table 1 shows the classification results for conventional
classifiers which are implemented in WEKA and the proposed
EMGP. The conventional algorithms used in the experiment
are Pruning rule based classification tree (PART), Jrip, naive
Bayesian, Bayesian Network, J48, Best First Decision Tree
(BFTree), Functional trees (FT), Naive-Bayes tree (NBTree),
and radial basisbasis function network (RBFNetwork). In
consideration of the structure of the tree based GP, the tree-
based learning algorithms such as PART, Jrip, J48, BFTree,
FT, and NBTree were selected as the target of comparison
tests. Probability based algorithms such as naive Bayesian
and Bayesian Network; and RBFNetwrok that is a universal
learning technique are used. In this experiment, the full data
obtained by the previous description is compared based on the
accuracy. By referring to the results of Table 1, it can be seen
that the proposed classification method has the best accuracy
with the minimum RRSE when compared with conventional
classifiers.

In the subject dependent test as shown in Table 2, EMGP
classified the four finger-grasping tasks with the best accuracy.
Here we compared the performance of the training and testing
for single subject data. Other signal patterns may come on
the same motion according to individual differences. Thus,
this experiment was performed to exclude the uncertainty. As
expected, it was able to confirm that the learning accuracy is
improved overall.

To show the appropriateness of the proposed method,
fifteen UCI datasets [16] are used as benchmark dataset. Table
3 shows specifications of each dataset. The data set for the
biological signals were chosen as a test candidate. If the
learning ability is good in this result, the proposed algorithm
is to be used universally in bio-signal data. Table 3 shows
the classification results for conventional classifiers and the
proposed EMGP. The classification accuracy of EMGP is

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-472-5

TABLE III. NUMBER OF SAMPLES (S) AND FEATURES (F) ALONG
WITH MODEL SIZE FOR UCI DATASET, AND CLASSIFICATION
ACCURACIES (%)

Specifications Results
Dataset S F ModelSize  Conv. EMGP
Blood Transfusion 748 4 2992 77.20 79.54
Breast Cancer 683 9 6147 96.18 97.21
Breast Tissue 106 9 954 66.46 68.87
Cleveland 297 13 3861 50.13 44.78
Glass 214 9 1926 61.89 69.62
Heart 270 13 3510 79.55 78.51
Tonosphere 351 33 11583 89.68 95.15
Lung Cancer 27 56 1512 55.56 59.25
Olitos 120 25 3000 69.81 84.16
Parkinson 195 22 4290 82.34 90.76
Pima Indian Diabetes 768 8 6144 75.00 76.56
Sonar 208 60 12480 67.47 88.46
Soybean 47 35 1645 98.58 100.00
SPECTF Heart 80 44 3520 73.06 80.00
Wine 178 13 2314 85.52 97.75
Mean 286.13  23.53 4391.86 75.22 80.70

5.48% higher than the average of conventional classifiers.

IV. CONCLUSION

The classification of four finger-grasping tasks, based on
neural signal data, isf challenging task in non-invasive neuro-
monitoring due to the difficulty of recognition for activation
near different cortical areas. Many machine-learning tech-
niques have been developed to obtain highly accurate classifi-
cation performance. This paper also targets the improvement of
the neural signal recognition and proposes a new classification
method for neural signal recognition during multitasks which
is based on EMGP with considerations of the signal character-
istics. The high sensitivity of GP is known as a disadvantage to
handle signal data. The proposed GP tried to solve the problem
by using multiple classifiers consisting of several trained GP
trees with majority voting. Also, the system performs the
parallel learning with several evolutionary groups. According
to the experimental results, we validated the relevance of the
proposed method.

In the future work, approaches based on probability theory
regarding the margin to solve such problems would develop GP
classifiers. The current decision which combines method with
the majority voting can be improved by theoretical approaches
or advanced ensemble combiners such as weighted voting
and stacking. This study can be applied to activate the brain
training for enhancing brain plasticity. For the applications,
the subject dependent learning in this paper can be designed
for the local brain activation training based on neuro-feedback.
In other words, the learning models] collected through a pre-
experiment can systematically help the user in a specific area
immersion. Future research will continue to focus on the
application of EMGP.
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Abstract—In this paper, we propose a new method of patent
analysis for technology foresight by using patent co-citation
clustering, technology life cycle theory, and Logistic model and
apply it in the field of remote sensing. Firstly, the co-citation
clustering method is used to analyze patents about remote
sensing, which can visually show the distribution of patents
and select the core patents groups with strong co-citation
relationship that represents the technical groups in this field.
Through the analysis of the clusters, 8 main technical
directions are obtained. Then, we search patents again for the
main technical directions, and use the technology life cycle
theory and Logistic model to analyze and forecast the future
development trend of technology. According to the analysis,
the remote sensing technologies are found that have passed
through a long period of germination. Among them, "‘remote
sensing image processing technology in later period" is in the
growing stage, which is being developed rapidly. The
technologies related to 'remote sensing imaging equipment™
and "'remote sensing image initial processing™ are becoming
mature. Based on these analyses, some suggestions on the
future development, application direction and industrial
prospects of remote sensing technologies are advocated.

Keywords—Remote sensing; Patent co-citation analysis;
Technology life cycle; Logistic model; Technology Foresight.

l. INTRODUCTION

Remote sensing technology is a comprehensive detecting
technology, = which  uses  modern  optics and
electronics detection apparatus to detect and record the
characteristics of the electromagnetic wave of the remote
target without contacting. By analyzing and interpreting the
characteristics, properties and changing pattern of the target
are revealed. The basic principle is that the characteristics of
electromagnetic wave of different objects are different, and
by detecting the reflection of electromagnetic wave and the
electromagnetic wave emitted by the object, the information
of the object is extracted, which can help to identify the
remote objects [1].

Remote sensing technology has the characteristics of
large detection range, high speed of data acquisition, short
cycle and is rarely subject to ground conditions, which can
be widely used in military and civilian areas, such as military
reconnaissance, military mapping, marine monitoring,
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meteorological observation, vegetation classification, land
utilization planning, etc. The application of remote sensing
technology to a certain field can improve the information
decision support ability and the competitiveness to get more
benefits [2]. At present, with the rapid development of
aviation, space and unmanned aerial vehicle (UAV)
technology, remote sensing technology has entered the
commercial application stage, and has great potentials for
development and application. Therefore, it is very important
to carry out the remote sensing technology foresight to make
clear the technology development trend. It will be helpful to
realize the new breakthrough of remote sensing technology,

and gradually take the advantageous position in the
development of industrial technology. It will have a
profound impact on improving the level of social

information, promoting sustainable economic development,
improving people's living quality, and enhancing public
safety and national defense [3].

The importance of technology foresight is gradually
realized, but it’s a very difficult work because that
technological development is a complicated process, which
is influenced by many factors, such as science, economy,
society and so on. Technology foresight requires a
comprehensive set of methods. At present, the activities of
technology foresight around the world mainly adopts the
methods based on experts’ opinions such as Delphi and
workshops. Some other methods are Scenario analysis and
Technology Roadmap. The objective and quantitative
research methods for technology foresight are quite few. In
some studies, the literature bibliometrics is introduced,
which is a quantitative tool of technology foresight [4]. In
this paper, we propose a method of patent analysis to make
technology foresight of remote sensing. This method is based
on the patent data and can use them for efficient clustering
and intuitive display. It can be used as a new quantitative
tool in the specific aspects of technology foresight. It can
play the role of reference, support and verification in
technology foresight, and improve the scientificalness and
objectivity of the research.

In this paper, a study on the patents of remote sensing
field is carried out, in which the main technical directions
and the patent life cycle in the remote sensing field are
analyzed by the method of co-citation clustering and Logistic
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model. In Section 2, we present the research methods in the
study, including patent co-citation analysis, LinLog
visualization clustering method, and S-curve Technology
Life Cycle Forecasting method, and introduce the database
we use. In the Section 3, we carry out an empirical study in
the field of remote sensing, which prove the validity of the
method. In the Section 4, we draw some conclusions and
look forward to the future works.

1. RESEARCH METHODS & DATA SOURCE

A. Patent Co-citation Clustering Analysis

Co-citation is that two or more patents are all cited by the
same patent. Generally, patents with co-citation relationship
have certain correlation in content. The more frequently
patents are co-cited; the more similar they are [5]. However,
it is not comprehensive to measure the related strength only
with the total number of co-citations. When basic patents
both have large number of citations, they are more likely to
be co-cited, which can’t mean they’re more similar. In this
paper, (1) is adopted[6] to express the related strength of
patent I and patent J—Cij:

- Nij ) 1
CIJ_*NVNT (1)

In (1), Nj represents the number of co-citations of patent
| and patent J; N; and N; respectively represent the number of
citations of patent | and patent J.

After the calculation of the relationship between patents,
we cluster patents according to their related strength. Some
scholars have taken some research on document co-citation
clustering. Reference [7] introduced the citation contexts in
document clustering, which can increase the effectiveness of
the bag-of-words representation. Reference [8] used co-
citation cluster analysis to propose a knowledge-transfer
analysis model. Reference [9] used Girvan-Newman
algorithm in the patent co-citation clustering to identify the
main technologies of Apple Corp.

This paper uses the LinLog visualization clustering
method to cluster the patents, and explore the main technical
directions of the remote sensing field. LinLog model, which
is proposed by Noack Andreas in 2007, is a kind of force-
directed algorithm based on the energy function, which can
show a good clustering effect to a large number of nodes
[10]. This algorithm applies the idea of mechanics to the
layout of the graph, which assumes that a repulsion force
exists between any two nodes, and a pulling force exists
between the nodes which are related. The starting positions
of nodes are random, and then each node can adjust its
position according to the repulsion force and pulling force
from the other nodes, until the pulling force and the
repulsion force reach equilibrium [11]. Obviously, any two
nodes will not overlap due to the existing repulsion forces,
and the related nodes will be close to each other under 