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Abstract— We propose a new interaction method in AR 

(augmented reality) using a depth sensor and a collision 

detection method with the Z-buffer. The method generates 3D 

models of the real world in real-time and performs interaction 

between the real and virtual world. In order to provide the 

real-time collision detection between the models of real world 

and those of virtual world, we have developed a detection 

method called Cyber Radar. This technique uses two sets of 

depth values of the Z-buffer that is generated through the 

orthographic projection. One is obtained through rendering 

the virtual space from the sensor object toward a target point. 

This set does not have the depth values of the sensor object. 

Another one is obtained through rendering only the sensor 

object in the reverse direction. From these two depth value sets, 

we obtain the distance between the sensor object and others for 

each pixel. This technique requires only one or two rendering 

processes and it is independent from the complexity of object’s 

shape, deformation or motion. In this paper, we evaluate the 

interaction using this method and report the problems to be 

solved. 

Keywords-Cyber Radar; depth sensor; Z-buffer; collision 

detection; object detection 

I.  INTRODUCTION  

For detecting and tracking objects in augmented reality, 
people use techniques that are based on the recognition of 
markers or patterns [1]. The virtual objects make action in 
the relation of those markers. When some other objects hide 
the markers, the virtual objects can no longer exist in the 
virtual world [2]. It is impossible for those objects to move 
around in the virtual and interact with any object in the real 
world without markers. In addition to that, since the virtual 
objects are projected on the real world scene, they are never 
overridden by real objects. These problems of AR techniques 
give us unnatural feelings when we see the augmented reality 
scenes. 

Hence we need to generate 3D models of the real world 
to interact virtual objects with real objects in real-time. There 
are some techniques for generating 3D models of real world. 
Recently Microsoft released a motion sensing input device 
named Kinect [3] for their video game machine. Kinect 
features an RGB camera and a depth sensor. It provides us 
the depth values of the scene in real-time. Using these depth 
values, we can construct the 3D models of the real world. 
Since the models of the real world are just for computing 
interaction, not for displaying the objects in the real world, it 

is not necessary to generate exact 3D modes with expensive 
calculation cost.  

In order to generate the interaction between the virtual 
objects and the 3D models of real world, we need to adopt a 
collision detection method that does not depend on the 
number of objects or shapes and motions of them.  

The problem of collision detection in cyberspace has 
been intensively studied in various fields. Most of them have 
the same feature. They calculate geometrical intersections 
between each object pair. For reducing the calculation cost, 
they divide the space or objects into convex polygons and 
eliminate obviously not colliding parts. The first type of 
techniques divides whole space into cells and keeps positions 
of objects using hierarchical trees, such as octree [4], 
BSPtree [5] and k-d trees [6]. The second type of techniques 
uses bounding volume hierarchies (BVH) which consist from 
convex hulls such as spheres or boxes. Convex hulls 
hierarchically cover an object from the whole to each part. 
AABB [7], Bounding Sphere [8], OBB [9], k-DOPs [10] are 
well known and used for collision detection. Because those 
techniques detect collisions only one pair of objects at once, 
they have O(n

2
) computational complexity for n objects. 

They work very well for rigid models that never change their 
shapes. Once the models change their shapes, however, they 
have to reconstruct the tree or BVH. The reconstruction 
procedure takes considerable time and space computational 
complexities. All of those methods perform one collision test 
for every pair of objects. If there are several potentially 
colliding object pairs, they have to perform the collision tests 
for all of them. 

Main contribution: We propose an application of the 
interactive AR system using a depth sensor and the collision 
detection method, named Cyber Radar [11]. In [12], we 
showed Cyber Radar with the latest hardware showed O(n) 
performance for n polygons and reading back Z-buffer 
values from GPU memory is not the bottle neck for our 
method. Cyber Radar detects collisions between each 
predefined object and other objects. We call the object 
sensor object. Cyber Radar uses two sets of Z-buffer values 
obtained through rendering with the orthographic projection. 
The viewing volume for the rendering is defined to include 
the space in which collisions could occur. We also call the 
viewing volume target volume. At first, we set the view 
point at the sensor object and render the scene toward the 
end of the viewing volume without the sensor object. If there 
is no depth value in the Z-buffer less than the maximum 
depth value, no other object in the target volume and no 
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collision will occur. Otherwise, we set the view point at the 
opposite position and render only the sensor object, without 
any other objects. From those two sets of depth values, we 
can find the distance between the sensor object and other 
objects in the target volume.  

Cyber Radar takes only two renderings for one collision 
test. Different from other methods, it detects multiple 
collisions at once without selecting any object pair. Then 
Cyber Radar performs collision detection almost O(n) time, 
where n is the number of polygons. Cyber Radar is also 
independent from the complexity of an object's shape, 
deformation or motion. In addition to these advantages, the 
implementation is simple and easy.  

Because of these features of Cyber Radar, it is natural for 
us to apply it for detecting collisions in the AR system with 
the depth sensor. We have implemented our AR system with 
Cyber Radar and evaluate its effectiveness and investigate 
problems to be solved. 

Organization:  The rest of this paper is organized as 
follows.  In the next section, we describe the structure of our 
AR system. In section III, the algorithm of Cyber Radar is 
described. We show the efficiency and problems of our 
method through experiments in section IV. We conclude our 
discussions in section V.  

II. SYSTEM STRUCTURE 

Our AR system uses Kinect sensor to obtain the RGB 
camera view and the depth values of the view. Then the 
system generates the 3D models of the view. After 
calculating the interaction between the real and the virtual 
objects, the camera view and the virtual image are 
superimposed on the PC display. The overall structure and 
its procedures are depicted in Figure 1. 

Aiming for realizing our AR system with real-time 
interaction, we need to generate 3D models of the real world 

without intensive computation. Then our AR system 
generates models of the real world by arranging polygons for 
each pixel at each corresponding coordinate in the 
cyberspace. 

III. MECHANISM OF CYBER RADAR 

In order to detect other objects in the target volume, we 
set the view point at the sensor object (Figure 2(a)). By 
defining the orthogonal view volume that has the same depth 
as the length of the sensor object and the distance to detect 
collision, as the target volume, the scene is rendered without 
the sensor object (Figure 2(b)). We call the obtained the Z-
buffer value set Range Distance Scope denoted as R. If there 
are any pixels in the Range Distance Scope that have the 
depth values less than the target volume distance d, there are 
some objects in the target volume. 

If some objects are detected in the target volume, the 

collision detection is performed. The view point is set at the 

other side of the target volume with the direction toward the 

sensor object. Then only the sensor object is rendered to 

obtain the depth value set. We named the Z-buffer value set 

Mask Distance Scope denoted as M. With these two depth 

value sets, we can obtain the distances between the sensor 

object and other objects. We named this distance value set 

LookAt Distance Scope denoted as L. 

Before we describe the detail algorithm of Cyber Radar, 

we define the following notations. 

pw, ph : Pixel width and height of depth values 

  i = 1,2,… , pw, j = 1, 2, …, ph 

R : Range Distance Scope    {   } 

M: Mask Distance Scope    {   } 

L : LookAt Distance Scope   {   } 

d  : Target volume distance 

 
Composed scene is displayed 

Figure 1. Structure and procedure of the AR system 
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The distance between view point and the detected 

objects is d – Rij and the distance from the end of the target 

volume to the sensor object is d – Mij. Using these values, 

the pixel value of LookAt Distance Scope becomes as 

follows.  

Lij = d – (d – Rij) – (d – Mij) = Rij + Mij – d    (3) 

If min(L), the minimum value of L, is greater than zero 

or distance to move, collision will not occur. Otherwise 

collision will occur at the pixel(s) that have the minimum 

value. If objects are moving, the time of collision is 

calculated from min(L) and the velocity of objects. 

The algorithm of Cyber Radar is described as follows. 

1. Set up the rendering conditions (Figure. 2(a)) 

 Set view point at the sensor object 

 Determine rendering direction 

 Set width and height of  the target volume 

 d  := Target volume distance 

 pw ,ph := Projection width and height 

2.  Render scene without the sensor object (Figure. 2(b)) 

3.  Obtain R (Range Distance Scope) 

4.  if  min(R) = d 

 return false  (no object) 

5. Set the rendering conditions  (Figure 2(c)) 

 Set view point at the end of the target volume 

 Determine rendering direction toward sensor object 

6.  Render scene only sensor object 

7.  Obtain M (Mask Distance Scope) 

 Swap right and left pixel values 

8.  Calculate L  (LookAt Distance Scope) 

 L := R + M – d 
9.  if  min(L) > 0 or distance to move 

 return  false (no collision) 

 else 
 return  true (collision is detected) 

IV. IMPLEMENTATION RESULTS AND ESTIMATION  

We have implemented the AR system to estimate its 
performance. Figure 3(a) shows the scene that the real world 
with the virtual object. The teapot is the virtual object. Figure 

Figure 2. Collision detection by Cyber Radar 

(a) Definition of viewing volume 
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3(b) shows the 3D models of the same scene that is 
generated to detect collision between the real objects and the 
virtual teapot. The white rectangular frame at the teapot is 
the target volume of Cyber Radar. The resolution of the 
depth sensor of Kinect is 640x480 pixels. In order to 
generate models of the real world, we put polygons at each 
coordinate of pixels by considering their real sizes and depth 
values. The number of polygons is 37,842 for every scene of 
the models of the real world while 6, 6,256 and 181,412 are 
for three sensor objects. The computing environment for the 
experiment is Mac Pro with Quad-Core Intel Xeon 3500 
2.66GHz and NVIDIA GeForce GT 120.  

The frame rates with collision detection by Cyber Radar 
are in Table 1. As the number of polygons of the sensor 
objects increases, the frame rate decreases noticeably. 
According to our ongoing experiments, it seems that the 
modeling procedure causes the low frame rate. We need to 
analyze the bottle neck of the system exactly and devise the 
solution for increasing the frame rate. 

V. CONCLUSION 

We proposed a new interaction method in AR using a 
depth sensor and a collision detection method using Z-buffer 
named Cyber Radar. Cyber Radar detects collision 
independent from the complexity of object’s shape, 
deformation or motion. Through the experiment, our AR 
system demonstrates that it achieves the required 
performance for real-time interaction. Through the 
experiment, we found some problems to be solved. 

There may be hidden surfaces in each scene of the real 
world. There are no polygons at those parts. If the virtual 
object moves into those parts, it falls into behind the real 
world.  To avoid this problem, we may need to add polygons 
at the edges of those parts toward the polygons of their 
neighbor pixels.  This means that closer objects in the real 
world are embossed.  

To solve this problem, we need to develop the method for 
modeling of the real world. While static objects in the real 
world can be modeled by scanning with the depth sensor in 
advance, we need to generate models of dynamic objects in 
real-time. 

We expect to reduce the number of polygons of the 
virtual objects for rendering according to the resolution of 
the depth sensor.  We also expect that this method reduces 
the computation time for collision detection. 
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(a) Scene of real world and virtual tea pot 

 
(b) 3D models of the real world and virtual teapot 

Figure 3. The scene of the AR system 

Table 1. Frame rate with collision detection 

Number of polygons of sensor object fps  

6 13.9 

6,256 12.5 

181,412 9.4 
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