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Abstract— Several interaction techniques have been proposed integrates a multi-touch table with a wall-mountidplay

to enable transfer of information between differentdisplays in
heterogeneous multi-display environments. Howevelii is not
clear whether subjective user preference for theselifferent
techniques depends on the nature of the displays thesen
which information is transferred. We explore subjetive
usability of speech, touch and gesture for movinghformation
between various displays in a heterogeneous multigplay
environment, consisting of a multi-touch table, a all-mounted
display and a smartphone. We find that subjective ser
evaluation of the various interaction techniques deends on the
combination of displays being used. This implies #t the type
of display combination should be taken into considation
when designing interaction techniques for the trarfer of items
between displays in a heterogeneous
environment. Also, gesture based interactions wergudged
more acceptable when they involved holding a mobilphone,
probably since this provided a cue explaining thecion.
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l. INTRODUCTION

Distributed computing environments (e.g. meetingcumbersome

rooms, collaborative work spaces) are increasipglyulated
with many heterogeneous display devices like gshartes
and tablets (providing small personalized displatadletop
displays (facilitating collaboration between smgibups),
and large size displays (for information preseatato larger

groups).

multi-display

and a smartphone. To the best of our knowledgeighilse
first study to investigate these three interactiwodalities in
the same heterogeneous multi-device collaborative
computing environment. In the rest of this papes, will
first discuss related work on interaction and natian
techniques used in multi-display environments. Twenwill
describe a user study that we performed to asdess t
subjective usability of gesture, touch and speechrtiques
for this purpose, and we will present the resoiltthis study.
Finally, we will present our conclusions and wel pilovide
suggestions for future research.

Il.  RELATED WORK

Multiple or distributed display environments pretseaw
challenges for interaction and navigation. Cursertthe
interaction with heterogeneous multi-display enviments is
still dominated by a single-user single-displayagégm: the
user interacts with one display at a time, usingnéeraction
technique that is considered most appropriate foarticular
type of display. Available interaction techniques fypically
keyboard, touch, gesture, or speech based. Keybppud
has long been the standard but can be too slow and
in dynamic environments. Touch based
interaction has become a popular interaction teglenifor
devices like mobile phones, tablets and interadtibéetops.
Although it is generally fast, it is only suitabfer direct
interaction at close range. Gestural interactios fained
popularity since the application in interactive quter
games (Wii, Microsoft's Kinect system). This tedune is

A frequent task in these heterogeneous multi-dysplamore appropriate for direct interaction with lardisplays

environments is moving objects between displays [H
typical example is the exchange of files (e.g. iesa@r
documents), either from a mobile device to a talpldfor
group activities), from a tabletop or mobile devioea large
wall display (for public presentation), or fromade screen
or tabletop to a mobile device (for personal use).

To minimize user error and workflow interruptiorset
techniques for cross-display interaction shouldibgple and
intuitive, requiring minimal physical and cognitiveffort.
Also, they should be “socially acceptable” (i.eeythrshould
not make the user feel uncomfortable).

Although several cross-display interaction techafqu

have been proposed, it is still unknown if subjectuser
preference for these different techniques depemdshe
nature of the selected display pairs. Therefore, dhwrrent
study assesses subjective user preferences fargesiuch
and speech based interaction techniques in a getttiat
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that can be operated from a distance [2]. Speededba
interaction has become a common direct interaction
technique for in-car navigation devices and hames-phone
systems, and might gain in popularity with the @asing
availability of voice operated smartphone apps. (éa Siri

on the iPhone). Similar to touch, speech interactoonly
suitable for direct interaction at close range.

Recently several new interaction techniques hawn be
proposed to move objects between tabletop dispdengs
mobile phones [3-6], tablets [1, 7] or hand heldickes in
general [8], between hand-held and large display4(], or
between any of these devices [11]. Many of theslerigues
are gesture based.

Speech and gestures complement each other and (when
used together) can create an interaction technigak is
more powerful than either modality alone. Speetéraction
is suited for descriptive techniques, while gestunteraction
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is ideal for direct manipulation of objects [12]pegch
allows interaction with objects regardless of thasgree of
visual exposure (occlusion). It appears that ugesfer using
combined speech and gestural
modality alone when handling graphics manipulafitsj.

To assess user preference for
techniques in a heterogeneous multi-display enwient, we
performed a study in which users transferred
(photographs) between different types of displaysing

USER STUDY

gesture, touch and speech techniques. Subjectiee us 3.

experience was quantified through semantic quasioes.

A. Method
A setup with a multi-touch table, a wall-mountedesn

interaction techniques they were given the oppdstua
practice. Next, participants were requested tooperthe
interaction (transferring the photo from one diggiathe

interaction over reithether) five consecutive times for each interacteshnique.

After completing the tasks for a particular intdiat
technigue a questionnaire was administered verbHtlg
guestionnaire contained seven statements, eatbddétaa

different intenmactioparticular aspect of perceived usability:

1. | could execute the task without thinkingthout

itemghinking);

2. The interaction was intuitivénfuitive);
The interaction felt unnaturalr{natura);
4.  The interaction was tiringiing);

5. The system responded quickiggponsivi
6. The interaction is complergmpley;

7. The interaction is error-pronerfor-prone.

and a smartphone was used (see Figure 1). Pantisipa Participants rated their agreement on a 5-poirgttikcale

performed the same task (i.e. transferring a phrafdgfrom
one display to another) several times for four eddht
display pairs, using various techniques.

B. Task and interaction techniques

Participants were requested to send a photograph fr
one display to another using various techniques four
display pairs were (touch)table to screen, tablentbile

ranging from “completely disagree” to “complete egjt. In
addition, for each display pair, participants was&ed to
rank the three (two for the screen to mobile digplair)
technigues from most to least preferred. On average
participants completed the experiment in 60 minutes

D. Participants

Twenty-one people participated in the user stud¥ (1
male, 9 female, 20-57 years old, average age 2drtéen

(phone), screen to mobile, and mobile to screene Thparticipants owned or regularly used a device tisas touch

interaction techniques were as follows:

Table to screen

Speech (Al): Select photo and sagtid to screen
Touch (A2): Drag photo to a window entitle8icreen’.
Gesture (A3): Select photo and point at the screen.

Table to mobile

Speech (B1): Select photo and sagrid to Harry.
Touch (B2): Drag photo to a window entitldddrry’.
Tangible (B3): Place mobile on table and drag phoiit

Screen to mobile
Speech (C1): Start voice command by saysugéeri,
then saysend to Harry.
Gesture (C2): Hold phone as if taking a photo efgbreen.

Mobile to screen

Speech (D1):Start voice command by dragging finger
downwards over the screen and ssgn'tl to screeén

Touch (D2): Press send button below photo and sitlec
‘Screen’menu item.

Gesture (D3): Point phone at the screen.

C. Design and procedure

Participants completed tasks in all display pair x
technique combinations, using a repeated meastinewi
subject design. The four different display pairseve
presented in random order. For each display frear, t
experimenter first demonstrated the various inteyac
techniques. To familiarize the participants with th
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input (e.g., smartphone or tablet). The experimemts
undertaken with the consent of each participantidiaants
were paid 30 euro for their participation.

IV. RESULTS

The questionnaire results show significantly difer
ratings for all questions (Friedman test, p< .@@¥lwithout
thinking intuitive, unnatural complexanderror-prone p<
.01 fortiring andresponsivg Post hoc pairwise comparisons
(Wilcoxon with Bonferroni correctiong=.05) were used to
examine the questionnaire results in more detaihel®
relevant, these results are discussed in the ssatio each of
the display pairs below.

The seven questions were converted to one overall
subjective usability score by converting all ansamerscores
ranging from -2 to 2: completely agreeing on a {pasly
framed statement such as without thinking was sc@ge
while the reverse coding scheme was applied totiveda
framed statement such asnatural Next, these scores were
summed and averaged for all conditions (mean Cidriba
alpha .76), leading to overall scores in the rgrge]. The
results are shown in Figure 2.

(left) and the screen (right)
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The subjective usability scores (measured acrasslih
different conditions) were analyzed using a one-way
repeated-measures ANOVA [14]. The results show & ma
effect for condition (F10,200=11.1, p<.001), whighas ‘ ‘
further analyzed using post-hoc pair-wise compagsaith least most least most
Bonferroni correctiond=.05). These results are discussed in ~ ""streen to movite perere o screa ™
the sections on each of the display pairs below.
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Figure 3. Number of participants preferring a certain intécac mode
A. Table to Screen (touch, gesture, tangible, speech) for each o#ttiferent device pairs.

Analysis of the subjective usability scores reveale
significant differences_ between the speech _te_cltmiq\ﬂ) C. Screen to mobile
alnd the EOUCh te?hn'qﬁe (A2)h(p<.?]5). P?”'&'pdm a Analysis of the subjective usability scores reveat®
clear preference for the touch technique; PRENTS  qiqnificant difference between the speech techn{@ug and
preferred touch the most, 4 participants prefegesture the 5 yeture technique (C2). There was also nofsignt
most, and no participants preferred spet_'-,\ch the (ﬁag;_u_re preference for either of the techniques; 12 padicts
3, X2(2)=22.57, p<.001). Further analysis of the qaBlie oterreq speech the most, and 9 participants peefe
remarks by the participants revealed that 5 pHiS  ;oqre the mosK@(1)=0.2, p>.6). This is in contrast to the
explicitly reported that they thought speaking thenmands  qyner gisplay pairs, where speech was generallylehst
out loud was awkward. In general, people were pesitive o oterrad technique (Figure 3). Analysis of the ligative
about the touch technique. Fma_lly, the geSFUfB“‘*?F’e Was  remarks made by the participants reveals that gigatits
also well received by the participants, with 4 pepants 54 1o reservations about “talking to the scre@his is in

reporting that the method was fun to use. Howedather ot 10 the table to screen/mobile tasks le felt
participants remarked that they considered thidiquéar | -omfortable using speech. , Wheop
e

gesture (stretching their arm and pointing) to b
embarrassing or too “commandeering”. D. Mobile to screen

B. Table to mobile Analysis of the subjective usability scores reveale
significant differences between the speech (D1)tandh
technique (D2) (p<.05), and between the speech §bd)
gesture technique (D3) (p<.01). This is reflectethie user

Analysis of the subjective usability scores reveale
significant differences between the speech tecleni(R(l)
and the touch technique (B2) (p<.05), and the dpeec ) o .
technique (B1) and the tangible technique (B3)Qg¥. This preferences: 14 partlmpants preferred the gestateique
is also reflected in the preferences for the varieehniques; the most, 6 participants preferred touch the g, 1
15 participants preferred the tangible techniquertiost, 5 Participant preferred speech the mag2(2)=12.29, p<.01).
participants preferred gesture the most and 1 qgisetit
preferred speech the mostX2(2)=14.86, p<.001).

Furthermore, 18 participants preferred speech theestl V. CONCLUSIONS AND FUTURE WORK

(Figure 3). In particular, the results showed tpabple Overall, the results show that subjective userguegfce
considered the speech technique for this task typ#or the interaction techniques depends on the typask.
significantly more unnatural than both the touchd ghe In general, the speech technique was not very likel:

tangible techniques (both p<.05), which was alsilest  people often reported feeling embarrassed whenksyuea
from the qualitative remarks made by the participan commands out loud. Note that the voice commands \wer
(similar to the table to screen task, 4 participamported English, which probably introduced an extra deguode
feeling awkward when speaking the commands out)louddifficulty for the participants, who were not naiEnglish
The tangible technique was very well received, with speakers. In addition, some participants had strong
participants calling it “fun” or “cool”. preconceptions about speech being an inappropriate
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interaction mode. Speech was only the preferrestantion

mode when the large screen was the target of thechp

command (C1; see Figure 2). Possibly, speech eesed

acceptable in this case because there are fewdlevia

interaction alternatives (the screen is too distamnduch).

Though gesture-based interaction
generally well received (except for some partictparaving
issues with the required physical effort), there aome
interesting differences between the different tasks
particular, the use of gestures was not prefemettheé table
to screen task (A3), while it was positively re@zvon the
mobile to screen task (D3, see Figure 3). Thistisresting
because the gestures are similar for both taslstypith the
key difference being whether the participant isdim an
object (smartphone) or not. Participants regulafijt
uncomfortable or embarrassed using a gesture éaattle to
screen task, but not for the mobile to screen tBsksibly,
holding an object that provides a clear visual exglaining
the user's actions makes gesture-based interactiore
acceptable [15, 16]. Gesture-based interactionntqaks

may become more acceptable when people are allooved

use tangible objects, perhaps even if these obgerige no
technical purpose (i.e. a dummy object). We not¢ the
subjective usability scores showed no differendevéen the
various gesture conditions, but the user prefereankings
did (see Figures 2 and 3). Also, qualitative rersariade by
the participants suggest a difference between tréous
gesture conditions. This suggests that our quesiicn was
incomplete in that sense, and that future useruatiahs
should explicitly address embarrassment. Moreipaity,
in future studies we intend to test whether paréints are
primarily spatial, verbal or object oriented.

This study focused on the subjective evaluation
different interaction techniques. In future studies also
intend to register objective performance measuess. the
time it takes to perform the different actions).

Finally, we note that we only investigated singkens
interacting with single display pair,
experimenter present. Future research could irgagsti
settings with multiple users and/or more complespldiy
combinations.
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