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Abstract—The concept of fuzzy sets and fuzzy logic is widely
used in the proposal of several methods applied to systems
modeling, classification and pattern recognition problem. This
paper proposes a genetic-fuzzy system for extraction of low-
order features for speech recognition application. In addition
to pre-processing, with mel-cepstral coefficients, the Discrete
Cosine Transform (DCT) is used to generate a two-dimensional
time matrix with the features of low-order for each pattern to be
recognized. A genetic algorithm is used to optimize a Mamdani
fuzzy inference system in order to obtain the best model for
final recognition. The proposed method used in this paper was
named Hibrid Method for Extraction of Low-Order Features
for Speech Recognition Application (HMFE). Experimental
results for speech recognition applied to Brazilian language
show the efficiency of the proposed methodology compared to
methodologies widely used and cited in the literature.

Keywords–Discrete Cosine Transform; Speech Recognition;
Fuzzy Systems; Genetic Algorithm.

I. I NTRODUCTION

Parameterization of an analog speech signal is the first step
in speech recognition process. Several popular signal analysis
techniques have emerged as standards in the literature. These
algorithms are intended to produce a perceptually meaningful
parametric representation of the speech signal: parameters
that can emulate some behavior observed in human auditory
and perceptual systems. Actually, these algorithms are also
designed to maximize recognition performance [1][2]. The
selection of best representation for parametric speech signal
is a very important task of developing any speech recognition
system. The problem of pattern recognition might be formu-
lated as follows: LetSk classes, wherek ∈ {1, 2, 3...K}, and
Sk ⊂ ℜn. If any pattern space is taken with dimensionℜx,
wherex ≤ n, it should transform this space into a new pattern
space with dimensionℜa, wherea < x ≤ n. Then assuming a
statistical measure or second order model for eachSk, through
a covariance function represented by

[

Φ
(k)
x

]

, the covariance
matrix of the general pattern recognition problem becomes:

[Φx] =
K
∑

k=1

P (Sk)
[

Φ(k)
x

]

(1)

whereP (Sk) is a distribution function of the classSk, a priori,
with 0 ≤ P (Sk) ≤ 1. A linear transformation operator through

the matrixA maps the pattern space in a transformed space
where the columns are orthogonal basis vectors of this matrix
A. The patterns of the new space are linear combinations of
the original axes as structure of the matrixA. The statistics
of second order in the transformed space are given by:

ΦA = A
T [Φx]A (2)

where ΦA is the covariance matrix which corresponds to
the space generated by the matrixA and the operator[·]T

corresponds to the transpose of a matrix. Thus, it can ex-
tract features that provide greater discriminatory power for
classification from the dimension of the space generated [3].
One of the most widespread techniques for pattern speech
recognition is the “Hidden Markov Model” (HMM)[4]. A
well known deficiency of the classical HMMs is the poor
modeling of the acoustic events related to each state. Since
the probability of recursion to the same state is constant,
the probability of the acoustic event related to the state is
exponentially decreasing. A second weakness of the HMMs
is that the observation vectors within each state are assumed
uncorrelated, and these vectors are correlated [5]. To overcome
these drawbacks, robust recognizer has been proposed, since
it has been experimentally shown that spectral variations are
discriminant features for similar sounds. Several errors occur
because an observation sequence is decoded by a few states
typically absorbing low-energy frames [6]. The other states,
instead, are quickly crossed because their distribution donot
adapt well to the rest of the observation. Therefore, these errors
do not depend on the intrinsic confusion of the words with
similar sound, but on the poor modeling of the acoustic event
which produces hypothesis weakly related to the acoustics
of the correct word [7]. In order to justify the dynamic
structure of the observation vectors, including global andlocal
variations, this paper proposes a speech recognition system for
isolated digits that are not based directly on the modeling of
the state/word, but based on the global changes in the spectral
characteristics of each word and their correlation in time,two
important features partially explored by classical HMM [8][9].

Recently several works on digit recognition has been
presented using MFCC classifiers and Neural Networks
[10][11][12], Hybrid HMM-Suport Vector Machine (HMM-
SVM) [13], Sparse Systems for Speech Recognition [14],
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Hybrid Robust Voice Activity Detection System [15], Wolof
Speech Recognition with Limited vocabulary Based HMM
and Toolkit [16], Real-Time Robust Speech Recognition using
Compact Support Vector Machines [17], Digit Recognition
with Confidence [18], and others.

A. Proposed Methodology

In this proposal, a speech signal is encoded and pa-
rameterized in a two-dimensional time matrix with four
parameters of the speech signal. After coding, the mean
and variance of each pattern are used to generate the rule
base of Mamdani fuzzy inference system. The mean and
variance are optimized using genetic algorithm in order
to have the best performance of the recognition system.
This paper consider as patterns the Brazilian locutions (di-
gits): ′0′,′ 1′,′ 2′,′ 3′,′ 4′,′ 5′,′ 6′,′ 7′,′ 8′,′ 9′. The Discrete Co-
sine Transform (DCT) [19][20] is used to encoding the speech
patterns. The use of DCT in data compression and pattern
classification has been increased in recent years, mainly due to
the fact its performance is much closer to the results obtained
by the Karhunen-Lòeve transform which is considered optimal
for a variety of criteria such as mean square error of truncation
and entropy [21]. This paper demonstrates the potential of
DCT and fuzzy inference system in speech recognition [22].
These two tools have shown good results in the temporal
modeling of speech signal [23].

II. SPEECHRECOGNITION SYSTEM

The proposed recognition system HMFE block diagram is
depicted in Fig. 1.

Speech Signal

Segmentation

and

Windowing

Coding

Mel-Cepstral

Coefficients

Generation temporal

two-dimensional DCT

Matrix

Fuzzy Inference

System for Speech

Recognition

Rule Base

optimized by
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Patterns

Fig. 1. Block diagram of the proposed recognition system HMFE.

A. Pre-processing Speech Signal

Initially, the speech signal is digitizing, so it is divided
in segments which are windowed and encoded in a set of
parameters defined by the order of mel-cepstral coefficients
(MFCC). The DCT coefficients are computed and the two-
dimensinal time DCT matrix is generated, based on each
speech signal to be recognized.

1) Segmentation and windowing of the speech signal:
When a window is applied to a given signal, it selects a
small portion of this signal, named frame, to be analyzed. The
duration of the frameT is defined as the total of time over
which a set of parameters is considered valid. The duration of
the frame is used to determine the total of time from successive
calculations of parameters [1]. It is necessary to use a process
called overlap to control how quickly the signal parameters
may change from frame to frame because the windows at the

ends of the analyzed signal have an excessive smoothing in
their samples. In speech processing, the Hamming window is
widely. This paper uses the hamming window with duration
time (frames) of 10ms with 50% overlap between frames, thus,
only a fraction of the signal is changed for each new frame .

2) Mel-Cepstrais Coefficients Coding:Experiments on hu-
man perception have shown that complex sound frequencies
within a certain bandwidth of a nominal frequency should not
be individually identified. When one of the components of
this sound is out of bandwidth, this component can not be
distinguished. Normally, it is considered a critical bandwidth
for speech from 10 % to 20 % of the center frequency of the
sound. One of the most popular way to map the frequency of a
given sound signal for perceptual frequencies values, i.e., to be
capable of exciting the human hearing range is the Mel-Scale
[2].

B. Two-Dimensional Time Matrix DCT Coding

The two-dimensional time matrix as the result of DCT in
a sequence ofT mel-cepstral coefficients observation vectors
on the time axis, is given by:

Ck(n, T ) =
1

N

T
∑

t=1

mfcck(t)cos
(2t− 1)nπ

2T
(3)

where mfcc are the mel-cepstral coefficients, and
k, 1 ≤ k ≤ K, is the k-th (line) component oft-th
frame of the matrix andn, 1 ≤ n ≤ N (column) is the order
of DCT. Thus, the two-dimensional time matrix [24], where
the interesting low-order coefficientsk andn that encode the
long-term variations of the spectral envelope of the speech
signal is obtained [7].
For a given spoken wordP (digit), ten examples of
utterances of P are gotten. This way it has itself
P 0
0 , P

0
1 , ..., P

0
9 , P

1
0 , P

1
1 ..., P

1
9 , P

2
0 , P

2
1 , ..., P

2
9 , ..., P

j
m, where

j ∈ {0, 1, 2, ..., 9} and m ∈ {0, 1, 2, ..., 9}. Each frame
of a given example of the wordP generates a total ofK
mel-cepstral coefficients and the significant features are
taken for each frame along time. TheN-th order DCT is
computed for each mel-cepstral coefficient of same order
within the frames distributed along the time axis, i.e.,c1
of the framet1, c1 of the framet2, ..., c1 of the frametT ,
c2 of the framet1, c2 of the framet2, ...,, c2 of the frame
tT , and so on, generating elements{c11, c12, c13, ..., c1N},
{c21, c22, c23, ..., c2N}, {cK1, cK2, cK3, ..., cKN} of the
matrix given in equation (3). Therefore, a two-dimensional
time matrix DCT is generated for each example of the word
P. In this paper, the two-dimensional time matrices generated
has order(K = 2)× (N = 2).

Finally, the matrices of meanCM
j
kn (4) and variances

CV
j
kn(5) are generated. The parameters ofCM

j
kn andCV

j
kn

are used to produce Gaussians matricesC
j
kn which will be

used as fundamental information for implementation of the
fuzzy recognition system. The parameters of this matrix will
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be optimized by genetic algorithm.

CM
j
kn =

1

M

M−1
∑

m=0

C
jm
kn (4)

CV
j
kn(var) =

1

M − 1

M−1
∑

m=0

[

C
jm
kn −

(

1

M

M−1
∑

m=0

C
jm
kn

)]2

(5)

where M=10.

C. Rule Base Used for Speech Recognition

Given the fuzzy setA input, the fuzzy setB output, should
be obtained by the relational max-t composition [25]. This
relationship is given by.

B = A ◦Ru (6)

whereRu is a fuzzy relational rules base.
The fuzzy rule base of practical systems usually consists

of more than one rule. There are two ways to infer a set
of rules: Inference based on composition and inference based
on individual rules [26][27]. In this paper the compositional
inference is used. Generally, a fuzzy rule base is given by:

Rul : IF x1 is Al
1 and...and xn is Al

n THEN y is Bl

(7)
where Al

i and Bl are fuzzy set inUi ⊂ ℜ and V ⊂ ℜ,
and x ∈ {x1, x2, ..., xn}

T ∈ U and y ∈ V are input and
output variables of fuzzy system, respectively. LetM be the
number of rules in the fuzzy rule base; that is,l ∈ {1, 2, ...M}.

From the coefficients of the matricesCj
kn with j ∈

{0, 1, 2, ..., 9}, k ∈ {1, 2} and n ∈ {1, 2} generated during
the training process, representing the mean and variance of
each patternj a rule base withM = 40 individual rules is
obtained and given by:

Ruj : IF C
j
kn THEN yj (8)

In this paper, the training process is based on the fuzzy relation
Ruj using the Mamdani implication. The rule baseRuj should
be considered a relationR(X × Y ) → [0, 1], computed by:

µRu(x, y) = I(µA(x), µB(y)) (9)

where the operatorI should be any t-norm [28][29][30]. Given
the fuzzy setA′ input, the fuzzy setB′ output might be
obtained bymax-min composition, [26]. For a minimum t-
norm and max-min composition it yields:

µ(Ru)(x, y) = I(µA(x), µB(y)) = min(µA(x), µB(y)) (10)

µ(B′) = maxxminx,y(µA′(x), µ(Ru)(x, y)) (11)

D. Generation of Fuzzy Patterns

The elements of the matrixCj
kn were used to generate

Gaussians membership functions in the process of fuzzifi-
cation. For each trained modelj the Gaussians member-
ships functionsµ

c
j

kn

are generated, corresponding to the

elementscjkn of the two-dimensional time matrixCj
kn with

j ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}, where j is the model used in
training. The training system for generation of fuzzy patterns
is based on the encoding of the speech signals(t), generating
the parameters of the matrixCj

kn. Then, these parameters are
fuzzified, and they are related to properly fuzzified outputyj

by the relational implications, generating a relational surface
µ(Ru), given by:

µRu = µ
c
j

kn

◦ µyj (12)

This relational surface is the fuzzy system rule base for
recognition optimized by genetic algorithm to maximize the
speech recognition. The training system is shown in Fig. 2.
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Fig. 2. Generation Systems Fuzzifieds Models.

E. Fuzzy Inference System for Speech Recognition Decision

The decision phase is performed by a fuzzy inference
system based on the set of rules obtained from the mean and
variance matrices of two dimensions time of each spoken digit.
In this paper, a matrix with minimum number of parameters
(2×2) in order to allow a satisfactory performance compared
to pattern recognizers available in the literature. The elements
of the matricesCj

kn are used by the fuzzy inference system to
generate four Gaussian membership functions corresponding
to each elementcjkn

∣

∣

k∈{1,2};n∈{1,2} of the matrix. The set of
rules of the fuzzy relation is given by:

Rule Bases

IF c
j
kn

∣

∣

∣

k∈{1,2};n∈{1,2} THEN yj (13)

Modus Ponens

IF c
′j
kn

∣

∣

∣

k∈{1,2};n∈{1,2} THEN y
′j (14)

From the set of rules of the fuzzy relation between antecedent
and consequent, a data matrix for the given implication is
obtained. After the training process, the relational surfaces
is generated based on the rule base and implication method
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presented in Section II.D. The speech signal is encoded to
be recognized and their parameters are evaluated in relation
to the functions of each patterns on the surfaces and the
degree of membership is obtained. The final decision for the
pattern is taken according to themax − min composition
between the input parameters and the data contained in the
relational surfaces. The process of defuzzification for the
pattern recognition is based on themean of maxima (mom)
method given by:

µy
′j = µ

c
′j

kn

◦ µ(Ru) (15)

y
′

= mom(µy
′j ) = mean{y|µy

′j = maxy∈Y (µy
′j )} (16)

F. Optimization of Relational Surface with Genetic Algorithm

The continuous genetic algorithm [31][32] is configured
with a population size of 100, generations of 300, with muta-
tions probability of 15% and two chromosomes, with 40 genes
each, to optimize a cost function with 80 variables, which are
the mean and variances of the patterns to be recognized by
the proposed fuzzy recognition system. The genetic algorithm
was used to optimize the variations of mean and variances of
each pattern in order to maximize the successful recognition
process. For example, for the pattern of the spoken word
”zero” is generated ten two-dimensional time matrix. For
each element of the matrixCj

kn coefficients are determined
with variations minimum and maximum , and the coefficient
c11 ∈ [c11(minimum) c11(maximum)], c12 ∈ [c12(minimum)

c12(maximum)], c21 ∈ [c21(minimum) c21(maximum)], c22 ∈
[c22(minimum) c22(maximum)]. Thus, it has eight time vary-
ing parameters for each pattern which correspond to eighty
parameters to be optimized by genetic algorithm [33].

III. E XPERIMENTAL RESULTS

A. System Training

The patterns to be used in the recognition process were
obtained from ten speakers who are speaking the digits 0 until
9. After pre-processing of the speech signal and fuzzification
of the matrixCj

kn, its fuzzifieds componentsµ
c
j

kn

had been
optimized by the GA that maximize the total of successful
recognition. The optimization process was performed with 16
realizations of the genetic algorithm.The best result of the
recognition processing by HMFE is shown in Fig. 3. The total
number of hits using GA was 92 digits correctly identified in
the training process. The relational surface generated forthis
result was used for validation process. The best individualin
the first generation of the GA is shown in Fig. 4. In this case
the total number of correct answers was 46 digits correctly
identified. The relational surface of the best individual inthe
first generation of the GA is shown in Fig. 5.

In Fig. 6 are shown the features of the Gaussians mem-
bership functions of the optimum individual after the training
process. This figure also shows a better distribution of the
Gaussians membership functions organized by the GA during
the training process. Fig. 7 presents the relational surface
generated by Gaussians membership functions of the optimum
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Fig. 3. Plot of the best results obtained in the training process.
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Fig. 4. Membership functions forcj
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in the 1st generation.

Fig. 5. Relational surface (µRu) in the 1st generation.

individual after the training process, already organized by
the GA. The better distribution of the Gaussians membership
functions, made by the GA shown in Fig. 6 and Fig. 7
improved results due to reduction intrinsic confusion of the
Gaussians membership functions shown in Fig. 4 and Fig. 5.
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Fig. 7. Relational surface (µRu) optmized by GA.

B. System Test - Validation

In this step, 100 locutions uttered in a room with controlled
noise level and 500 locutions uttered in an environment
without any kind of noise control were used. For every ten
examples of each spoken digit, was generated two-dimensional
time matrix cepstral coefficientsCj

kn and they were used in
the test procedure. Six types of tests where performed:

Training: Recognition Optimized by HMFE (5 Female
and 5 Male Speakers)
TEST 1: Validation - Strictly speaker dependent recogni-
tion, where the words used for training and testing were
spoken by a same group of 10 speakers(5 Female and 5
Male Speakers).
TEST 2: Validation test- Recognition based on the partial
dependence of the speaker with two examples for each
ten examples of each digit(Female Speaker).
TEST 3: Validation test- Recognition based on the partial
dependence of the speaker with two examples for each
ten examples of each digit(Male Speaker).
TEST 4: Validation test- Recognition independent of the
Speaker, where the speaker does not have influence in the
training process(Female Speaker).

TEST 5: Validation test- Recognition independent of the
Speaker, where the speaker does not have influence in the
training process(Male Speaker).

Figures 8 - 13 present the comparative analysis of the HMM
with two, three and four states, two, three and four Gaussians
mixtures by state and order analysis, i.e., the number of mel-
cepstral parameter equal 12 and HMFE with two, three and
four parameteres for speech recognition.
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Fig. 8. Results for the digits used in the training.
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Fig. 9. Validation Test 1.
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IV. CONCLUSION AND FUTURE WORK

Evaluating the results, it is observed that the proposed
method for extraction of low-order features for speech recog-
nition application (HMFE), even with a minimal parameters
number in the generated patterns was able to extract more
reliably the temporal characteristics of the speech signaland
produce good recognition results compared with the traditional
HMM. To obtain equivalent results with HMM is necessary to
increase the state number and/or mixture number. An increase
in the order of the analysis above 12 does not improve sig-
nificantly the performance of HMM. Any particular technique
of noise reduction, such as those commonly used in HMM-
based recognizers, was not used during the development of this
paper. It is believed that with proper treatment of the signal to
noise ratio in the process of training and testing, the HMFE
Recognizer may improve its performance:

1) Increase the speech bank with different accents;
2) Use Nonlinear Predictive Coding for feature extraction

in speech recognition;
3) Use Digital Filter in the speech signal to be recognized.
4) Increase the parameters number used.
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