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Abstract—OpenFlow is expected to be an enabler that solves controller with OpenQoS has the role of collectitige

the problems of today’s network. Thanks to the ceméalized

management with OpenFlow, agile network operation an be
achieved with flexible programmability; however, the
centralized management implies a significant impacbf any
outages of the OpenFlow controller. Hence, a highvailability

technology is indispensable for building the OpenBw
controller, and the high availability system shouldconsider
extraordinary events (e.g., power outage) affectinghe entire
data center as well as anticipated server failurewithin a local
system. In this paper, the high-availability of theOpenFlow
controller is investigated, and a redundant methoatonsidering
both local and global (i.e., inter data-center) regveries is
proposed by using the multiple-controllers functiomlity that is

defined in OpenFlow switch specification version 2.and later.
The proposed redundant scheme eliminates frontendesver
causing limitation of performance scalability, whik it achieves
competitive role change and failover times.
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l. INTRODUCTION

Towards future telecom services, programmabilityhef
network is expected to shorten the service delitieng and

to enhance flexibility of service deployment megtin |,
diversified and complex user requirements on vesriouo’

applications (e.g., real-time and non real-timeliagpfions).
OpenFlow [1] is an enabler of the centralized managnt

solution meeting the aforementioned expectations] a

many researches have addressed the scalability ifstine
OpenFlow-based solution.

In [1], several OpenFlow controllers are evaludted
the viewpoint of scalability in centralized managemand
control. Message processing performances of twoatipe

modes (i.e., proactive and reactive) of the OpenFlo
existent

controller are evaluated using several
implementations (e.g., Floodlight, NOX, Trema).[2}, the

scalability of the OpenFlow solution for a data teen
implementation
guideline. The paper concludes that, to achieveldss and

environment is analyzed to show an

low delay performance in the data center applicatibe

number of OpenFlow switches managed by one coatroll

should be limited to eight. To leverage an advantaigthe

centralized management, the OpenFlow controllerulsho
not be a simple flow switching policy server. In],[3

OpenQoS architecture delivers end-to-end qualityenfice
(QoS) with OpenFlow-based traffic control. The Olplenv
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network state to perform dynamic QoS routing, iteg
controller has the route calculation function jlike the
Path Computation Element (PCE). Indeed, in IETFEPC
architecture is growing as a stateful operatiorpsujng the
enforcement of path provisioning in addition to dtsginal
path computation role. Hence, the importance of the
OpenFlow controller is growing with the broader cept of
Software Defined Networking (SDN), and thus thehhig
availability of the controller system must be dssed.
However, there is little research on the high almlity of
the OpenFlow controller that must play the impadrteoie
on SDN.

In this paper, the high availability of the Openklo
controller is investigated, and a high availabilityethod
applicable to multiple OpenFlow controllers is pospd. In
the proposed redundant method, “global” repair.,(irgter
data-center redundancy) as well as local repaie., (i.
redundancy within a local network) are consideréde
proposal achieves a competitive failover time cormaga
with existent redundant schemes (e.g., server esinsf),
while the proposal does not require any frontentiese
limiting performance scalability of the OpenFlowntwller.

The organization of this paper is as follows: Irct&m
we explain the function of multiple controlledefined in
penFlow switch specification 1.2 [5] and also ekplits
applicability to achieving redundancy of the Open¥l
controller. We investigate existent approachesedfindant
schemes as well. In Sections IlI-A and B, we evauhe
performance of the redundant method for multiple
controllers placed on a single domain. In Sectitih€ and
D, we propose the redundant method for multiplerodiers
placed on multiple domains and evaluate the pedoce.
Finally, concluding remarks are given in Section IV

1. BACKGROUND

Typical implementation of OpenFlow allocates a
controller separating the control plane from théadaane,
and an OpenFlow switch playing the role of data plane
communicates with an OpenFlow controller using the
OpenFlow protocol over a Transport Layer Security])
[12] or a TCP connection [13] defined as a “seairannel”.

The switch tries to forward a packet by looking flgw

entries populated in-advance by the controllethdf packet
does not match the current flow entries, the switehds a
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packet-in message over the secure channel to titeoter
in order to retrieve a direction on how to trea gacket.

One method handling data plane failure is impleimegnt

a monitoring function on OpenFlow switch [11]; hoxee,
only the monitoring function in a data plane is sofficient
to achieve high availability of the control plame.contrust,
achieving controller redundancy also contributes
protection of the data plane.ln the case of thetrother
outages, the secure channel connection is lostrdiocty,

A. Proposed Design of Local Recovery

First, we explain the redundant method in a single
domain, which is typically a data-center hostinge®plow
controllers.

to Figure 1 shows a reference model to describe and

demonstrate the proposed scheme designed for tieé lo
recovery. An OpenFlow Switch (OFS) is connectedwo

and then the packet-in message cannot be sucdgssfutontrollers through two secure channels. In a nbrma

processed by the controller. Hence, new packetsatieanot
matched with the flow entry are simply dropped loveed
to fall in a default operation (e.g., forwardingameighbor
anyway) that never provides desirable services| uhé
ultimate recovery of the controller.

OpenFlow specification 1.2 introduced the capabiit
multiple controllers by defining three states (iIMASTER,
SLAVE, and EQUAL) of a controller. A controller hits
own role by using the function of multiple contest, and
the state itself is owned by the switch. In thes¢hstates,

operation, the role of the OpenFlow Controller (QBT is
set to MASTER and that of OFCO02 is set to SLAVE.
OFCO01 and 02 have the same flow entry information
mirrored between the two OFCs. OFSs are operatddrun
the reactive mode, and send a packet-in messaghketo
controller when it receives a new packet undefimedhe
flow entry. To evaluate the performance influenaoetlie
data plane, a traffic generator continuously gelesraata
packets with 100 packets per second (pps) wherey eve
packet has unique flow identifiers for stressing thactive

MASTER and EQUAL have full access to the switch andoperation of the controller.

can receive all asynchronous messages (e.g., pagket

Figure 2 shows an operational sequence of the peapo

from the switch. A switch can make secure channetedundant scheme utilizing the multiple-controttapability.

connections to multiple EQUAL controllers, but thwitch
is allowed to access only one MASTER controller.the
SLAVE state, a controller has read-only accessaitches

In the proposed scheme, controllers send keep-alive
messages (e.g., ICMP echo) to each other every 50

and cannot receive asynchronous messages apart &rom

port-status message from the switches. A contratken
change its own state by

of the message, the switch sends back

switch receives a message indicating the contisliatent
to change its state to MASTER, all the other cdlerg

states owned by the switch are changed to SLAVHs Th

function enables a switch to have multiple secima@noels,
and thus the switch is not required to re-establighiv

secure channels in the event of controller outagreshe

multiple-controllers capability, the role-change ananism

is entirely driven by the controllers, while theitlies act
passively only to retain the role. Therefore, inigegting the

implementation of the controller side is importemachieve
the redundancy; however, that has not been propgsed
We use the capability of multiple controllers thizwe high

availability of the control plane. In the followirggction, we
propose how to use it and explain the effect.

Ill.  PROPOSAL ANDDEMONSTRATION

In this section, a proposed architecture for logatl
global recoveries is described, and recovery ojmerat the
two scenarios (i.e., local and global) is demonsttaTo
avoid the secure channel re-establishment thateigitable
in conventional virtual IP-based redundancy, theppsal
commonly applies the multiple-controllers functidtye]10]
to both local and global scenarios. Through
demonstration for the two scenarios, we implemerthed
controller prototype based on NOX-C++ for OpenFlb®
available in [10].
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sending an
OFPT_ROLE_REQUEST message to switches. On receipt
an
OFPT_ROLE_REPLY message to the controller. If the
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milliseconds. In a normal operation, OFS sends amntry size on OFCs does not affect the local regove
asynchronous message such as packet-in to OFQ@E si operation both for role-change time and failoverei
the switch recognizes the role of OFC01 as MASTER a
that of OFC02 as SLAVE. OFCOl1 sends a flow- .
modification message and packet-out message tomdsgp ~ C- Proposed Design of Global Recovery
the packet-in message from the switch. If the kalemp In this section, we explain the redundant method of
message is lost, a controller (i.e., OFCO01) is meslito  multiple domains. Figure 4 shows a reference moéé¢he
have failed. Due to the failure of OFC01, OFS carsemd controller redundancy for the global recovery scend he
any packet-in messages, and then the data planeotcanglobal repair should consider tackling extraordynavents
continue successful packet forwarding for any newaffecting, for example, the entire data center. ¥8eume
incoming flows. Upon detecting the failure of OFCO1 that a controller is installed in each domain ttaire its
OFCO02 sends an OFPT_ROLE_REQUEST message to OFgalability and performance. The controller manaQéss
for changing its own role to MASTER. Then, OFS iepl belonging to the same domain as the MASTER, and the
the OFPT_ROLE_REPLY message, and starts sendingpntroller manages the other OFSs in the other dwes
asynchronous messages to OFC02 after the complefion the SLAVE. The respective roles of the controllere
the role-change process. To respond to the asynohs depicted in the upper side of Figure 4. For exampleS-A
messages, OFCO02 starts sending flow-modificatiod an(i.e., some switches belonging to domain-A) recogrthe
packet-out messages, and finally, the packet fatimgrin ~ role of OFC-A (i.e., the controller belonging tondain-A)
the data plane is restored. As represented in &idyr is MASTER and the role of the other controllerSIsAVE.
failover time is defined as the duration time frdme failure  Similarly, OFS-B and OFS-C also recognize the ajl¢he
event of OFCO1 to the first packet-out message bgnt controller that belongs to its same domain is MART&Nd
OFCO02. Failover time is measured using a traffioegator  the roles of the other controllers are SLAVE. Toatcoller
to obtain the data plane outage time. A role-chaige is  has flow entry information for only OFSs recogniithe
defined as the duration time from the detectiorO6iC01  controller as MASTER. Thus the controller does megd to
failure to the receipt of OFPT_ROLE_REPLY by OFC02.have an excessive configuration or receive an ekges
Role-change time is measured by retrieving the telognof ~ message. Additionally, one characteristic of owppisal is
each controller to observe the control messageepsoc the existence of a Role Management Server (RMS)SRM
monitors all controllers to manage their role, &S has
_ some data such as CPU utilization, role information
B.  Demonsiration of Local Recovery configuration of all controllers and domain infortioa of
The failover time and role-change time are evalliate all switches. RMS determines which controller skotake
with increasing flow entries in order to investigathe over the role of MASTER and relevant configuratiata, if
influence of the entry size. Figure 3 shows thiot@r time  a controller has failed. In this regard, we havédocareful
and role-change time averaged with 10 times meamnts. to prevent second failures. If OFC-B takes overrle of
Failover time is around 60-90 milliseconds and itange MASTER for broken OFC-A and places OFS-A under
time is about 15 milliseconds. Since the failuréedon  management besides OFS-B, there is the possibfli§PU
included in the failover time has a timing offsetthin the  utilization overload of OFC-B and then OFC-B mayl fa
keep-alive interval, observed failover time has som consequently. Thus we should consider that onaréailill
fluctuation range. Although the role-change timetbé induce subsequent failures. That is why RMS mosit@iPU
proposal is comparable with that of the virtual r@dd- utilization and judges multiple controllers shotiéke over
based redundancy, the failover time of the propsiaivs a the role of MASTER from one controller, if RMS jueky
significant advantage thanks to the seamless hamdov

between multiple secure channels. Figure 3 alswshbat Role of controller
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100 ' ' ' ' ' ' ' ' T OFS B Slave Master Slave
L A A i OFS C Slave Slave Master
A
- A a4 A 4 A e A - ™
— L A i
g 50 OFCA | OFCB | OFCC
° L A Failover time i A A A
1S . 1 1 1
= - m Role—change time| - 1 ] ]
= = = = = = ® = = | Role-Management FeESBs—| FpESe
0 1 1 1 1 1 1 1 1 1 | Server(RMS) \ ) ‘ ) '
5000 10000 Domain AjDomain B\Domain C)
Number of Flow Entries [ —— . Physical connection = : Asynchronous message ]
Figure 3. Result of failover and role-change tima isingle -
domain. Figure 4. A network model for global recovery.
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Figure 5. Role-change transition in the global oaligr recovery.

that taking over with single controller raises dwad of retrieve the information about CPU utilization frdd#C-A,
CPU utilization. RMS does not immediately assume that OFC-A hasddd
Figure 5 shows the role-change transition for tltob@  avoid false positive. To ensure the failure detegtiRMS
controller recovery. Figure 5 (a) shows the inigtte, and requests that the ICMP echo be sent from the other
two switches are connected to three controllersudin  controllers (OFC-B and OFC-C) to OFC-A. If morertaalf
three secure channels. In the normal operationh botof the results indicate the failure of OFC-A, RM&atmines
switches recognize that the role of OFC-A is MAST&RI  that OFC-A has failed and starts calculating a MBS TER
the other controllers are SLAVE. So only OFC-A iges  controller migrating OFC-A’s configuration and ORSwder
some asynchronous messages such as packet-in emssa@FC-A. The process from failure detection to the
In this case, the three controllers have differentdetermination of a failed controller is definedthe judge-
configurations respectively and the informatiorréflected  phase as indicated in Figure 6. After the judgesph&MS
in the database of RMS. Also RMS has CPU utilizgtrole = moves to the takeover-phase. In the takeover-pHRbtS
information of each controller and the cognitiorvéma by  firstly calculates whether it is no problem for mge
switch regarding the role of the controller in dtatabase. controller to take over all switches connected tCEA by
The traffic generator connects OFS01 and OFSO02onsidering CPU utilization of OFC-A as well as OB@nd
respectively and the data transfer rate is 100 ppe.two C. If two or more controllers are required to takeer all
switches receive a new packet and send a packeessage switches of OFC-A, RMS separates the switches based
to the controller at all times as well as the meament of a the ratio of the available CPU resources of new NER
single domain.
If OFC-A fails and RMS judges there is no problem t
take over the MASTER role by a single controllee tnitial anmp 50T Failre detoction time
state (i.e., Fig. 5 (a)) is changed to Figure 5whgre only B T rierade domn \
OFC-B takes over the role of MASTER. The databaSe Geques: serfing a keep-aiive —2
RMS is updated accordingly, and both switches stamting Requestsﬂrf'"ga" Pl _
asynchronous messages to OFC-B. Judgephase b e s Rofe-chang time
In contrast, if OFC-A is failed and RMS judges tlaat Send result of keep-aliv

judge Send result df keep-all

single controller cannot take over the Master ol two S c Failover time
controllers can, the initial state is changed tguké 5 (c) d c notice aboutjupdated configurdtioh
where two controllers take over the role of MASTERe Req“eS“"Cha"ge")'eOF: S ——
database of RMS is updated accordingly, and theBOQF . . ...  der goie kequest
starts sending asynchronous messages to OFC-B. 2FS0 f OFTP_RQLE_RERLY
sends asynchronous messages to OFC-C. N | OFJP ROt RERY

Figure 6 shows a global recovery scheme in the ofise packetin
Figure 5 (b). RMS monitors the CPU utilization of a Flow
controllers every 50 milliseconds. Since Figureb ljas
three controllers, each controller is monitored reve50 Fiow
milliseconds. The proposed recovery process cansista
judge-phase and a takeover-phase. If RMS is untble Figure 6. Proposed operational sequence for Figb} scenario.

RMS OFC-A OFC-B OFC-C OFS01 OFS02

Packet-out

Packet-in
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controllers. If RMS decides that OFC-B is suffidign
adequate to become a new single MASTER as shown
Figure 5 (b), RMS integrates OFC-A’s configuratimmo
OFC-B’s and registers the integrated configuratiato
OFC-B. Upon receiving the integrated configuratiom,C-B
updates its own configuration and then
completion of the integration process. Then, RM§uests

OFC-B to send OFPT_ROLE_REQUEST to the switches for

updating the role of OFC-A to SLAVE and OFC-B as

MASTER. The switches send OFPT_ROLE_REPLY after

updating the role change process. Then, OFC-B tepioe
completion of the role-change process to RMS. Tioegss
from completion of the judge-phase to completiontlod
role-change is defined as the takeover-phase. Aftetake—

over phase, the switches OFC01 and 02 start sending

asynchronous messages to OFC-B.

D. Demonstration of Global Recovery

Figure 7 shows the role-change time and failovereti
averaged with 10 times measurements in both cates
Figure 5 (b) and (c). Role-change time and failotiere
increase with the growth of flow entry size. Thissult
shows the difference in behavior compared withréseilt of
a local recovery shown in Figure 3. The major oeafor
this increase of failover time is that RMS needegdration
of multiple configurations of failed OFC and regggion of
the configuration during the takeover-phase. Adedint
scenarios of the global recovery, RMS selects pialti
controllers as the new MASTER as shown in Figurg)5
and the scenario takes longer role-change timefaitaver
time as shown in Figure 7. This reason is analymiag the
result of Figure 8 that shows a breakdown of rélerge
time under 1000 entries in both cases (i.e., Figu¢e) and
(c)). The characters " to “f") placed on the x-axis of

600- T T T T T T T T A A |
A A2
A A
L A 4
A A g -
o 0 ? A
400¢ p o ° L
) o o A A A A
E s 4
- u 4
.E a = = " n F
= s " "
200r A (c) Failover time i
o (c) Role-change time
- A (b) Failover time .
m (b) Role—-change time
0 1 1 1 1 1 1 1 1 1 |
5000 10000

Number of Flow Entries

Figure 7. Result of failover time and role-changeetin global
recovery.
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Figure 8. Breakdown of role-change time observeddenario
Figure 5 (b) and (c).

Figure 8 correspond to the marker shown in Figurd$
shown in Figure 8, the major performance differecomes
from c that is the time to integrate configuration in Risk®1
fegister it to OFC. Current implementation suffisn the
serial processing of the registration of integradeth. This
means introducing parallel processing of the regfisin
resolves the delay of role-change for the scergrmwvn in
Figure 5 (c).

According to Figure 7, role-change time is abouf 30
milliseconds and failover time is 420 millisecorids10000
flow entries, in the case of the scenario in Fidufe). In the
case of the Figure 5 (c) scenario, the role-chammge is
about 500 milliseconds and failover time is abo@0 6
milliseconds. These results indicate that, for t&tlnarios,
our proposal achieves competitive role-change tiane
faster failover time compared with existent redumda
mechanisms [8, 9] We consider the proposed
implementation of multiple controllers achieves hig
availability controllers for both intra and inteatd-center
recoveries.

In this paper, we did not explicitly show the redancy
of RMS itself. Although conventional server redumcha
mechanisms accompanying relatively longer failotiere
may be applied to RMS redundancy, single failurethaf
RMS itself does not directly affect packet forwagli

V.

In [6], the HyperFlow approach improves the
performance of the OpenFlow control plane and aglsie
redundancy of the controllers. HyperFlow introducas
distributed inter-controller synchronization pratbforming
a distributed file system. HyperFlow is implementzsl a
NOX-C++ application and synchronizes all eventsveein
controllers by messaging advertisements. In thee azs
controller failures, HyperFlow requires overwritirag the
controller registry in all relevant switches or gignforming
hot-standby using servers in the vicinity of thelefh
controller. Thus, this approach assumes re-estabégt of
the secure channel, and does not assume the raultipl
controllers capability defined in OpenFlow 1.2. Téfere,
time duration of the failover operation may inceeasth the
growth of the number of switches managed by thiedai

RELATED WORK
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controller. Since the failover process of HyperFldees not
consider any server resource, overload of CPUzatibn is
a potential risk in the event of migrating switchiesa new
controller especially in the global recovery scémar

There are several methods of general server redagda

ternet

cannot be resolved with conventional redundantreeise To
avoid performance scale-limit due to conventiotastering
schemes, our scheme eliminates any frontend skorarthe
redundant system. The demonstration shows that the
proposal performs competitive role change and Vailo

and such methods may also be effective for OpenFlowmes compared with conventional schemes. Theatwege

controllers. For example, one possible server rddnay
can use one virtual IP address aggregating hotHstanr
several servers. In [7], failover time is evaluateing the
virtual address-based
Address Redundancy Protocol (CARP), which is like
Virtual Router Redundancy Protocol (VRRP) [8].
According to the analysis, the average time of ghramthe

role between master and backup is 15.7 milliseconds

However there is a concern that the virtual IP-Hase
approach takes a longer fail-over time than ourraggh,
since the virtual IP-based approach fundamentaliiplives
the re-establishment process of the secure channe
Although the virtual IP-based scheme is straightéod if it

is applied within single LAN, it cannot simply bpmied to
multiple locations (e.g., data centers) managedeund
different addressing schemes. This means thatitheVIP-
based scheme alone is not sufficient to tackleajlo&pair.

In [9], a server clustering with a mechanism ofnsiess
handover of TCP connection between backend sewass
proposed. While each TCP connection is visiblertly one
back-end server in a normal clustering schemeptbposal
[9] makes the connection visible to at least twaksands
using proprietary backup TCP (BTCP) protocol witkdn
backend network. The connection migrates to a hackuod
then the backup is able to resume the connectio
transparently before the client TCP connectiommss. lUsing
this scheme, the connections are recovered by dokulp
server within 0.9 seconds including a failure debectime

of 0.5 seconds. This approach is expected to b&capfe
also for global repair involving multiple locatiaridowever,
from the viewpoint of performance scalability ofeth

OpenFlow controller as analyzed in [1, 2], a common

frontend server required in the clustering system be a
serious bottleneck of message processing in theraion
plane (e.g., if the frontend server is broken, &P
connections are lost). The high availability schesheuld
avoid such single frontend server to ensure thiopeance
scalability of OpenFlow controllers. In our propdse
solution, RMS cannot be a serious bottleneck ot@ssing
asynchronous messages because RMS failure itsedf riot
affect any secure channel sessions and thus theptiate is
not affected, accordingly. In addition, to tackléolzsl
repairs, server utilization should also be congiden the
process of migrating many switches. However, cotigeal
approaches do not consider utilization of the gerve
resources (e.g., CPU).

V.

In OpenFlow architecture, the controller is an imaiot
element to achieve reliable SDN. In this paperpnaposed
a redundant scheme to tackle both a single dorfiaica(”)
and multiple domain (“global”) recovery scenarieghich

CONCLUSIONAND FUTURE WORK
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time observed in a local recovery scenario is abtiit
milliseconds regardless of entry size, and thag iglobal
scenario ranges from 200 to 400 milliseconds. CPU

implementation with Commornresource-aware migration of managed OpenFlow segtdah

the failover process is successfully achieved hysocheme.
The proposal is expected to be an effective higilability
scheme necessary for deploying reliable and seaBDN.

In future work, we will establish CPU-based corigol
resource modeling to accurately handover many OpenF
switches in the event of, especially, global recpwshere
massive nodes may need to be protected.

Is
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