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Abstract— Simulation is vital to be able to test various network 

topologies and new components in a cost effective manner. 

With the push to adopt Internet Protocol version 6 (IPv6), 

many network administrators need to be able to test their 

hardware and specialized applications before deploying them 

on a live network. OPNET Modeler provides the capability to 

simulate an IPv6 network and the OPNET System in the Loop, 

an add-on module, allows for real devices to be tested over the 

simulated network. This study evaluates the support of IPv6 in 

OPNET Modeler 16.1 with the System in the Loop module. 

The results show that this module does not fully support IPv6 

at this time but with improvements can be an important part 

to planning and implementing IPv6 networks. 
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I.  INTRODUCTION 

With the assignment of the last block of IPv4 addresses in 

February 2011, IPv6 is being pushed to rapidly be deployed 

in new networks. These networks can have a wide range of 

devices connected into it including specialized software. 

Before committing to implement a full scale IPv6 

production network, simulation of the environment allows 

network administrators to analyze how their configuration 

will function. There is a wide range of simulation tools 

available that can achieve this goal. OPNET Modeler is a 

commercial solution that provides a wide range of simulated 

network devices from workstations to switches and routers. 

While users primarily interact within the graphical user 

interface, the software is expandable with user written code. 

The code is C based, with OPNET providing its own classes 

and functions [1]. 

While simulating a basic network is vital to examine for 

IPv6 readiness, many software and hardware vendors are 

adapting their technologies to support IPv6. There is a need 

to be able to test these products on an IPv6 network.  

Simulation is a cost effective way to conduct testing due the 

capability to simulate various network topologies, sizes, and 

conditions [2]. The problem is that there are very few 

network modeling tools that are IPv6 capable.  The main 

simulators that claim to be IPv6 capable are NS3 [3], 

OMNeT++ [4], and OPNET [5].  Of these, OPNET 

possesses the best capability to tie in live systems to a 

simulation environment.  For that reason, OPNET was 

selected as the network simulator to test IPv6 research in the 

Virginia Tech Information Technology Security Office.  

OPNET’s System in the Loop module is a way to test actual 

products on an IPv6 network without having to convert the 

code into simulation. This module was the focus of the 

study to test the extent of the IPv6 support. 

This remainder of this paper is organized as follows: 

Section II describes other work related to simulating IPv6 in 

OPNET. Section III provides some background on the 

OPNET System in the Loop module as well as IPv6 in 

general. Section IV discusses the set up considerations that 

are needed for proper functionality.  Section V describes the 

design of the study while Section VI demonstrates the 

results.  The paper is concluded in Section VII along with a 

discussion of some future work. 

 

II. RELATED WORK 

OPNET Modeler is a widely used simulation program 

that advertises IPv6 support. There have been various 

studies that have assessed applications in IPv6 within a fully 

simulated network. One study by Aziz et al. looked at the 

performance of video and voice traffic in IPv6 [6]. The 

authors used OPNET Modeler to run simulations in IPv4 

and IPv6 to compare throughput and were able to show that 

IPv6 slightly decreases throughput due to its packet 

overhead.  Le et al. [7] assessed the Mobile IPv6 model for 

IPv6 header support and routing. They found that the model 

was able to correctly handle IPv6. These both show that 

Modeler is capable of simulating an IPv6 network 

successfully. 

Green et al. [8] characterized a test bed for IPv6 

applications. Their setup was a simulated network 

communicating between one real device using a “hardware 

in the loop” scheme which is very similar to System in the 

Loop.  The difference is that System in the Loop can test a 

single software piece without specialized hardware. One of 

their observations was that OPNET does not provide the 

capability to do a one-to-one match with real packet data to 

simulated packet data but this could be added with 

additional code. Their scheme did not function for real time 

traffic but rather worked for a single non-real time stream of 

traffic.    
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III. BACKGROUND 

OPNET Modeler is a tool that allows for a wide range of 

simulation. To extend the simulation, modules can be added 

on that add extra features. One module is the System in the 

Loop module. It is also important to understand IPv6 to 

identify what options need to be implemented to verify that 

this module has IPv6 support.  

A. OPNET System in the Loop 

OPNET’s System in the Loop allows for communication 

between real, physical devices or software and a simulated 

network. It does this by using a specialized node that listens 

on a given network interface and filters incoming packets  

(real to simulated network) using the Berkeley Packet Filter 

syntax. Once it receives the packets, a translation function 

converts the packet headers and payload into the simulation 

packet format. The module currently supports the translation 

of the following protocols: IPv4, IPv6, ICMP, ICMPv6, 

OSPF, RIPv1, RIPv2, TCP, UDP, and FTP [1]. 

There are three configurations in which the simulation 

communication can be set up: physical device to simulated 

device, simulated device to simulated device through a real 

device and real device to real device through a simulated 

device. The assessment was done for the third type of 

communication setup, real device to real device through 

simulation.  This configuration provided the capability to 

evaluate packet behavior as real packets enter the simulation 

environment and again as the same packets are translated 

back into real packets for delivery to a live destination. 

 

B. IPv6 Background 

IPv6 differs significantly from Internet Protocol version 

4 (IPv4). The most noticeable difference is that IPv6 uses a 

128 bit addressing space while IPv4 uses a 32 bit addressing 

space [9]. Within the OPNET simulation code this translates 

into using a pointer versus using a defined type such as a 

double. To provide an idea of the scope of the IPv6 address 

size, the entire IPv4 address space fits into a single IPv6 

subnet over four billion times.  

Another difference is the packet header. Where IPv4 

headers were of variable length due to the possible inclusion 

of options, IPv6 headers are a fixed 40 bytes [9].  Options 

are includes as extension headers and become part of the 

payload.  Extension headers do not have a specified order 

and contain a next header field that acts like a chain within 

the header to connect all the extension headers.  Extension 

headers are used to specify what protocol is next being used 

in the packet as well as other functions like fragmentation 

and Internet Protocol Security (IPSec) options. An extension 

header also exists where users can define their own 

functionality.  This type of extension header is referred to a 

Destination Options header.  Destination options contain 

information that only pertains to the final intended recipient. 

This flexibility poses a problem in the packet translation to 

simulation.  

Another significant difference is how IPv6 accomplishes 

address resolution. Due to the large address size, hosts in 

IPv6 generate their own addresses.  This reduces the 

management burden placed on network managers.  Hosts 

use a process called Stateless Address Auto configuration 

(SLAAC) to generate addresses.  SLAAC addresses are 

advertised to other network hosts using the Neighbor 

Discovery Protocol (NDP), which replaces the address 

resolution protocol (ARP) used in IPv4.  NDP uses a series 

of Internet Control Messaging Protocol version 6 (ICMPv6) 

messages to advertise addresses as well as solicit for router 

and other hosts. NDP removes the need to perform certain 

tasks like specifying a gateway, as this is accomplished by 

router solicitations and advertisements by the protocol.  In 

addition to NDP messages, ICMPv6 includes other error 

message types also used by ICMP in IPv4. 

IV. SET UP 

There are specific configuration details that are required 

for OPNET’s System in the Loop module to operate 

properly.  For example, it is important to signify the right 

interface by including the source Ethernet media access 

control (MAC) address in the packet filter. Other filters for 

protocol can be used to further limit the traffic that the 

module translates into simulation. 

The simplest interface configuration is to have one 

physical network interface per real device. This is not 

always feasible and so it is possible to have one interface 

handling the traffic of all real devices; however, the packet 

filter has to be very specific otherwise traffic can be sent 

through the wrong section of the simulated network.   

Within the simulation environment, a System in the 

Loop node can only be connected to another node through 

Ethernet. This connection is defined as a duplex 10Gbps 

link. Half-duplex links are not allowed. Also within the 

simulation environment, the System in the Loop node has to 

define the translation function it’s using as well. For this 

study, the default translation function was being assessed. 

V. DESIGN 

In its current form, OPNET’s System in the Loop 

supports a small set of protocols. The purpose of this study 

was to assess the support of IPv6. The main goal was to 

achieve communication through the simulated network with 

the intent to measure various IPv6 applications 

performances.  

The design for this study was an isolated network in 

which two physical nodes were connected by a simulated set 

of routers. The physical nodes were virtual machines that 

were hosted on the same machine that runs OPNET 

Modeler. The virtual machines’ network interfaces were 

bridged with two separate network interface cards that were 

installed on the host machine. These cards solely handle 

traffic to and from the virtual machines. Fig. 1 depicts the 

layout of the virtual machines and simulation. The 

encompassing box represents the host machine. 
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Figure 1. Layout of Virtual Machines and OPNET Simulated Network on 
the Host Machine 

 
 

Figure 2. OPNET Simulated Network 

 

The System in the Loop module listens on these network 

interfaces. The packet filter is defined to filter for IPv6 

traffic coming from the MAC address of each virtual 

machine. The simulated network contains two routers and 

two workstations. Fig. 2 shows the topology of the 

simulated network. The workstation nodes are generic nodes 

defined by OPNET. The routers are simulated Cisco 7507 

devices. The simulated workstations provided the option to 

test communication within simulation. The System in the 

Loop nodes are located at the right and to the top left. The 

icon for that node is an Ethernet port. To communicate, 

these nodes would have to make two hops. Both virtual 

machines run the Ubuntu 11.4 operating system which 

supports IPv6 networking.  

Two categories of tests were run on the simulation. The 

first set was to achieve communication between the physical 

nodes with a set of ping messages. This tested 

connectionless ICMPv6 ping message support and Neighbor 

Discovery Protocol support. A standard 1-second ping was 

used as well as executing a 10,000 packet ping flood. The 

goal of the second set of tests was to test connection-

oriented transmission control protocol (TCP) and hypertext 

transfer protocol (HTTP) communication using IPv6 

addressing. This was achieved through accessing a webpage 

being hosted on one of the virtual machines and doing a 

series of files transfers using wget, a free software package 

that allows files transfer through the HTTP protocol. The 

file sizes transferred ranged from 1-kilobyte files to 1-

gigabyte files. These tests were executed on the live nodes 

through the command line.  
 

VI. RESULTS 

OPNET’s System in the Loop proved to not fully support 

IPv6. There are two main issues that were found preventing 

this software module from being fully able to simulate real 

IPv6 communication.   One issue related to proper support 

of NDP while the other issue was caused by lack of support 

for some ICMPv6 message types.  

The first issue was caused by the inability to properly 

process NDP router advertisement messages.  In IPv6, hosts 

rely on router advertisements sent by local routers to auto-

configure addresses and to learn of possible gateways.  

Without these router advertisements, hosts cannot learn 

what subnet they are connected to nor which router is their 

closest gateway.  OPNET is sending out router 

advertisements, but they are malformed.  As a result, real 

systems connected to OPNET still need to statically set 

addresses and gateways.  Fig. 3(a) shows the OPNET 

format for the router advertisement. The router 

advertisement contains a subnet prefix value and length. 

OPNET is unable to properly translate the packet. Fig 3(b) 

shows the corresponding packet in Wireshark as being 

malformed. In OPNET, there is a way to manually set the 

prefix, but this is also not translated in a correct manner. It 

is not clear whether the router advertisement is malformed 

within the simulation and the simulated nodes understand 

the bad packet or if the packet becomes malformed due to 

processing by OPNET’s System in the Loop module.  
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(a) OPNET router advertisement containing subnet prefix information 

 
(b) Wireshark capture of the resulting translated malformed packet with no subnet prefix information 

 

Figure 3. Comparison of OPNET router advertisement with the translated packet in Wireshark 

The second issue is that OPNET only accepts a small set 

of ICMPv6 message types and does so improperly. When 

first trying to communicate with ping messages (the first 

category of tests) between physical machines, the simulation 

would fail because it did not recognize the ICMPv6 message 

type. However, ping request and response message types are 

in the OPNET supported set. Further investigation in the 

code revealed that the top bytes were getting improperly set. 

This error could be caused by two things. One cause is the 

use of an improper type to handle the information. The 

second cause is that the translation function from real to 

simulated packet adds erroneous data. The fix for this issue 

was to mask the lower two bytes of the message type field 

in the simulation code for the IPv6 Neighbor Discovery 

process node. The specific code for this is: 

 

 icmp_pk_fields_ptr->message_type & 0xff. 

 

The resulting value is a correct message type.  Fig. 5 shows 

the simulation error message before making this fix. 

Two smaller concerns are that the current translation 

functions do not support many IPv6 extension headers or 

any IPv6 routing protocols. These issues were discovered in 

the second category of tests. These concerns were known 

before doing the assessment from training classes provided 

by OPNET [10]. For full IPv6 support, extension headers 

are must because of many features inherent to IPv6.  For 

example, IPv6 includes native support of IPSec. IPSec is 

implemented through extension headers, which are currently 

not supported by OPNET. Further investigation was done 

using Scapy [11], a packet manipulation tool. Packets using 

each extension header were created and sent through 

simulation. Fig. 6 shows an example of the hop by hop 

extension header packet being sent and OPNET’s log 

message saying it is unsupported. It was found that no 

extension headers defined by RFC 2460 [9] were supported. 

After fixing the message type and statically setting a 

gateway on the network interfaces, the tests did execute. 

Fig. 4 shows a graph of the IPv6 traffic received by the 

simulated router during the second category of tests. It 

clearly shows traffic is being translated into simulation. 

When the wget transfer finishes after the eight minute mark, 

the traffic received drops as expected. Both categories of 

tests produced similar graphs and results. 

 

 
 

Figure 4. IPv6 traffic received by the simulated router 

VII. CONCLUSION AND FUTURE WORK 

Out of the box, OPNET’s System in the Loop is not yet 

ready to handle IPv6 simulation. Errors in handling essential 

fields of packets make it difficult to get the full potential out 

of the product. Complications that arise during the set up of 

network interface cards and virtual machines with System in 

the Loop can hinder the simulation and add an extra step to 

analyzing data. 

Future work includes writing a new translation function 

for IPv6 packets that includes extension header support. 
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Further investigation into the malformed router 

advertisements needs to be done to see if a new translation 

function would solve this error. Using a different 

configuration to see the effect on translation delays is also 

planned.  

With a translation function that supports the flexibility of 

IPv6 with its extension headers and fixes in the ICMPv6 

message type handling, System in the Loop can be a viable 

simulation tool for network administrators.  

 

 

 

 

 
Figure 5. ICMP Message Type Error 

 

 
(a) Wireshark capture of a packet using the hop by hop extension header being sent into simulation 

 

 
(b) OPNET log output of unsupported packet  

 

Figure 6. Attempt to send a packet using the hop by hop extension header into OPNET from a live machine  
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