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Abstract—Large data centers hosting hundreds of thousands
of servers have been built to handle huge amounts of data. In
a large data center, servers cooperate with each other, and thus
the data center network must accommodate a large amount of
traffic between servers. However, the energy consumption of large
data center networks is a major problem because several large-
capacity switches or many conventional switches are required to
handle the traffic. A low-energy hybrid optoelectronic router has
been proposed to provide high bandwidth between data center
servers. The hybrid optoelectronic router has an optical packet
switching functionality and packet buffering in the electronic
domain. The optical packet switching provides large bandwidth
communication between the optical ports. In addition, the router
can be directly connected to server racks by its electronic port.
The packets from the server racks are stored in an electronic
buffer in the router. Then, the packets are converted into optical
packets and sent to another router. Finally, when the packets
arrive at the router connected to the destination server rack,
they are stored in the buffer, converted to electronic packets,
and sent to the destination server rack. In this paper, we
discuss a data center network structure that contains hybrid
optoelectronic routers. We propose a method for constructing
a data center network that uses hybrid optoelectronic routers
efficiently. Furthermore, we discuss the effect of the network
structure on the number of routers required to accommodate a
large amount of traffic in a mega data center.

Keywords—Data Center Network; Topology; Optical Packet
Switch

I. INTRODUCTION

Large data centers with tens and even hundreds of thousands
of servers have been built to handle the vast amount of data
generated by various online applications. Data center servers
communicate with each other to handle the data. A lack of
bandwidth or large delay prevents communication between
servers and increases the time taken to retrieve data. This
degrades the performance of the data center.

The energy consumption of data centers, which increases
with the data center size, is another major problem, and the
energy consumption of the network is a substantial proportion
of total energy usage [1]. Therefore, data center networks with
high energy efficiency and high communication performance
are required [2].

Optical networking is a promising approach to constructing
networks with high energy efficiency [3]. Optical network
devices provide low latency communication with low energy
consumption because they relay optical signals without con-
version to electrical signals. Optical networking also provides
high bandwidth via technologies such as wavelength division
multiplexing (WDM).

An optical packet switch architecture called the hybrid
optoelectronic router was proposed for data centers by
Ibrahim et al. [4]. The hybrid optoelectronic router has optical
packet switching functionality and packet buffering in the
electronic domain. The optical packet switching functionality
provides large bandwidth communication between the optical
ports by relaying the optical packets without conversion to
electronic signals unless packet collision occurs. Even if a
collision occurs, the router can retransfer the packets after
storing them in the electronic buffer.

In addition, the hybrid optoelectronic router can be con-
nected directly to server racks via its electronic port. The
packets from the server racks are stored in an electronic buffer
in the router, and then converted into optical packets and sent
to another router. Finally, if the packets arrive at the router
connected to the destination server rack, the packets are stored
in the buffer, converted to electronic packets, and sent to the
destination server rack.

The network structure is important for constructing a large
data center that uses hybrid optoelectronic routers and should
use the large bandwidth of the hybrid optoelectronic routers
efficiently. However, if each server rack can be connected
to multiple routers, the connection from the server racks
may have a large effect on the network performance. We
have proposed a network structure that uses optical packet
switches and multiple connections from the server racks [5].
However, our previous work used multiple connections from
the server racks only to provide connectivity when optical
packet switches fail, and did not discuss the effect of using
multiple connections from the server racks on the performance
of the data center network.

In this paper, we propose a method to construct a data
center network structure that accommodates a large amount of
traffic by using the hybrid optoelectronic routers and multiple
connections from the server racks efficiently. We evaluate
our network structure and demonstrate that our method can
accommodate more traffic than a torus network. In addition,
we discuss the importance of using multiple links from the
server racks, and show that multiple links are necessary to
construct a large data center with sufficient bandwidth between
server rack pairs.

The rest of this paper is organized as follows. Section II
explains related work about data center networks using optical
network technologies. Section III provides an overview of
hybrid optoelectronic routers and the data center network
that uses hybrid optoelectronic routers. Section IV proposes
a method to construct data center network structures using
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hybrid optoelectronic routers. Section V discusses building a
data center network that can accommodate more servers with-
out decreasing bandwidth based on our method of constructing
data center network structures. Finally, we conclude this paper
in Section VI.

II. RELATED WORK

Farrington et al. proposed a data center network architecture
that uses optical path switches [6]. In this network, the optical
path switches are placed at the core of the data center network
and are configured to connect the server rack pairs that are
generating a large amount of traffic. Similar architecture using
optical circuit switches was proposed by Wang [7]. However,
the configuration of the optical path switches takes time, and
this architecture cannot handle frequent traffic changes that
often occur in a data center [8].

Another approach is to use optical packet switches [4],
[9]–[13]. Optical packet switches contain arrayed waveguide
grating routers (AWGRs) and wavelength converters. Because
the output port of the input signal depends on the wavelength
of the input signal in AWGRs, the destination port is changed
by changing the wavelength. Optical packet switches relay
optical packets based on the optical labels attached to the
packets. Because optical packet switches do not require the
establishment of paths, a network constructed of optical packet
switches can handle frequent changes in traffic.

Optical packet switches with a large number of ports have
also been constructed by connecting optical packet switches
with a small number of ports. Xi et al. constructed an optical
packet switch with a large number of ports by connect-
ing the optical switches in a Clos topology [12]. Liboiron-
Ladouceur et al. built a large data center by connecting
the optical switches in a Tree topology [14]. However, they
considered only the connections between optical switches. In
a data center, servers may have electronic ports instead of
optical ports. Therefore, we need to consider the connection
from the servers or server racks that have electronic ports.

An optical packet switch architecture proposed by
Ibrahim et al. [4], called a hybrid optoelectronic router, has
electronic ports that can be connected directly to the servers.
By using the connections between optical switches, and con-
nections between optical switches and server racks, the data
center network can accommodate a large amount of traffic
between a large number of servers. However, a data center
network that efficiently uses the both of these connections
has not been reported. Therefore, we discuss a data center
network structure that accommodates a large amount of traffic
by efficiently using hybrid optoelectronic routers.

III. DATA CENTER NETWORKS WITH HYBRID

OPTOELECTRONIC ROUTERS

In this section, we introduce the hybrid optoelectronic
router, and the data center network constructed of them.
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Figure 2. Network with hybrid optoelectronic routers in a data center.

A. Hybrid optoelectronic routers

Figure 1 shows a hybrid optoelectronic router. Each hybrid
optoelectronic router has ports connected to other hybrid
optoelectronic routers (hereafter called optical ports), and
ports connected to the server rack (hereafter called electronic
ports).

When an optical packet arrives through the optical port,
the label processors identify its label and destination, and the
controller controls the switching fabric to relay the packet
to the destination. If the destination port is busy, the packet
is stored in the electronic buffer after the optical packet is
converted to an electronic packet. The packet is re-sent after
it is converted into an optical packet.

Electronic packets from a server rack arrive through the
electronic port. The electronic packet is buffered and converted
into an optical packet. The converted packet is relayed in the
same way as optical packets from the other optical packet
switches. Optical packets sent to a server rack are also buffered
and converted to electronic packets that are relayed to the
server rack.

B. Data center network using hybrid optoelectronic routers

Optical networks containing hybrid optoelectronic routers
provide large bandwidth communication. Therefore, we place
an optical network containing hybrid optoelectronic routers at
the core of the data center network. Each server rack has an
ToR switch and is connected to the core network by connecting
its electronic ToR switch to multiple hybrid optoelectronic
routers. Figure 2 shows an example of a data center network
containing hybrid optoelectronic routers.

In this network structures, the connections between the
hybrid optoelectronic routers, and between the server racks
and the hybrid optoelectronic routers must be set, which is
discussed in Section IV.
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C. Routing in the data center network by using hybrid opto-
electronic routers

In the data center, the traffic changes frequently. If the routes
are controlled by a central controller, the central controller
has to collect the traffic information about the whole network
frequently, which requires a large overhead.

Therefore, we use routing that balances the load among
the shortest paths by using only the local information. Each
hybrid optoelectronic router has a routing table, which includes
multiple next hybrid optoelectronic routers on the shortest
paths to each destination hybrid optoelectronic router. When
a hybrid optoelectronic router receives a packet, the hybrid
optoelectronic router selects the next router with the smallest
load from the routing table.

When a ToR switch sends a packet to the core hybrid
optoelectronic router network, the ToR switch encapsulates
the packet by attaching the destination hybrid optoelectronic
router. The packet is sent to one of the hybrid optoelectronic
routers connected to the ToR switch. The first and destination
router pair is selected from candidate pairs with the smallest
number of hops for the first router connected to the source
server rack and the destination hybrid router connected to the
destination server. If there are multiple candidate pairs, the
pair is selected randomly to balance the loads.

IV. CONSTRUCTION OF THE NETWORK STRUCTURE

In this section, we propose a method for constructing the
data center network structure by using hybrid optoelectronic
routers. The server racks are grouped, and the racks in each
group are connected to the same hybrid optoelectronic routers.
Each server rack is connected to R hybrid optoelectronic
routers, and each hybrid optoelectronic router is connected to
S groups of server racks. We construct a network containing
SR groups of server racks and RSR−1 hybrid optoelectronic
routers.

First, we connect the server racks to hybrid optoelectronic
routers, and then set the connections between the routers.

A. Connection from server racks

We aim to maximize the amount of traffic that can be
accommodated. A large number of hops between server racks
decreases the amount of traffic that can be handled because
hops consume bandwidths for a large number of links.

We connect server racks to hybrid optoelectronic routers to
maximize the number of server racks that can communicate
through only one hybrid optoelectronic router. We use a
network architecture similar to the BCube [15].

We separate hybrid optoelectronic routers into R layers, and
each server rack is connected to one hybrid optoelectronic
router in each layer. To determine the connections between
server racks and hybrid optoelectronic routers, we set the ID
to the server rack group. Similarly, we set the ID to the hybrid
optoelectronic routers in each layer.

We connect the ith hybrid optoelectronic router at the rth
layer to the jth server rack when � i

Sr−1 � = � j
Sr � and i mod

Sr−1 = j mod Sr−1 are satisfied. By doing so, the server

rack groups sharing hybrid optoelectronic routers are different
for the different layers.

B. Connections between hybrid optoelectronic routers

After connecting the hybrid optoelectronic routers, we con-
struct the connections between hybrid optoelectronic routers.
To search for the best connections, we generate and select
candidate connections.

1) Candidate connections: The number of available
connections between hybrid optoelectronic routers is

(RSR−1)2CPRSR−1 , where P is the number of optical ports
of each hybrid optoelectronic router. The number of available
connections is too large, and it takes a long time to select the
best one from all available connections. Therefore, we focus
on candidates for which the number of hops between server
racks is small, because networks where the number of hops
is large cannot accommodate a large number of hops because
the hops waste the bandwidth of many links. In addition, we
focus on candidates where all hybrid optoelectronic routers
play the same role, because if there are hybrid optoelectronic
routers that play a special role, such as the root node of the
tree topology, the loads on the special routers becomes large.

We construct the candidates through the following steps.

1) Set the network structure, where all server racks are con-
nected to the hybrid optoelectronic routers but no links
between hybrid optoelectronic router are constructed, as
a candidate.

2) Add one link per hybrid optoelectronic router for each
candidate if the candidate has an empty optical port. If
no candidate has an empty optical port, end the process.

3) Select N candidates based on the number of hops
between server racks.

4) Go to step 2.

In Step 2, we add links to each hybrid optoelectronic router
so that all hybrid optoelectronic routers play the same role.
After adding one link from the first hybrid optoelectronic
router, we add links that have the same properties as the first
link. In this paper, we regard the links satisfying the following
constraints as links with the same properties.

• The source router for the link is included in the same
layer.

• The destination router for the link is included in the same
layer.

• The number of hops from the source router to the
destination router on the network before adding the links
is the same.

In Step 3, we select N candidates based on the number
of hops between server racks. In this paper, we select the
candidates with the largest number of hops between the server
racks. If multiple candidates have the same largest number of
hops. we compare the average number of hops between all
server rack pairs.

Algorithm 1 shows the pseudo code for generating N
candidates. In this pseudo code, R is the set of the hybrid
optoelectronic routers, cinit is the initial candidate network
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topology where all server racks are connected to the hybrid
optoelectronic routers, but no links between hybrid optoelec-
tronic routers are constructed. In each iteration from Line 3
to 35, we update the list of the candidates C by adding one
optical link per hybrid optoelectronic router. To add one link
per hybrid optoelectronic router, we first decide the router pair
where the new link is added at Line 10. Then, for each router,
we find target routers that have the same properties as the link
added at Line 10, and add links between found route pairs
from Line 12 to 23. At the end of each iteration, we save only
N candidates from Line 33 to 34.

In these steps, we continue the iteration from Line 3 to
35 P times. In each iteration, we generate and evaluate at
most N(RSR−1)2 where RSR−1 is the number of hybrid
optoelectronic routers. That is, to generate the candidates, we
evaluate at most PN(RSR−1)2 candidates. The number of
generated and evaluated candidates becomes large as the num-
ber of hybrid optoelectronic routers becomes large. However,
the number of hybrid optoelectronic routers is much smaller
than the number of server racks. In addition, the candidates can
be evaluated in parallel. Moreover, the candidate topologies
are generated only once before constructing a data center.
Therefore, we believe that the calculation time for generating
the candidate topologies should not be a major problem.

2) Selection of the best candidate: Finally, we select the
best candidate from the generated candidates. We simulate the
routing in the data center when traffic is generated between
all server rack pairs. Next, we select the candidate with the
smallest link utilization to construct the network structure
that can accommodate the largest amount of traffic. When
constructing the data center network, the traffic within a data
center is unknown. Thus. we set the traffic between all server
rack pairs so that traffic between all server rack pairs equal.

C. Incremental construction

Constructing a data center network with a large number
of server racks simultaneously is difficult. The data center
should be incrementally constructed by adding server racks
and routers. We propose a method to construct the data center
network structure incrementally. We first calculate a suitable
network structure including the maximum number of server
racks and hybrid optoelectronic routers. Hereafter, we call
this calculated network structure the largest network structure.
Next, we construct the subset of the largest network structure
that can connect the currently required number of server racks.
When it is necessary to add more servers to the current
network, we find the best network structure that includes the
current routers and server racks and is a subset of the largest
network structure. In the rest of this subsection, we explain
the steps to finding the best network structure in detail.

1) Construction of the network structure when the number
of the required server rack groups is given: We construct a
network structure that can connect the number of the required
server rack groups. The suitable network structure is calculated
by generating candidates for the network structure that is a

Algorithm 1 Generation of N candidates for connections
between hybrid optoelectronic routers.

1: Clear the list of candidates, C.
2: Add cinit to C.
3: while True do
4: Clear the list of newly generated candidates, C′

5: for c ∈ C do
6: Select the router, r1 ∈ R, with the largest number of

remaining ports.
7: for r2 ∈ R do
8: if r2 has remaining ports in c then
9: Clear the list of temporal candidate Ctmp

10: Construct a new candidate, cnew, by adding link
between r1 and r2 to c.

11: All cnew to Ctmp

12: for r3 ∈ R do
13: Clear the list of temporal candidate C

′tmp

14: for ctmp ∈ Ctmp do
15: for r4 ∈ R do
16: if r4 has the remaining ports in the

network, ctmp then
17: if link r3, r4 has the same property as

link r1, r2 then
18: Construct a new candidate, c

′new,
by adding a link between r3 and r4
to ctmp.

19: Add c
′new to C

′tmp

20: end if
21: end if
22: end for
23: end for
24: Ctmp ← C

′tmp

25: end for
26: Add all candidates ctmp ∈ Ctmp to C ′

27: end if
28: end for
29: end for
30: if C ′ is empty then
31: return C
32: end if
33: Constructing the list of candidates C′′ by selecting N

candidates from C ′

34: C ← C ′′

35: end while

subset of the largest network structure, and selecting one of
them. The candidates are generated by the following steps.

1) Construct the initial network. If there is a current work-
ing network, the current network is set as the initial
network. Otherwise, select the server rack group with the
smallest ID, and construct the initial network including
the selected server rack group and all hybrid optoelec-
tronic routers to which the groups are connected.

2) Add the constructed initial network to the list of incom-
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plete candidates.
3) For each network in the list of incomplete candidates,

generate the new networks by adding one hybrid op-
toelectronic router that is not included in the network,
but has a link to one router included in the network
in the largest network structure, and by adding links
between hybrid optoelectronic routers included in the
new network. Then, save the new network in the list of
newly constructed candidates.

4) For each network in the list of newly constructed candi-
dates, count the number of server rack groups connected
to the hybrid optoelectronic router. If the number of
server racks is more than the number of required server
rack groups, add the network to the list of candidates.

5) If the list of candidates includes more than one can-
didate, end the process. Otherwise, replace the list of
incomplete candidates with the list of newly constructed
candidates, and go back to step 3.

In Step 1. we select the server rack group with the smallest
ID, because all server rack groups play the same role in the
largest network structure.

In these steps, we look for a network structure that can
connect the required number of server rack groups by adding
one hybrid optoelectronic router during each iteration. We
end the process if at least one candidate is found. As a
result, we can find candidates that can connect the required
number of server racks with the smallest number of hybrid
optoelectronic routers. The pseudo code for these steps is
shown in Algorithm 2.

Next, we select the candidate that can accommodate the
largest amount traffic through simulating the routing, similar
to Section IV-B2.

Finally, we add optical links between hybrid optoelectronic
routers or electronic links between server rack groups and
hybrid optoelectronic routers if there are unused ports. By
adding links, we can accommodate more traffic. In this paper,
we generate all patterns of added links and select the best
pattern to accommodate the largest amount of traffic through
the routing simulation.

2) Construction of the network structure when the number
of the required server racks is given: The network structure
should be constructed to accommodate any possible traf-
fic rate. To guarantee this, we use valiant load balancing
(VLB) [16]. In VLB, we select the intermediate nodes ran-
domly regardless of the destination to avoid concentrating
traffic on certain links, even when traffic volume of certain
node pairs is large. In the data center network, the intermediate
node is selected from the server racks. The packet is encapsu-
lated by attaching a header whose destination is the selected
intermediate server rack. When the intermediate server rack
receives the packet, it relays the packet to the final destination
after removing the header.

By applying VLB, the traffic rate between server rack T
satisfies the following inequality.

T ≤ 2B

N

Algorithm 2 Construction of candidate subnetworks of the
largest network structure.

1: Clear C incomplete.
2: Add the initial candidate, cinit, to C incomplete.
3: while True do
4: Clear C

′incomplete

5: for c ∈ C incomplete do
6: for r ∈ R do
7: if r is not included in c but has a link to a router

included in c then
8: Generate new candidate cnew by adding the

router, r, and the server racks connected to r
to c.

9: Add cnew to C
′incomplete

10: end if
11: end for
12: end for
13: Clear Ccomplete

14: for c ∈ C
′incomplete do

15: if c include more than the required number of server
rack groups then

16: Add c to Ccomplete

17: end if
18: end for
19: if Ccomplete is not empty then
20: return Ccomplete

21: end if
22: C incomplete ← C

′incomplete

23: end while

Here, B is the bandwidth from a server rack and N is the
number of server racks. That is, we construct a network
structure that can accommodate the flow of data with 2B

S
between all server rack pairs.

Based on this, when the number of required server racks,
N , is given, we construct the data center network that can
accommodate N server racks by the following steps.

1) Set the number of server rack groups S to the number of
the server rack groups included in the current network.
If the data center network is newly constructed, set S to
1.

2) Set the number of server racks in each server rack group
to N

S .
3) Construct a network that can accommodate S server rack

groups by the steps in IV-C1.
4) Check whether the constructed network can accommo-

date the traffic 2B
N between all server rack pairs. If yes,

designate the current network as a suitable network.
Otherwise, go back to step 2 after incrementing S.

D. Properties of the constructed data center network

1) Constructed network structure: First, we show the net-
work structure constructed by our method. Figure 3 shows
the network constructed from 10 hybrid optoelectronic routers
with four optical ports and 25 server rack groups that have two
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Hybrid optoelectronic router

Server rack group

Figure 3. Example of the constructed network.

TABLE I
NUMBER OF HOPS IN THE CONSTRUCTED NETWORK STRUCTURE.

Number of hybrid optoelectronic
routers on the path Number of paths
1 192
2 288
3 96

electronic ports connected to hybrid optoelectronic routers.
In this network structure, all hybrid optoelectronic router
pairs can communicate without converting optical packets into
electronic packets.

In this network structure, the number of hops between
server racks is small (Table I). Most of the server rack pairs
are connected to the same hybrid optoelectronic router or to
hybrid optoelectronic routers that are directly connected to
each other. Only 16 % of the server rack pairs require three
hops to communicate with each other. In the network structure,
the server rack pairs requiring three hops have three disjoint
paths with the smallest number of hops. That is, this network
structure can provide sufficient bandwidth by balancing the
loads.

2) Delay: We investigate the delay between the server rack
pairs through a simulation. We compare the delay in our
network structure with that of the torus network constructed
from the same number of hybrid optoelectronic routers and
server racks [4]. We demonstrate the effectiveness of the data
center network constructed considering the links from the
server racks.

We model the delay for the hybrid optoelectronic router
as follows. If packet collision does not occur, the hybrid
optoelectronic router can relay the packet without buffering
it. We assume that the delay in this case is 240 ns. If packets
collide, the hybrid optoelectronic router converts the optical
packet into an electronic packet, and stores it in the buffer.
We assume that converting the optical packet into an electronic
packet, and relaying it via the buffer takes 240 ns, similar to the
case where the optical packets are relayed without collision.
Storing the packet to the buffer and reading the packet from
the buffer takes 180 ns. Converting the electronic packet into
the optical packet and relaying it to the optical switch takes
240 ns. In addition, the packets stored in the buffer wait until
the destination ports become available. We use the M/M/1
model to simulate the queuing delay in the buffer, where the
average service time is 240 ns.
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We construct both kinds of the network from 20 hybrid
optoelectronic routers with four optical ports and 100 server
racks with two electronic ports connected to hybrid optoelec-
tronic routers. We generate the same traffic rate between all
server rack group pairs.

Figure 4 shows the maximum delay among the server
rack pairs. This figure indicates that our network structure
can accommodate more traffic with a smaller delay than the
torus network. This is because in our network structure, the
connections between the server racks are decided considering
the server rack groups connected to the hybrid optoelectronic
routers.

3) Incremental construction: We construct the data center
network incrementally. We set the total capacity of the elec-
tronic ports of the hybrid optoelectronic router to 32 Gbps, the
bandwidth of the optical link to 100 Gbps, and the bandwidth
of each server to 1 Gbps. That is, each hybrid optoelectronic
router can connect 32 server racks. We set the largest network
structure to the network structure constructed of 256 hybrid
optoelectronic routers with four optical ports, and 32 server
rack groups with two electronic ports. In the largest network
structure, we connect 1024 servers without congestion.

Figure 5 shows that the number of required hybrid optoelec-
tronic routers when we construct the network incrementally
by adding 64 servers at each step. This figure indicates that
we can always add 64 servers by adding only two hybrid
optoelectronic routers.
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V. DISCUSSION

In this section, we discuss the network structure that is suit-
able for a large data center based on our construction method.
We investigate the relationship between the number of hybrid
optoelectronic routers and the number of servers that can be
accommodated without congestion for any traffic pattern by
using VLB. In this investigation, we set the total capacity of
the electronic ports of the hybrid optoelectronic router to a
sufficiently large value, to focus on the bandwidth provided by
the core network constructed of hybrid optoelectronic routers.
We set the bandwidth of the optical link to 100 Gbps, and the
bandwidth of the link from a server to 1 Gbps.

Figure 6 shows the relationship between the number of ac-
commodated servers and the number of hybrid optoelectronic
routers when each hybrid optoelectronic router has four optical
ports. The figure shows network structures that include server
racks with two or three electronic ports. As the number of
hybrid optoelectronic routers increases, the number of optical
links increases, which increases the capacity of the network
and the number of accommodated servers. However, as the
number of hybrid optoelectronic routers increases, the number
of hops between hybrid optoelectronic routers increases. As a
result, when the number of hybrid optoelectronic routers be-
comes sufficiently large, adding hybrid optoelectronic routers
cannot greatly increase the number of servers that can be
accommodated. In particular, when the number of electronic
ports for each server rack is two, adding hybrid optoelectronic
routers decreases the number of servers that can be accom-
modated. In contrast, the server racks with three electronic
ports can accommodate more server racks. This is because the
increase in the number of links from the server rack decreases
the number of hops between server racks.

We also investigate the case where each hybrid opto-
electronic router has 12 optical ports. Figure 7 shows the
relationship between the number of accommodated servers and
the number of hybrid optoelectronic routers when each hybrid
optoelectronic router has 12 optical ports. Compared with
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Figure 7. Number of hybrid optoelectronic routers vs number of accommo-
dated servers (12 optical ports).

Figure 6, the network constructed of hybrid optoelectronic
routers with 12 optical ports can accommodate more servers
because this network can provide more bandwidth owing to
the larger number of optical links. In addition, the increase in
the optical links decreases the number of hops between optical
hybrid optoelectronic routers.

This figure also indicates that even if we use the hybrid
optoelectronic router with 12 optical ports, we cannot accom-
modate more than 20,000 servers for server racks with two
or three electronic ports. However, by connecting each server
rack to four hybrid optoelectronic routers, we can connect
25,000 servers by using 80 hybrid optoelectronic routers. That
is, to construct a large data center, multiple links from server
racks are necessary.

VI. CONCLUSION

In this paper, we discussed a data center network structure
using hybrid optoelectronic routers. We proposed a method to
construct a data center network that uses hybrid optoelectronic
routers efficiently. We investigated the effect of the network
structure on the number of routers required to accommodate
a large amount of traffic in a mega data center. The results
indicate that multiple links from server racks are necessary
to construct a large data center, even if hybrid optoelectronic
routers are used.
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