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Abstract—There are many studies about using traditional 
clustering algorithms like K-means, SOM and Two-Step 
algorithms to cluster electricity consumption data for 
definition of representative consumption patterns or for 
further classification and prediction work. However, these 
approaches are lack of scalability with high dimensions. 
Nevertheless, they are widely used, because algorithms for 
clustering high dimensional data sets are difficult to implement 
and it is hard to find open sources. In this paper, we adopt 
several subspace and projected clustering algorithms (subspace 
projection method) and apply them to the electricity 
consumption data. Our goal is to find the strength and 
weakness of these approaches by comparing the clustering 
results. We have found that traditional clustering algorithms 
are better to be used for load profiling by considering global 
properties and subspace or projected methods are better to be 
used for defining load shape factors by analyzing local 
properties without prior knowledge. 

Keywords-subspace projection; traditional clustering; K-
menas; SOMs; Two-Step; local property; global propert. 

I.  INTRODUCTION 

The knowledge of how and when consumers use 
electricity is essential to the competitive retail companies. 
This kind of knowledge can be found in historical data of the 
consumers collected in load research projects developed in 
many countries. One of the important tools defined in these 
projects are different consumers’ classes are represented by 
its load profiles. Load profiling or classification to assign 
different consumers to the existing classes has been a matter 
of research during last years. Traditional clustering 
algorithms like K-means, SOM and Two-Step algorithms are 
widely used for load profiling [1-10]. However, these 
approaches just considered the global properties of 
consumption patterns and ignored local properties during the 
process even there are many algorithms [11-30] can be used 
to analyze local properties of such high dimensional data sets. 

Traditional clustering algorithms consider all of the 
dimensions of an input dataset in order to learn as much as 
possible. In high dimensional data, however, many of the 
dimensions are often irrelevant. These irrelevant dimensions 
can confuse clustering algorithms by hiding clusters in noisy 
data. In very high dimensions, it is common for all of the 
objects in a dataset to be nearly equidistant from each other.  

However, in practice, the data points could be drawn 
from multiple subspaces, and the membership of the data 
points to the subspaces might be unknown. For example, 
trajectory sequences could contain several moving objects, 
and different subspaces might describe the motion of 
different objects in the different routing and place. Therefore, 
there is a need to simultaneously cluster the data into 
multiple subspaces and find a low-dimensional subspace 
fitting each group of points. Subspace and projected 
clustering algorithms localize their search and are able to 
uncover clusters that exist in multiple, possibly overlapping 
subspaces.  

Another reason that many clustering algorithms struggle 
with high dimensional data is the curse of dimensionality. As 
the number of dimensions in a dataset increases, distance 
measures become increasingly meaningless. Additional 
dimensions spread out the points until, in very high 
dimensions, they are almost equidistant from each other.  

The final goal of our study is trying to compare the 
strength and weakness between subspace projection method 
and traditional clustering algorithms for its application to 
cluster electricity consumption data.  

Remaining paper is organized as following: section 2 
lists several studies about clustering application to electricity 
data; section 3 introduces several subspace projection 
clustering methods; section 4 describes our experimental 
result and we made a conclusion on section 5. 

II. RELATED WORKS 

In [1], an electricity consumer characterization 
framework based on a KDD (Knowledge Discovery from 
Data) process is presented. The framework is a data mining 
model composed of load profiling module and the 
classification module. The load profiling module’s goal is 
the partition of the initial data sample in a set of classes 
defined according to the load shape of the representative load 
diagrams of each consumer. This is made by assigning to the 
same class consumers with the most similar behavior, and to 
different classes consumers with dissimilar behavior. The 
first step of the module development was the selection of the 
most suitable attributes to be used by the clustering model 
and the best results are obtained by SOM [33] method. In the 
second step, the K-means algorithm [34] is used to group the 
weight vectors of the SOM’s units and the final clusters are 
obtained. The load profiles for each class are obtained by 
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averaging the representative load diagrams of the consumers 
assigned to the same cluster. In the classification module, 
load shape indexes are derived from each representative load 
profiles and discretized by using interval equalization 
method, C5.0 is used to build the tree based and rule based 
classification models. 

In [2, 3], the approach is focusing on identifying typical 
usage profiles for households and clustering them into a few 
archetypical profiles with similar kinds of customers grouped 
together. The work tests the applicability of applying the 
framework to UK specific data and identifies possible 
enhancements or modifications to the framework in order to 
better fit the UK situation. Clustering algorithms are used to 
derive domestic load profiles that have been successfully 
used in Portugal and applied it to UK data. The paper found 
that Self Organizing Maps in Portuguese work is not 
appropriate for the UK data.  

In [4], a novel clustering model is presented, tailored for 
mining patterns from imprecise electric load time series that 
are represented by interval numbers. The model consists of 
three components. First, to guarantee the correctness when 
comparing two load time series, normalization techniques 
like Z-score [36] and Max-Min linear normalization [36] are 
used to handle the differences of baselines and scales. 
Second, it adopts a similarity metric that uses Interval 
Semantic Separation based measurement. Third, the 
similarity metric is used with the k-means clustering method 
to handle imprecise time series clustering. The model gives a 
unified way to solve imprecise time series clustering problem 
and it is applied in a real world application, to find similar 
consumption patterns in the electricity industry. 
Experimental results have demonstrated the applicability and 
correctness of the proposed model. 

In [5], Clustering is used to generate groupings of data 
from a large dataset with the intention of representing the 
behavior of a system as accurately as possible. To be precise, 
two clustering techniques K-means and Expectation 
Maximization (EM) have been utilized for the analysis of the 
prices curve, demonstrating that the application of these 
techniques is effective so to split the whole year into 
different groups of days, according to their prices conduct. 
Silhouette function is used for selecting number of clusters 
for K-means and cross validation is used for selecting 
number of clusters for EM. K-means has been confirmed to 
be the algorithm more suitable for daily prices classification. 

Gabaldón et al. [6] proposed proposed a methodology in 
order to obtain a better support management decisions in 
terms of planning of bids and energy offers in real-time 
energy markets. Specifically, Self-Organizing Maps (SOM) 
and Statistical Ward’s linkage to cluster electricity market 
prices into different groups. SOM and Ward’s clustering 
provide a similar clustering for the price series in this study. 

In [7], a SOM development is presented to achieve the 
segmentation and demand patterns classification for 
electrical customers on the basis of database measurements. 
The objective of this paper is to review the capacity of some 
of them and specifically to test the ability of Self-Organizing 
Maps (SOMs) to filter, classify, and extract patterns from 
distributor, commercializer or customer electrical demand 

databases. Before the clustering, demand data from time 
domain was transformed into frequency domain and it shows 
an improvement in clustering performance. 

In [8], various unsupervised clustering algorithms 
(modified follow-the-leader, hierarchical clustering, K-
means, fuzzy K-means) and the Self-Organizing Maps was 
tested and compared to group customers with similar 
electrical behavior into one. Furthermore, this paper 
discussed and compared various techniques like Sammon 
map [37], principal component analysis (PCA) [38], and 
curvilinear component analysis (CCA) [40] which are able to 
reduce the size of the clustering input data set, in order to 
allow for storing a relatively small amount of data in the 
database of the distribution service provider for customer 
classification purposes. The results of the clustering validity 
assessment performed in this paper show that the modified 
follow-the-leader and the hierarchical clustering run with the 
average distance linkage criterion emerged as the most 
effective ones. Both algorithms are able to provide a highly 
detailed separation of the clusters, isolating load patterns 
with uncommon behavior and creating large groups 
containing the remaining load patterns. The other algorithms 
tend to distribute the load patterns among some groups 
formed during the clustering process and, as such, are less 
effective.  

In [9, 10], for deriving the load profiles, they have used 
K-means algorithm. The data was measured using Automatic 
Meter Reading (AMR) senses by Korea Electric Power 
Research Institute. Before the load profiling, the data was 
normalized into the range of 0 to 1 and the optimal number 
of clusters is determined by using reproducibility evaluation 
method. 

From the above previous studies, we can see that the 
tasks of clustering multiple time series stream or many 
individual time series (i.e., electricity consumption data) 
have received significant attention, and most papers are 
using traditional clustering algorithms like K-means, SOM 
and Two-Step algorithms. However, these methods are not 
suitable for cluster analysis of time series like electricity data 
since these approaches are lack of scalability with high 
dimensions. Nevertheless, they are widely used, because 
algorithms for clustering high dimensional data sets are 
difficult to implement and it is hard to find open sources. 

III. SUBSAPCE PROJECTION CLUSTERING METHODS 

Subspace projection (Subspace clustering or projected 
clustering) is extension of traditional clustering that seeks to 
find clusters in different subspaces within a dataset. 
Subspace clustering algorithms might report several clusters 
for the same object in different subspace projections, while 
projected clustering algorithms are restricted to disjoint sets 
of objects in different subspace. These subspace projections 
also can be identified into three major paradigms 
characterized by the underlying cluster definition and 
parametrization of the resulting clustering [30].  

Cell-based approaches search for sets of fixed or variable 
grid cells containing more than a certain number of objects. 
Subspaces are considered as restrictions of a cell in a subset 
of the dimensions. Cell-based approaches rely on counting 
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objects in cells and with their discretization of data. This is 
similar to frequent itemset mining approaches. The first 
algorithm for cell-based clustering was introduced by 
CLIQUE [11]. CLIQUE defines a cluster as a connection of 
grid cells. Grid cells are defined by a fixed grid splitting each 
dimension in equal width cells. It consists of three steps: (1) 
Identification of subspaces that contain clusters, (2) 
Identification of clusters, (3) Generation of minimal 
description for the clusters. Base on similarity between 
mining frequent itemsets and discovering relevant subspace 
for a given cluster, MINECLUS [12] algorithm adapted FP-
growth and employed branch-and-bound techniques to 
reduce the search space. The quality of the results was 
further improved by (1) pruning small clusters of low quality, 
(2) merging clusters close to each other with similar 
subspaces, and (3) assigning points close to some cluster, 
else considered as outliers. SCHISM [13] uses the notions of 
support and Chernoff-Hoeffding bounds to prune the space, 
and use a depth-first search with backtracking to find 
maximal interesting subspaces. 

Density-based clustering paradigm defines clusters as 
dense regions separated by sparse regions. As density 
computation is based on the distances between objects, 
distances are computed by taking only the relevant 
dimensions into account in subspace clustering. They can be 
parametrized by specifying which objects should be grouped 
together according to their similarities or distances. Density-
based approaches are based on the traditional clustering 
paradigm proposed in DBSCAN [14]. The first approach in 
this area was an extension of the DBSCAN named SUBCLU 
[15]. It works in greedy manner by restricting the density 
computation to only the relevant dimensions. Using a 
monotonicity property, SUBCLU reduces the search space 
by pruning higher dimensional projections in a bottom up 
way, but it results in an inefficient computation. A more 
efficient solution is proposed by FIRES [16]. It is based on 
efficient filter-refinement architecture and consists of three 
steps: first step is the pre-clustering, all 1-D clusters called 
base clusters are computed; second step is the generation of 
subspace cluster approximations. The base clusters are 
merged to find maximal dimensional subspace cluster 
approximations; third step is post-processing of subspace 
clusters, refines the cluster approximations retrieved after 
second step. INSCY [17] is extension of SUBCLU, which 
eliminates redundant low dimensional clusters which 
detected already in higher dimensional projections. INSCY 
is depth-first approach, processes subspaces recursively and 
prunes low dimensional redundant subspace clusters. Thus, it 
achieves an efficient computation of density-based subspace 
clusters. As the maximal high dimensional projection is 
evaluated first, immediate pruning of all its redundant low 
dimensional projections leads to major efficiency gains. 
DOC [18] is a density based optimal projective clustering. It 
requires each cluster to be dense only in its corresponding 
subspace. Density conditions refer only to the number of 
points that project inside an interval of given length, and do 
not make any assumption on the distribution of points. 

Clustering-oriented approaches do not give a cluster 
definition like the previous paradigms. In contrast to the 

previous paradigms, clustering-oriented approaches focus on 
the clustering result by directly specifying objective 
functions like the number of clusters to be detected or the 
average dimensionality of the clusters. PROCLUS [19] 
partitions the data into k clusters with average dimensionality 
l, extending K-Medoids approach, which is called 
CLARANS [20]. The general approach is to find the best set 
of medoids by a hill climbing process, but generalized to 
deal with projected clustering. The algorithm proceeds in 
three phases: an initialization phase, an iterative phase, and a 
cluster refinement phase. The purpose of the initialization 
phase is to reduce the set of points and trying to select 
representative points from each cluster in this set. The 
second phase represents the hill climbing process that in 
order to find a good set of medoids. Also, it computes a set 
of dimensions corresponding to each medoid so that the 
points assigned to the medoid optimally form a cluster in the 
subspace determined by those dimensions. Finally, cluster 
refinement phase, using one pass over the data in order to 
improve the quality of the clustering. More statistically 
oriented, P3C [21] is comprised of several steps. First, 
regions corresponding to projections of clusters onto single 
attributes are computed. Second, cluster cores are identified 
by spatial areas that (1) are described by a combination of 
the detected regions and (2) contain an unexpectedly large 
number of points. Third, cluster cores are refined into 
projected clusters, outliers are identified, and the relevant 
attributes for each cluster are determined. P3C does not need 
the number of projected clusters as input. It can discover the 
true number of projected clusters under very general 
conditions. It is effective in detecting very low-dimensional 
projected clusters embedded in high dimensional spaces. 
P3C is the first projected clustering algorithm for both 
numerical and categorical data. Defining a statistically 
significant density, STATPC aims at choosing the best non-
redundant clustering [22]. It consists of following steps: 
Detecting relevant attributes around data points; refining 
candidate subspaces; detecting a locally optimal subspace 
cluster; constructing the good candidate subspace; greedy 
optimization, solving the optimization problem on candidate 
subsapce by testing all possible subsets is still 
computationally too expensive in general. 

There are also other subspace projection methods like 
DiSH [23], SUBCAD [24], CLICKS [25], PreDeCon [26], 
MAFIA [27], DUSC [28], FINDIT [29].  

IV. EXPERIMENTS RESULTS AND DISCUSSION 

The given test data set is the customers’ power 
consumption data obtained from Korea Electric Power 
Research Institute (KEPRI). It has 165 instances with 25 
attributes (one attribute is class label-contract types), and it is 
restructured as daily representative vectors:  

 
  42H ,42h0 customer,c ,0 C

H
C

h
C(c) ,...,V,...,VV=V (1) 

 
Where for each customer c, let V(c) denotes the total daily 

power usage of c in one day for 24 hours. The power usage 
is measured per 1 hour; therefore, each total daily power 
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usages data has 24 dimensions, and dimension names are 
noted as H1, H2, H3,…, H14, H15,…, H23, H24, e.g., H14 
means the measured time 14:00 PM. 

Subspace projection algorithms are used with default 
parameter settings [10] except Proclus, the number of 
clusters of which is set to 11, since there were 11 different 
contract types in the test data set. From Tables 1 to 3, we can 
see that when using K-means, SOM and Two-Step to cluster 
the given data, SOM has achieved better result than K-means 
and Two-Step since K-means and Two-Step have assigned 
most number of instances into one cluster. At least, 
traditional clustering approaches, they have assigned all 
instances into the clusters. In contrast, for example, FIRES is 
used with default parameter settings and it resulted in 13 
clusters where 92 un-clustered instances are. It means 
traditional algorithms are able to be used for load profiling to 
find representative consumption patterns as previous studies 
while subspace and projected clustering algorithms are not. 
The reason is that traditional clustering algorithms consider 
all dimensions which present the global properties of 
customers’ consumption patterns. The given contract types 
are determined by consumer’s consumption activities which 
characterize the global shapes (global property) of these 
consumption patterns. Since we have used these contract 
types as given class information, and subspace projection 
methods use subspace or projections of whole dimensions 
instead of all, the result of traditional approaches are better 
than subspace and projection methods.  

TABLE I.  CONFUSION MATRIX OF SOM 

 Found Clusters 
Contract 

Types 
1 2 3 4 5 6 7 8 9 10 11

1 0 1 0 0 0 0 0 3 0 0 0
2 4 3 1 22 2 0 0 56 2 0 0
3 0 0 0 0 0 0 0 7 0 0 0
4 0 0 0 0 0 0 0 0 0 0 2
5 0 1 2 5 1 0 1 6 0 3 0
6 0 0 1 0 0 1 0 1 0 0 0
7 0 0 0 0 1 0 1 3 2 1 1
8 0 1 0 1 0 0 0 0 0 0 0
9 0 1 0 0 0 0 0 0 0 0 0
10 5 1 1 3 0 0 0 0 0 0 0
11 0 0 1 0 0 0 0 17 0 0 0

TABLE II.  CONFUSION MATRIX OF K-MEANS 

 Found Clusters 
Contract 

Types 
1 2 3 4 5 6 7 8 9 10 11

1 3 0 1 0 0 0 0 0 0 0 0
2 88 0 2 0 0 0 0 0 0 0 0
3 7 0 0 0 0 0 0 0 0 0 0
4 0 0 0 1 1 0 0 0 0 0 0
5 12 1 3 0 0 1 1 0 0 0 1
6 1 0 1 0 0 0 0 0 0 1 0
7 6 0 0 0 0 1 0 0 1 0 1
8 1 0 1 0 0 0 0 0 0 0 0
9 1 0 0 0 0 0 0 0 0 0 0
10 9 0 0 0 0 0 0 1 0 0 0
11 17 0 0 0 0 0 0 1 0 0 0

 

TABLE III.  CONFUSION MATRIX OF TWO-STEP 

 Found Clusters 
Contract

Types 
1 2 3 4 5 6 7 8 9 10 11

1 0 0 0 0 0 0 0 0 0 3 1
2 1 0 0 0 0 0 0 0 0 88 1
3 0 0 0 0 0 0 0 0 0 7 0
4 0 0 0 0 0 0 0 1 1 0 0
5 2 0 0 2 1 1 0 0 0 11 2
6 0 1 0 0 0 0 0 0 0 1 1
7 0 0 0 0 1 1 0 0 1 6 0
8 0 0 0 0 0 0 0 0 0 1 1
9 0 0 0 0 0 0 0 0 0 1 0
10 0 0 1 0 0 0 0 0 0 9 0
11 0 0 1 0 0 0 0 0 0 17 0

 
Table 4 shows the dimensions relevant to definition of 

clusters. These relevant dimensions are describing the local 
properties of electricity consumption data and it is useful to 
define load shape factors [31, 32, 33]: for defining load 
shape factors, we have to find time intervals first which 
shows big difference of electricity usage during the time 
intervals. In previous studies, load shape factors are defined 
by experts according to their experience. From Table 4, we 
can see dimensions in each cluster which maximize the 
difference between itself with others. Definition of load 
shape factors can be done by considering time intervals of 
these neighboring relevant dimensions. For example, load 
shape factor for cluster-0 should consider time interval of 
01:00 AM ~ 09:00 AM, and for cluster-11, have to consider 
time interval of 18:00 PM ~ 19:00 PM and 22:00 PM~23:00 
PM. There will be some load shape factors overlaps in same 
time intervals. This problem will not cause serious problems 
since we can assign weight for each shape factors to cover it. 

TABLE IV.  DIMENSIONS RELATED TO DEFINITION OF CLUSTERS 
(DM:DIMENSIONS) 

Cluster Numbers 
DM

0 1 2 3 4 5 6 7 8 9 10 11 12
1 1 1         
2 1  1      1   
3 1 1         
4 1  1         
5 1  1         
6 1  1 1        
7 1  1     1   
8 1   1        
9 1  1        

10  1  1 1       
11  1  1 1      1
12  1  1       
13  1  1 1       
14  1  1 1 1 1  1   
15  1  1 1  1  1   
16  1  1 1  1     
17  1  1  1  1   
18  1  1  1  1 1  
19  1  1 1   1 1 1
20  1  1      1
21  1  1 1      
22  1  1 1 1 1   1  
23  1   1  1  1  
24    1   1  1

 

74Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-247-9

DBKDA 2013 : The Fifth International Conference on Advances in Databases, Knowledge, and Data Applications



From Figure 1, we can see some dimensions which is 
mostly related to the local property of the load usage 
patterns: often appeared dimensions tend to have most 
significant discriminating power to differentiate clusters. 
Therefore, suppose the given count threshold is 4 then 
dimensions {11, 14, 15, 16, 17, 18, 19, 22, 23} will be the 
most useful dimensions to define load shape factors. 
Combinations of these dimensions also can be most useful 
time intervals to derive load shape factor if and only the 
appearance of them are high enough and they are 
neighboring. Furthermore, we can use some relevance 
evaluation techniques to evaluate the defined load shape 
factors.  
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Figure 1. Count of relevant dimension’s appearance from table 3. 

 

V. CONCLUSION 

In this study, we have used small data sets consists of 
165 instances with 24 dimensions. The main objective of 
clustering is to find high quality clusters within a reasonable 
time. However, we found that several subspace and projected 
clustering algorithms like P3C, CLIQUE and DOC took too 
much time to get in the result. 

Also, we found that traditional clustering algorithms like 
K-means, SOM and Two-Step are better than subspace and 
projected clustering approaches when applied to define 
representative consumption patterns even they are lack of 
scalability with high dimensions - some instances are not 
assigned to the clusters when using subspace and projected 
clustering algorithms. However, relevant dimensions used to 
define clusters in subspace and projected approaches are able 
to be used for extracting load shape factors for classifications 
works by analyzing local and global properties of electricity 
consumption data set without prior knowledge. 
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