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Abstract— In recent years, the use of component-based syste
has become increasingly large in the daily life siicas domestic
applications. In addition, the diversity and the dyamic
components that can build them make this type of sgem very
awareness. For this reason, the assurance of depeaidlity and
safety execution are required in order to propose &etter
system performance and the best user satisfactiory lproviding
services continuity which consequently leads to riability. That
is really a challenge problem. Our goal in this paer is to
propose an adaptation mechanism, based on the mimro
services, to make such a system more efficient, atttlis, more
and more operational, even the existence of faulis it. To this
end, the fault tolerance is a good solution. Sdhé contribution
in this paper is based on a set of algorithms thawill be
employed by a set of local agents controllers andne global
agent controller.
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l. INTRODUCTION

Multi component system is composed of many differen

components, each of which is an individual systdine
complete system has a set of fixed functionalitiegery
component may have a varied composition
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Moreover, the agent technology has been largelyl use
and gives an interesting proposition to varioudfmms such
as e-commerce, distributed computiiglecommunication
networks services, monitoring and notification [8ic. They
provide several advantages, in the dependabiliéa,athe
fact that an agent [4]:

¢ Has the ability to communicate

e Can migrate from a defective component to another

in order to continue its execution, by the weak or
the strong mobility characteristics.

e Can keep track of the execution follow.

e Can be duplicated and cloned as needed, or killed

for example in a case of its failure

e Uses of low-cost and a low-power requirements

when it is executed on an equipment

* Etc.

Also we find that the interaction agent-agerls
exclusively via message-passing communication drel t
asynchronous message-passing have good scalability
characteristics.

The remainder of the paper is devoted to the detdil
our agents based fault detection mechanism. Se2tgises
a state of the art of the fault detection techrigqugection3

andPresents an overview of faults’ types that may ciffihe

implementation. As an example, we find the domesti¢'0rmal function. Section 4 details all the algarith that

applications, which use a computer component inhitree
environments. In this space, the wireless commitinica
between the components and the sensors devices
generally used. So, that system is very awareaess
dysfunction error localization is a delicate tabideed, an
abnormal execution in this kind of system can hesed by
the failure of any component, which can imperativauses
a dysfunction of the overall system. So, it is épdinsable to
detect such situation before the crash of the dveyatem.
One way to insure dependability of systems is towal
continuity of execution in the case of fault ocemee, which
is the aim of this paper. A promising techniqueltothis; is
the fault tolerance, which is defined as the abibit system
to continue normal operation despite the presefhfautis.

Our fault detection mechanism [1] focuses on theaisa
global controller and a set of local controllerdjieh aims
first to detect the fault whatever its nature tlzgplies the
algorithms to support it automatically, and adape t
execution to the suitable context. In this papar,gnal is to
enhance the mechanism with the use of both thetageil
the replication advantages. The replication is ictmmed as
one of the basic tools in a fault tolerance techaif].
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handle the detected faults. Finally, a conclusidnieves this
paper.

are 1. RELATED WORK

Fault tolerance is an indispensable characteristjaired
by different types of computer systems and spetific
distributed systems. The latter can fail due tof#ilere of its
components; why researchers are still trying td finway to
ensure dependability by fault tolerance. In sonoeliss, [5,
6] the authors propose a service migration from one
component to another to ensure a permanent presgnce
service despite it is being required; this can bsuiied
through three mechanisms, the first is used to genhe
context of interaction among the system compondhis;
second is employed to specify the rules accordmmghe
current context and the changes that may occurtrenthird
one identifies the migrated service. This apprdaa$i some
disadvantages:
» ltis only applied in a context where all comporseoit
the system have the same architecture on which
mobile service can migrate.
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« Regardless to the state of the component the servi@ dysfunction on behalf of another component, & kitter
should automatically migrate (even if the componendid not satisfy the needed request.
was in a good state). So, unnecessary transmissioddso, failures can be a result of an improper u$ehe

can be realized. In addition this technique
ineffective in case of a sudden fault (there isfandt
detection) [5].

There are also some mathematical methods for fault e

detection. For example, in [7,8] the approach is-hased. It
requires first a definition of a fault model thategorizes the
occurred fault as short, constant or noise, thesedban the
standard deviation between the later model andctineent
system state a fault can be detected. These mefitjas
require a knowledge on the domain to identify thelts’
type and a careful specification of the standardiatien
threshold.

The method used in [9] also requires the definitbthe

issystem by the user or due to:

« Software errors: that can be an arbitrary deviation
related to the code,
Materials errors: that can be the shutdown of a
component or its internal constituents, or
e Transmission errors: such as the omission of
sending or receiving messages or even to malicious
attack (citing as an example an injection of a code
into the system, by a malicious user, can cause a
deviation of the normal execution flow).
In Table 1, the source of the fault is relatedhi® ¢lement
of context. The persistence of a fault means ltstibn; it
may be transient or permanent. A permanent faudt figult

types of faults that can occur in order to detketrt on run-  which requires a software maintenance or human
time. Some other software techniques [10][11][1& @ set intervention.
of instructions to control the flow of executiomdathus
detect the existence of fault by comparing for epiama TABLE I. THE FAULTS' CATEGORIES
duplicated variables values with the variables theles Elements of | Categories of faults
[12]. Generally, these techniques rely on exteegglipment context external fault internal Fault
to handle the fault that will certainly cause angigant Entity | Hardware | An  error  of
perturbation treatment. I'user interaction  (such
Some techniques incorporate exceptional behaviors as emor /
during the entire development of fault toleranttritisited fr?nitr']ﬂcat'on.’ or
. o put mistake
systems implemented within component [13]. Othedaho )
introduced in [14][15], specify the normal and eptienal (transient /
behaviors of system components; so while exceptiona permanent) fault
responses, errors are detected. Hardwar: —Error referencing of
In spite of the number of solutions to insure fault an internal
tolerance, the fault problems’ detection and suppersist component
and not treated definitely. On the other side,rdwuirement / (processor,
of safety running of systems and the availabilitgelivered memory...)
services is very required. -internal hardware
failure
Ill.  THEFAULTS’'S CATEGORIES permanent fault
An error is the manifestation of a fault in thetsys, and uss%frtwarel @g eniry g’gﬁﬁﬁﬁ
a failure is the manifestation of an error on thevjed specification  of /
service by the system [16]. The fault type playsesy the application
important role if we want to get a fault toleranbéoreover, (transient/
faults can be categorized according to severatriit like permanent) fault _ _
the degree of severity, degree of permanence aeil th Software , Design fault in the
application itsel
nature. . permanent fault
The based component systems are considered ateonte [Temporal  aspec| Fault in | - the local Clock is
aware systems because a communication contexs\aoia (date, time) scheduling  and not synchronized
one moment to another. So, in order to classifjtsawe synchronization of _ i sical error
exploit, in this section, the following definitiasf context [1] me‘:'sages among, e to a transmission
“Context is any internal or external information, related to zg;%g‘nems problem
an entity, could _be L_Jsed an_d have an impact on th_e future ransient fault (transient
state of the application. This information can be linked to permanent) fault
one or more entities. The latter, regardless of their nature Location Localization Fault in the physica
(hardware / software / human), can trigger events that affect problem of | controllers of
the global state system. To this end, the occurrence of a fault neighboring component
causes certainly an immediate dysfunction to the global ]?O”;“es "(fffemthgf
systen’. environment)
So, we suggest classify the faults on the basehef t transient fault permanent fault

faults’s sources, their manifestations and theisiptence.
One component in a component-based system may ac@ou
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After the presentation of the proposed faults’ gatees, A. The global agent controller
the next section details our proposition that aimdescribe The global controller is seen as an agent. It plewia set
how the presented kind of faults are detected appgarted. of functignalities: gent.
« Manages the faults’ detection and,

N ) ) ) e Takes charge the occurrence of faults.
Dependability of our system is associated with the g switch the kind of the received event the agen
dependability of its components. It can be provided performs the suitable action. To do this, the dlobgent
insuring the availability of the exchanged evemts services  controller (Gac) must has a set of information atathase
among the system components (each component will benowledge. That contains an entry for each entitygosed
called entity “ei”) (Figure 1). of (see, table 2):
< the identity of the entity noted ei,

> e its state as a set of pairs (ss, state) where gaich
ei represents a name “ss” and the state (that can has
) Events the value “good” or “bad” ) of every its provided
— service.
Figure 1. the dynamic exchange of events in the system. * adescription of the list of the offered servicéshe

current entity and all its functional dependencies
To ensure a high dependability of the system amd it * The execution state “ESi” which represents the

IV. THE DETAILS OF OUR PROPOSITION

entities, we focus, as it is explained in the idtrction, on status of the executing operation, on the entity,
the advantages of agents as well as the replicaTiorthis which is periodically updated.
end, some tools (local and the global agents clierso(see TABLE I -
. . ) . HE REPRESENTATION OF THE INFORMATION THAT
the next sub s_ectlo_n)) and the next constraln_tst bauset: CHARACTERIZES AN ENTITY ATGAC.
* Each entlty_(el) prOposeS a set of services OStifel) The | state offered Servict Dependenc | Execution
can be provided in the form of quadruplet: entity state
OS (ei)={(s0, child(s0), cO , a0),(sl, child (sl), el (s1, good | (si,child (s1), cl.| (€2, s4 | ESI
cl,al),(s2, child (s2), c2,a2)...} where child (si all (s2,bad).. |al).. = |...
sub-services managed by the service "si" ,” ci” &t
denote respectively the cost and the availabilftyhe 1) Theglobal agent Controller as a manager of a fault
service (the latter takes the value available csypu detection . .
These quadruplets are sent to the global agentatient The operations of the global agent controller aited
by the entity. through a set of algorithms (see Figure 2), som¢hem

used to manage events flowing through the systamhea
indication of a fault of an entity ei:

. . e By its local agent controller (see Figure 2,
* An entity sends its request. instruction 10) or,

* Upon receiving the entire answers, the entity , gy another local agent controller (other than g0
defines all the functional dependencies D (ei) asedt agent controller) (see Figure 2, instruction 15).
them to the global agent controller. The Functional  ypon receipt of the entire functional dependesiciea
dependencies D (ei) are defined by a set of pafrain  given entity (ei) the global agent controller extsdhem to
example (D (ei) = {(e], sk) ...} where sk is thelidered  ypdate the availability of services (instructioinSFigure.2)
service by ej to ei. from “available” to “busy”.

« Each exchanged message must be double signddhe other types of events are detailing in the atgdrithm:

» For each connection of an entity (ei) to the systavo
tasks will be performed:

(through an hash function) by both the entity atsd i | 2 mput event
agent controller that helps in the control taskheflocal 3 oot
agent controller operation itself. So, if an agent ? gase (eveny of
controller does not sign its message a “Raise nof s Creat and send the local agent controller Laci
signed” event will be reported. . et
* A duplicated global agent controller is set andaipd S :Ir;fj(tf:;ai';b;'i;)y_<0 (e
periodically in order to take the control task [fet 1 P¢ takecharge(ei,ss)
principal global agent controller fails. 15 for svery conroller slemant of (Pcresearch (£:5)
° Each agent |S Supported by an ent|ty and |t (t[‘m‘]ag 14 For every controller element of (Elp: Send Mirror
will be killed if this entity fails or diSCONNECIBXCEPt | 15w taei . onss) omood state(ac) .cjes) -
the global agent controller and its cloned agen{ ;° e o e o oreparing and send a new Laci
(duplicated agent) which will migrate, if the er# 18Until (alse)

where the agents are running fail.

Figure 2. the global agent Controller algorithm.
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— Terminology

nw_elt: means that a new entity is connected to the

overall system.

Research (E, S)allow proposing a set of mirror services

(ms) to the entity affected by the fault.

Load DB (ei): adds to the database an entry contains thg

information concerning the entity (ei) (state (d),(ei) ...)
(see Table 2).

Extract_state (ej,
recuperation of the service state ss (ej) frondtitabase (see
Table 2).

Raise not-signed (i):this event means that there is a

dysfunction on the Laci, so a substitution of trefedtive
Lac must be done. Therefore, the new agent taleesebded
information like (the most recent value of the exem state
ESi) and continues the control of its entity.

Check_state (ej,ssjs a verification function (see Figure 3)

for testing the entity state.
All the other instructions will be carefully expted in their
ppropriate context.

Q

1 Input : entity : ej, service ss
2 Qutput: state of ej

3 Begin

4 State ( ej,ss¥Extract_state (ej,ss);

5 if (state (ej,ss) =badhen

6 send fault (ej,Gac,ss) to Laci

7 else

8 send Rv (Gac,ej,ss) to Lacj

9 if (Rep (ej,ss))hen

10 send good_state (Gac, ej,ss) to Laci

11 else

12 P& takecharge(ei,ss)

13 send fault (ej, Gac,ss) to every element of P
14 For every element of (Bp research (E,S)

15 For every element of (Bp Send Mirror(Gac, em, em
16 End if

17 Endif

18End

Figure 3. Check_state function.

Rv (Gac, ej, ss) is a verification request senthsy global
agent controller to (ej) in order to test its state

2) The agent global Controller as a responsible of the
fault tolerance

Upon the confirmation of the detection of a fahl tglobal

agent controller performs the two following tas&sstpport

the fault:

» Declares the entity (ei) as partially defectivesarvice
s, by following the algorithm in Figure 4, which yna
indicate the fault of the service provided by afitgro
all its dependencies (see Figure 2 instruction d1ky
Figure 3 instruction 12 and 13):
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ss) This function enables the

1 Input: (ei, s)

2 Output : list of pair P of (entity e, service s)

3 Begin

4 Forj=1to NE do

5 repeat

6 Dt(ej)¢ D(ej)

7 (en,sn)¢ extract an element from Dt(ej)

8 if (en= ei) and sn belong to {s} U {child (s)}then
9 insert P(ej,sn)

10 update_state (ei,s)
11 End if

12 until Dt(ej)=®

13 End For

14 return (p)

15 End

Figure 4. Algorithm of the takecharge function.

NE: indicates the number of entities in the system
The procedure update_state aims to update the tmpera
state, by “ bad”, of the defective service “s” atsdchild(s).

* The second sub-task of the global controller isntike
sure the continuity of system and the service dedince
by following the algorithm (in Figure 5) that ains
research the similar services (see Figure 2, lcisbmu
13; Figure 3, Instruction 14)

(es, ec, ae) : corresponds to the elected service

1 Input: (ei, s)
2 QOutput : list of pair P of (entity e, service s)
3 Begin
4 a& € busyl// the availability of service
5 State € bad // the operational state of service
6 es<s
7 s€es
8 ec&max (c)
9 elec&i
10 For j=1to NE do
11 if ((ss=e9 and (ae=available)
and éc <= e¢ and (states = good)) then
12 (es, ec, ae¥ (ss, sc, ae)
13 electk |
14 End if
15 (ss, sc, ae¥ extract an offered services from the table
16 State e& state (ss)
17 End For
18 if (State e= bag then
19 return @ , @)
20 else
21 return (€sect, €S)
22 Endif
23 End

Figure 5. The function Research
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B. Thelocal agent controller good_state (Laci , ei,ss)it is an event emanated from
To insure our control a set of a local controllamve  the local agent controller Laci. It shows that skevice ss of

been used; these controllers are seen as a logalsagoted It €Ntity &i is in a good state.

(Lac), one for each entity. Our suggestion of impéating good state (Gac, ei,ss}t is an event emanated from the
an agent controller is based on the idea of sstirtg, which global cpntroller. It shows tha_lt the entity einiscorrect state.
allows individual control of each entity. This loc@ntroller fd (ej,ss):denotes a promise from the entity ej to perform
executes a set of tasks that allows it to contreldperational  the service ss (functional dependency in the sers&g.

state of the entity. Faults are declared if antgrteviates  Verify_Rq (€i, ej,ss):the role of this function is to check
from this normal operation: if a request emitted by an entity ei is being psseel by an

» the entity sends and saves a simple request (R8j(ei entity &j or not. - . .
ss), (sav)é (RS (ei, &j, s3))), waiting for aqnsvméﬁting Save (RS(ei ,ej,ss))its role is to save the request (sends

(RP (ej, s5))) (see Figure 6 instructions 7 thruad a by the entity (ei)) that will be processed by thétg (ej)

possible definition of functional dependencies (see, Wait (RP(€],ss)): it aims to start the control of the
Figure 6 instructions 7 thru 9), du_rat|on of the response <_)f an entity ej to th@que_sts. _
So, the abnormal functional of an entity is repnése as Mirror (Gac, em, sm): |nd|cat|ng_ the elected_ service mirror
events sent by the agent. Such as sending an (alert ~ SM"and the identity of the entity that providéem. In
(Laci, €j, ss)) if an entity ej has promised thditgrei to ~ order to ensure the continuity of operation ofdkerall
ensure the service ss and it has not respondedf, ior ~ System.
returned a wrong result. Indeed, each controlleviges the

following tasks: L Input: event;
1) Keeping track of execution in order to capture the gﬁigg‘at
execution state, this will be used in a fault resgv(see 4 case (event)of:
Figure 6, instruction 42). > e f;'\f:)(és(ei ciss) -
2) Recgiving the external events coming into the it 7 Send fd((ei,’ssj)' to Lac]
In this case an external event can be: g Tregt( R,(llj‘(S(.ei,e)J),ss)) ;
. . . . . sen el,ss));
» a simple request from an entity ej (Figure 6, indion 10 fault (6] ,Gac) OR alert(Lacj, ejss) :
5); 1 If (Verify_Rq (ei, ej,ss)then o
+ a negative feedback from the Lacj, the controlleam 2 e Cancel RS(el.e}ss)
entity ej, that is resulting from an eventual poes 14 _ state (ej¢ bad
interaction with the entity ei; 15 Endif o
. . . . . . . 16 alert (Lacj, ei,ss):
e An inquiry concerning the entity ei, or an informoat 17 if(state (ei,ss)=badhen
failure of an entity ej if ei depends functionaitpm the 18 send g::[:(tacﬁ‘ é?i’ssssi)ttooéi'c
defective entity ej (this event is raised by thebgl 20  else o !
agent controller) (Figure 6, instruction 10...); 21 if((check_local _state (ei,ss,0))=0kn
3) Informing the failure of its entity ei (see Figufe o send g::[:gtgg: e;i*;si)fo"l_eaijc
instruction 18, 22,...); in the case of a no-respdngae 24 ele o
U . . 25 d d_state(Laci ,ei,ss) to Lacj
periodical test. of inspection performed by the agen oo e ggg d,itZtZ@ZE! eel'ssj) Riod
controller Laci itself, 27 Endif
The clarification of the terminology used in thexne 28 Endif
algorithms (in Figure 6 and Figure 7) is explaitetiow: 29 td(e),ss): .
. . L . . . update dependence D (ei)

RS _(e|, eJ,ss).lt_ is a simple request send by ei to €] 31 Send D(ei) to Gac
requesting the service ss. 32 good_state(Lacj , ej,ss) and not RP(ej,ss):

RP(ei,ss/Gac) it is an answer for a request sent by the 33 send RS(ei ej;ss) to Lacj )
entit (ei) (or Gac) 34 good_state(Gac, ej,ss) and not RP(ej,ss):

Y - Ne iy . . . 35 send RS(ei,ej,ss) to Lacj

Fault (ej, Gac,ss):it indicates a failure of an entity ej, at 36 save (RS(ei ,6j,s9)) ;
the service ss, reported by the global agent clertro 37 wait (RP(ej,ss));

Rep (ei,ss):this is a Boolean function. It represents the 38 Mirror (Gac, em, em)
answer or not of ei to the local test relatinghe service ss, b send (Fffs(gi'e?r;fgg»m. Cm
triggered by the local agent controller Laci . " wait (RP(Mj,ss));

Check_ local _state (ei,ss, t)it is a function that 42 continue the execution from the current state
represents the local test triggered after a timidits function 43 good_state(Lacj, €, ss) and not RP(Gac):
has a value 0 if the service ss of the entity @irdit answer, P send Eigf; gss) o Lad
and 1 Othe_rW|Se (see Figudp . L 46 activate the duplicated Gac

Time: it represents the duration between two periodical 47 until (false)
tests. 48End;

Alert (Laci , ei,ss):It denotes a failure of a service ss of
the entity ei reported by the agent controller iLac Figure 6. The agent local controller algorithm.
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The periodical test is performed by the executibthe
“check_ local _ state” function (see Figure 7) thall be
performed by the local agent controller, every\aegitime t
or in any other necessary moment like in the cdsth®
instruction 21 in Figure 6.

1 Input: entity ei,ss, time t;

2 Begin

3 if (not (Rep (ei))then

4 state (ei,s%r bad
5 send alert(Ci ,ei,ss) to Gac
6 t&time

7 Return (0)

8 else

9 state (e good
10 t&time

11 Return (1)

12 End if

13End

Figure 7. The function check_ local _state.

This last function (Figure 7) is used by the adext(i) to
control the operational state of entity ei anditlloffered
services.

V. CONCLUSION

This paper contains an effective contribution iwltfa
tolerance area applied to component-based systEirss,
some faults’ categories have been established \igggan
overview of the errors’ types, then this paper dbss our
reflection to insure a high dependability by a faalerance,
which is based on a global agent controller anetaflocal
agents controllers. Diverse situations (theoretg@nario)
have been treated: (1) even a fault, insuring tmeiguity of
delivering services, in a right way, by exploitittge agent
ability of keeping tack to capture the recent etiecu
context. (2) Insuring continuity of control evemlygsfunction
at the global agent controller itself or at onenawre local
agent controllers, through the use of the followfegtures:
the replication and the migration ability, etc. dnder to
validate the proposed mechanism, a simulationdifraestic
application is on the way with the purpose of givisome
statistics; and improving our theoretical. We hakiesen an
application for monitoring a patient at home, onickhwe
have selected a set of adequate components,
components are strongly coupled and other aretmatject
faults and test how the system react, etc.
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