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Abstract— While mobile platforms with increasing computing 
power nowadays have become popular, applications running 
on mobile platforms, however, still suffer from the limitations 
of resource availability and architecture variety imposed by 
mobile platforms. Offloading mobile application to a virtual 
machine deployed on a server or cloud computing environment 
is effective only for the cases of running stand-alone applica-
tions and is not able to achieve cooperative computing across 
platform boundary. In attempting to address the issue, this 
paper considers cross-platform Inter-Process Communication 
(IPC) to be an essential capability towards achieving coopera-
tive computing at application level and, as a demonstrative 
example, expands the IPC mechanism of Android system to be 
the foundation of building a collaborative and cooperative 
working environment. This expanded IPC mechanism is called 
XBinder. The main contribution of this work is providing a 
way for mobile applications to cooperate with local or remote 
services without developing complicate network transmission 
mechanism. Mobile applications are able to effectively and 
efficiently communicate with services which execute either on 
local node or remote node. 

Keywords- Cooperative Computing; Mobile Computing; IPC; 
Resource sharing; Remote Service. 

I.  INTRODUCTION 

With advances in hardware and software technologies, 
consumer embedded system products, in particular mobile 
platforms, are everywhere around our daily life. It has been 
envisioned that the next generation of computing systems 
would be mobile while embedded, in a virtually unbounded 
number, and dynamically connected [6]. This is getting true 
especially for mobile platforms such as smart phones and 
pad platforms which not only have become very popular 
embedded system products but also serve as personal mobile 
multifunctional platforms. It is also observed that desktop 
applications are being moved to run on mobile platforms. 
For example, accessing Internet services by using browser 
software or apps running on mobile platforms is now very 
common. However, a long existent issue is that most mobile 
platforms impose limitation on available resources such as 
computing capability, memory, storage, power supply (due 
to battery life), etc. In general, when application on mobile 
platforms is running in stand-alone manner, there would be 
some restrictions limiting its benefit or advantage. 

Mobile applications which are executed on cloud server 
can overcome the limitations mentioned above [9]. Building 
a virtual mobile platform in cloud computing environment is 
another solution for resource limitation [12]. When a mobile 
application is offloaded to run on a server deployed on cloud 
side, the server pushes the screen display of execution results 
directly to the user side [18][21]. The disadvantage is that in 
general a lot of image data transmission is required. Another 
effective approach is developing, in a case-by-case manner, 
mobile application with specific constructs [8]. However, it 
usually needs to establish some protocols between server and 
mobile applications for the purposes of exchanging data or 
cooperating. This approach appears comparatively not only 
quite complicated but also generally error-prone. In general, 
resources can be shared and processes can be cooperative. 
When the capability of cooperative computing, which is one 
type of distributed computing model and in which resources 
are shared among processes running on different connected 
platforms (called nodes), is taken into consideration, the 
approaches mentioned above do not fit. 

In this paper we consider that, in supporting cooperative 
computing at application level, cross-platform Inter-Process 
Communication (IPC) is essential, and present XBinder as an 
example of cross-platform IPC mechanism in attempting to 
address the issue of cooperative computing on networked 
mobile platforms. Fig. 1 illustrates an application scenario of 
XBinder, in which a number of services are shared among 
applications running on different networked platforms. 

XBinder expands the IPC mechanism of Android system 
to help set up the foundation of building a collaborative and 
cooperative working environment. Its development shows 
the following desirable features: 

 Remote process communication: A local process can 
communicate and cooperate with a remote process. 

 Easy application development with remote objects: 
Remote services can be built without developing new 
complicate network transmission mechanism. 

 Peer-to-peer communication: Every mobile platform 
with XBinder installed is a peer node. A peer node is 
able to directly transmit network packet to other ones, 
which may provide and apply remote service. 

 Multiple concurrent connections: XBinder supports 
concurrent operations for multiple connected nodes. 
The IPC of a connection will not be interfered when 
there are other connections working concurrently. 
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Figure 1.  Cooperative computing with XBinder 

 
The rest of this paper is organized as follows. Section II 

gives a brief discussion on related works. Section III presents 
the development of XBinder which serves as an example for 
demonstrating the fundamental capability to help achieve co-
operative computing. Section IV describes the evaluation of 
XBinder. Finally, Section V concludes this paper. 

II. RELATED WORKS 

This section briefly discusses some works related to 
solving the issues of resource limitation and cooperative 
computing on embedded systems or mobile platforms. 

Android as a Server Platform (AASP) [13] proposed to 
deploy Android applications on servers which work in cloud 
computing environment. The approach effectively addressed 
the issues, as described above, of resource constraint, power 
consumption and battery life through achieving a server of 
Android system. However, AASP did not take into account 
the operation requirements of data sharing, nor cooperation 
in either client-server or distributed computing styles. 

Reference [17] presented Distributed IPC using Virtual 
Device Driver in Monolithic Kernel (DIPC) to realize an IPC 
mechanism for distributed computing systems and achieved 
communication among processes in different systems. DIPC 
was implemented in kernel space and showed advantages of 
high priority and reducing extra copying or movement in 
data sharing. The disadvantage, nevertheless, comes from its 
operating in kernel space because it can use only kernel level 
function library. In addition, security becomes another issue. 

Borcea [6] and Iftode [11] both presented a distributed 
computing model for programming large networks which are 
composed of embedded systems and implemented prototypes 
for two applications on sensor networks. Their distributed 

computing model and the proposed architecture showed the 
main features of cooperative computing. In their works, co-
operative computing applications are composed of migratory 
execution units (including both code and data), called Smart 
Messages, working together to accomplish a distributed task. 
Their model showed generality and worked based on the IPC 
through message passing. The work described in this paper is 
mainly motivated by their contributions. 

Android system is developed based on Linux operating 
system [20]. It has its own IPC mechanism, called Android 
Binder, which demonstrates many desirable features such as 
stability, efficiency, security, and good resource management 
[3][19]. However, Android Binder adopts an object-oriented 
communication approach which put burdens on application 
developers by requiring case-by-case defined details. Never-
theless, this is considered quite suitable for remote process 
communication [10] and Android has shown its potential of 
being popular in the world of mobile platforms. Therefore, it 
is adopted in this work. 

III. THE DEVELOPMENT OF XBINDER 

The development of XBinder adopts the IPC mechanism 
of Android system as its base. The reasons are mainly that 
many software components of Android system, including the 
Binder driver and its associated software components, are 
open source software and freely available, and that Android 
has a large, and still growing, share in the arena of mobile 
platforms. XBinder has as its components XBinder Manager 
and XBinder Driver. Its architecture is depicted in Fig. 2 in 
which the dotted squares indicate the components which are 
modified from Android Binder framework [7], and the other 
parts are the components that are developed in this work. 
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Figure 2.  XBinder Architecture 

A. XBinder Driver 

 The IPC Manager manages all the communication 
between processes, such as applications and services, 
including allocating message space for processes, and 
helps transfer messages. Its functionality is achieved 
by modifying the mechanisms in Android for message 
delivery, process management, and space allocation. 

 XCOMM Manager is responsible for setting up node-
to-node connections and maintaining the connections. 
In addition to delivering services for those active 
connections, it handles the messages received from 
remote nodes. 

 The Remote Communication Interface, which is part 
of XCOMM manager, allows the XCOMM Manager 
to establish connections with XBinder of other nodes 
and exchange messages through the connections. 

XCOMM Manager is the core component in handling 
remote services. Its architecture is shown in Fig. 3. For each 
established connection, XCOMM Manager creates a Remote 
Request Handler and a corresponding Remote Node Object. 
There are two types of established connections: connecting 
the local node as requested by a remote node, and connecting 
a remote node requested by the local node. Remote Request 
Handler receives through Remote Communication Interface 
a message and processes that message. The Remote Request 
Handler puts the processed message into the corresponding 
Remote Node Object to be dispatched, by IPC Manager, to 
the destination process. 
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Figure 3.  The Architecture of XCOMM 

B. XBinder Manager 

 The Service Manager manages all the services that are 
either executing on local node or provided by remote 
nodes. Its functions include acquiring, adding, and 
deleting services in order to serve processes. 

 The Service Provider is responsible for servicing user 
demands by setting up and closing connection with 
remote nodes, allocating and releasing services. 

Service Provider works internally with XCOMM Manger 
and IPC Manager in XBinder to achieve providing remote 
services. The main steps are depicted in Fig. 4. When user 
issues a request to access a remote service, Service Provider 
passes the connect command with the IP address of the 
remote node to local XCOMM Manager which attempts to 
establish the connection and returns the status of connection 
to Service Provider. At the time when the connection from a 
remote note is accepted, XCOMM Manager informs Service 
Provider in order to start the requested service by creating all 
needed processes to run the service and passes the identifiers 
of all these processes to XCOMM Manager for recording 
purpose. The IPC Manager is designed such that, for a 
launched service, there is no difference in serving requests 
from local node or remote nodes. An advantage of this is that 
existing services need not be modified in order to fit the 
operations with XBinder. When a connection of utilizing a 
service is to be closed, the local XCOMM Manager informs 
Service Provider to terminate all the processes associated 
with that service. 
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Figure 4.  The steps in providing remote services 

XBinder is implemented using C programming language 
with GNU library functions so that not only the required 
network operations can be realized using sockets without 
difficulty but also the implementation can be installed to 
work in both Linux and Android systems. The modification 
done to the components in Android is accomplished by using 
Android software development kit [1][2][4][5]. 

IV. EVALUATION 

The evaluation of XBinder, including its functionality 
and performance, was conducted for the purpose of serving 
the proof of concept. A working environment of four nodes 
was set up, as shown in Fig. 5, in which two Wii sticks were 
connected to a desktop computer and serve as the controllers 
of user input devices [15]. In order to reduce the interference 
from possible yet unpredictable variation in the quality of 
network communication, wired Ethernet was adopted. The 
configuration of this environment is listed in Table I. 
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Figure 5.  The environment for evaluating Xbinder 

TABLE I.  THE CONFIGURATION OF THE EVALUATION ENVIRONMENT 

Node Desktop PC Laptop PC Nexus 7 Nexus 5 

CPU 
Intel Core 2 

Quad 
(2.5 GHz) 

Intel Core 
i5-540M 

(2.5 GHz) 

Nvidia Tegra 3 
(1.3 GHz) 

Qualcomm 
Snapdragon 
(1.5GHz) 

Memory 4 GB 4 GB 1 GB 2 GB 

O/S Ubuntu 12.04 Ubuntu 11.10 Android 4.4 Android 4.4

Network Wired Wired Wi-Fi Wi-Fi 

Devices Wii stick N/A 
 Accelerator 
 GPS 

 Accelerator
 Vibrator 
 GPS 

 
In testing the functionality of XBinder, Fig. 6 shows the 

case in which multiple nodes were concurrently using remote 
services and Fig. 7 demonstrates the operations in the test. In 
Fig. 7, while the smart phone (Nexus 5) and the Smart Pad 
(Nexus7) were accessing concurrently the sensor service 
provided by the right Wii stick which was connected to the 
desktop PC [15], the Smart Pad is providing a remote service 
to the laptop computer [16]. The test conducted in this case 
verified the concurrent operations of multiple nodes (users), 
the IPC with Linux and Android systems, and the connection 
functions in peer-to-peer style. 
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Figure 6.  Multiple nodes concurrently access remote service 

 
Figure 7.  Applications concurrently access a remote service 

The performance evaluation of this implementation was 
done by comparing the time of transmitting data blocks. Java 
RMI [14] was selected as the metric of comparison for the 
cases that involve remote communication, while the original 
Android Binder was the metric for the cases of local service.   
The transmission time measured starts from a data request is 
issued to the requested data is received, and for each selected 
data block size, 100 transmissions were separately measured. 
To avoid interference in measuring the transmission time, no 
file operations were involved. Table II lists the average time 
of transmitting data in different sizes, while Fig. 8 depicts the 
comparison of XBinder versus Java RMI. It can be observed 
that XBinder maintains similar performance compared with 
Android Binder and performs better than Java RMI in most 
test cases. When the data size grows larger, Java RMI shows 
better performance than XBinder. The reason is that XBinder 
needs two more copy operations during its operation in order 
to copy the data to the assigned address space. 

TABLE II.  COMPARING XBINDER WITH JAVA RMI 

Remote Communication Local Communication Data 
Size XBinder Java RMI XBinder Android Binder

16 B 255 797 20 18 

1 KB 555 995 21 19 

64 KB 6095 6250 146 144 

256 KB 23404 23132 531 516 

1 MB 92788 90388 3669 3663 

2 MB 185066 179943 N/A N/A 

Time Unit: micro-second (s) 
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V. CONCLUSION AND FUTURE WORK 

Mobile platforms usually run applications with limitation 
on available resources. While sharing can be one solution for 
the issue of limited resources, cooperative computing across 
platform boundary is very beneficial for mobile platforms. In 
this paper, we consider cross-platform IPC to be the essential 
capability in achieving cooperative computing at application 
level and, as one demonstrative example, present XBinder to 
provide Android-based mobile platforms the functionality of 
IPC over network connections. 

 The design and implementation of XBinder are based on 
Android Binder which is the default IPC mechanism for pro-
cesses running in Android-based platforms. XBinder extends 
the Binder Driver of Android to support network communi-
cation mechanism in order to form a multi-node working 
environment in which each node is an Android-based mobile 
platform. In addition, each node with XBinder installed can 
simultaneously function assuming both the roles of “client” 
and “server”. The results of evaluating its implementation 
showed that a process can communicate with other process 
running on remote node over network connection effectively 
and efficiently. 

An additional benefit of XBinder is that XBinder can be 
installed easily into any Linux-based platform to support 
cross-system IPC between Linux and Android systems. This 
is because Linux is the basis of Android and XBinder is built 
in the kernel space of Linux. Therefore, XBinder can run in 
Linux or Android system to provide a high-level abstraction 
of IPC mechanism and help programmers develop remote 
cooperative applications and services with ease. 
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