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Abstract—While widely endorsed, the increased provision of
electricity from renewable sources comes with the concern that
energy supply will not be as reliable in the future as it is today,
due to variations in the availability of wind and solar power.
However, fluctuations in energy supply also give rise to volatility
of the price for short-term energy procurement, and therefore
bear the opportunity to save costs through shifting energy
consumption to periods of low market prices. In a previous
work, we presented an evolution-strategy-based optimization
of production schedules with respect to day-ahead energy price
predictions, yielding good results, but – being a stochastic
optimization – not always arriving at the best solution. In this
paper, we extend our framework by agent-based mechanisms
for distribution and parallelization of the optimization, to
increase scalability and reliability of the approach.

Keywords-multi-agent systems; production planning; energy
efficiency

I. INTRODUCTION

In recent years, environmental-friendly production of en-
ergy and goods has gained more and more importance, with
both customers and governments demanding for “green”
production and increased provision of renewable energies.
However, critics claim that by relying more on variable and
volatile energy sources such as wind and solar power, the
future energy supply will not be as stable as today, with
variations in available energy over time [1].

However, these fluctuations in energy supply also give rise
to the volatility of the price for short-term energy procure-
ment, e.g., via the European Energy Exchange (EEX) [2],
taking into account the predicted feed-in of wind energy,
the current oil price and previous EEX results. This bears
the opportunity for manufacturing industries to decrease pro-
duction costs by shifting energy-intense production steps to
periods of high wind and solar energy availability – and thus
low energy prices – at the same time also fostering the use
of environmental-friendly renewable energy sources. Today,
demand-response mechanisms like this are only beginning
to be implemented in the industry, but are expected to gain
currency in some countries, as fluctuation of short term
energy price becomes more distinctive [3].

In previous work [4], we presented an approach for
optimizing a production schedule with respect to day-ahead

energy price predictions, using evolution-strategy. The op-
timization yields good results most of the time; but being
a stochastic algorithm, it does not always arrive at the best
solution, getting stuck in local optima instead. Thus, to find
the global optimum, the optimization needs to be run more
than once on a specific process graph. However, depending
on the complexity and granularity of the process graph, the
optimization can be a time consuming process, and with
the restricted time frame available between receiving energy
price forecasts and the end of the bidding period, it becomes
necessary to distribute and to parallelize the optimization
procedure.

In this paper, the optimization framework is extended
by agent-based mechanisms. Using a simple interaction
protocol, the optimization can transparently be distributed
to multiple servers to increase scalability and reliability, as
individual optimization runs are executed in parallel. As we
evaluated the results, we found out that even very few runs,
or “populations”, are sufficient to reliably arrive at a near-
optimal solution, without increasing the time to find these
results significantly.

We start this paper by outlining the principles of our
so far work (Section II) and proceed by describing on
how the multi-agent system paradigm can be used for the
purpose of manufacturing process optimization with respect
to dynamic energy procurement (Section III). We proceed
with the evaluation of the optimization framework (Sec-
tion IV) and subsequently compare our approach to related
work (Section V). Finally, we wrap up with a conclusion
(Section VI).

II. PREVIOUS WORK

In the following, we will provide a short recapitulation of
our work so far [4]. We start by presenting the production
process meta model and proceed with details on the simula-
tion and optimization algorithms. Subsequently, we explain
how the system has been implemented.

A. Production Process Meta-Model

In our approach, any production process is modeled as
a bipartite graph of activities and resources, similar to a
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Figure 1. Process meta-model [4]

Petri net [5]. Activities have input and output resources,
a duration of multiple atomic time steps, and a variable
energy consumption over this duration, which can also be
negative for energy sources and storage devices. Resources
have a minimum and maximum capacity and a current stock.
Resources are subdivided into primary resources (e.g., raw
materials, intermediate products), secondary resources (e.g.,
pressurized air, gas, waste heat) and inventory resources
(e.g., machines). The meta-model is shown in Figure 1.

Since electrical energy is the main concern of the opti-
mization, it is not modeled as a resource but treated sepa-
rately. Unlike other resources, electrical energy is available
in (for all practical purposes) unlimited quantity and at a
variable price, based on the energy market.

When an activity is executed, its input resources are con-
sumed and its output resources are produced, and it will add
to the overall energy consumption of the production process.
Primary and inventory resources are consumed/allocated in
the first step and produced/de-allocated in the last step of
the activity’s execution; secondary resources are produced
or consumed in every step of the respective activity.

Using this simple meta-model, a wide range of production
processes can be modeled. At the same time it facilitates the
simulation and optimization of energy consuming activities
in other domains, such as e.g., the utilization and charging
schedules of electric vehicles.

B. Simulation and Optimization

The purpose of the optimization is to find the best
possible production schedule for a given process model. In
the implementation at hand, cost optimization is conducted
mainly on the basis of day-ahead price forecasts, e.g., for
the EEX electricity spot market. The optimization consists of
three major steps: (1) The simulation of a given production
schedule, (2) measuring the quality of that simulated sched-
ule, and (3) finding the schedule with the highest quality.

1) Simulation: The simulation of a production schedule
keeps track of the resource stocks and the energy con-
sumption in each step of the simulation for the duration
of the process, checking which activities are to be started,
which activities are still running, and which activities are

to be ended in the current step, producing and consuming
resources and energy accordingly.

Concerning energy consumption and cost, two parame-
ters of the simulation can be adjusted to reflect different
determining factors: First, an energy price curve can be
provided, for instance from the day-ahead energy market.
Second, a base energy level can be specified, being the
amount of energy the facility acquires via a flat fee. Energy
consumption up to this level has already been paid for, so
the energy price curve does not apply for it.

2) Quality Measurement: The quality of a production
schedule p is determined by the inverse of its defect, which
is the weighted sum of the total energy costs (pe · we) and
the total over- and undershootings of the several resources’
capacities (pr,d · wr,d) over all steps of the simulation.

defect(p) = pe · we +
∑

r∈{p,s,i}

∑
d∈{l,h}

pr,d · wr,d

Different weights (wr,d) can (and should) be used for
resource stocks being too low and those being too high
(d ∈ {l, h}) and for the different kinds of resources
(r ∈ {p, s, i}).

Production schedules, which exceed the maximum or
minimum capacities of a resource are not discarded, but are
merely given a lower quality rating. For many optimization
algorithms this is necessary in order to overcome local
optima. For example, a schedule might be highly improved
by swapping two activities. During this swap, there may be
a phase in which the activities will both occupy a shared
resource, but the benefits of the new schedule may be big
enough to compensate for this temporary defect.

3) Optimization: For finding an energy- and cost-efficient
production schedule, making best use of a given energy price
curve, we use Evolution Strategy [6], which is similar to
genetic algorithms.

As the name implies, Evolution Strategy is inspired by
natural evolution: Using a (µ/ρ + λ) strategy, an initial
“population” of µ individuals is generated. In the system
at hand, each individual represents one production schedule.
Based on these µ “parents”, λ “offspring” are generated by
recombining a random selection of ρ parents and slightly
“mutating” the result. Finally, the quality of each of the par-
ents and offspring is determined and the µ best individuals
are selected to be the parents of the next generation. This
process is repeated until a satisfactory production schedule
is found.

The initial population is created by a very simple sched-
uler, aligning production activities as long as and as early as
the primary resources permit, or until a desired quantity of
products has been produced. In order to mutate an individual,
either a random activity is inserted into or removed from
the schedule, or one or more activities are moved to another
position in the schedule, thus being executed earlier or later.
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C. Optimization Framework and Tools

The approach is currently being evaluated using a pro-
totypical implementation, which can be used to design the
manufacturing process to be simulated, to configure and to
run the actual optimization, and to visualize the results.

The process meta-model and a simple graphical editor
for creating and configuring process models have been
implemented as an extension to the Eclipse development
environment. Following the usual notation for Petri nets,
activities are represented by rectangles and resources by
circles (see the example in Section IV).

Regarding the optimization, a generic optimization frame-
work has been created, which can be used for optimizing
different domains using different optimization algorithms.
The actual Evolution Strategy algorithm as well as the
process model domain have been implemented as plug-ins
for this framework, targeting the optimization of compa-
rably complex and heterogeneous industrial manufacturing
processes. With respect to other domains, such as charge
optimization of a large numbers of electric vehicles, other
algorithms may be expedient.

For the manufacturing domain, the system features a large
domain-specific area, providing controls for configuring the
simulation and optimization (e.g., the energy price curve to
use) and for showing the best production schedule found
so far in a Gantt-like diagram. Once the optimization has
come to an end, additional charts are available, showing the
energy consumption and stocks of individual resources over
the course of the simulation, as well as the development of
these charts over the course of the entire optimization as a
three-dimensional plot. Finally, the optimized process plan
can be saved to file.

III. AGENT-BASED OPTIMIZATION OF MANUFACTURING
SCHEDULES

While Evolution Strategy yields good results most of the
time, it is also possible, as with other stochastic local search
algorithms, that the optimization gets stuck in local optima.
To increase the chances of arriving at a solution close to
the global optimum, the optimization should be applied
on more than one “population”, and since the individual
populations are independent of each other, they can easily
be parallelized.

As described in the introduction, we combine the op-
timization framework with agent-oriented technologies to
distribute and parallelize the optimization, and find global
optima within reasonable time.

In the following we describe a simple interaction protocol,
which makes a number of optimization servers (i.e., agents
conducting the optimization) available to more than one
optimization client. Further, we explain how the protocol
was implemented using the JIAC V agent framework.

Figure 2. Interaction protocol used in the distributed optimization.

A. Interaction Protocol

Using the simple interaction protocol outlined in this
section, each of the populations of a (µ/ρ+λ) optimization
can be distributed to another agent. Since each run of the
optimization, or each population respectively, is independent
from the others, this does not introduce any noteworthy
communication overhead. An interaction diagram of the
protocol is shown in Figure 2.

The roles in the protocol are:
• optimization client, requesting an optimization
• optimization server, conducting the optimization
Obviously, there should be more than one optimization

server agent for the distribution to provide any benefit at
all, and there may be multiple clients, as well, sharing
those servers. In the following we will describe the several
interactions comprised in the protocol.

1) The protocol starts with a client broadcasting a RE-
QUEST message to all the servers.

2) Each server receiving the message checks whether it
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already has an “employer”, i.e., whether it is currently
running an optimization. If not, it replies with an
OKAY message.

3) The client received the OKAY message, and if it still
requires the server (i.e., if there have not been enough
replies from other servers yet), it replies by sending
the actual MODEL to be optimized to that server. The
number of remaining optimization runs is reduced.

4) On receiving the MODEL message, the server will
check again whether it already has an employer, as in
the case of multiple clients, it might have sent OKAY
messages to other clients, which may already have sent
their MODEL messages.
• If so, the server replies with a TOO LATE message.

The client received this messages and corrects the
number of remaining optimizations.

• Otherwise, the server accepts the client as its
new employer and starts the optimization run, and
finally sends a message holding the RESULT back
to the client.

• At any time, the client can send an ABORT
message, stopping the optimization.

5) The client continues sending out REQUEST messages
until the desired number of optimizations has been
conducted.

B. The JIAC V Multi-Agent Framework

JIAC V (Java Intelligent Agent Componentware, Ver-
sion 5) is a Java-based multi-agent development framework
and runtime environment [7]. Among others, JIAC features
communication, tuple-space based memory, transparent dis-
tribution of agents and services, as well as support for
dynamic reconfiguration in distributed environments, such
as component exchange at runtime. Individual JIAC agents
are situated within Agent Nodes, i.e., runtime containers,
which also provide support for strong migration. The agents’
behaviors and capabilities are defined in a number of so-
called Agent Beans, which are controlled by the agent’s life
cycle.

C. Implementation

The protocol has been implemented by means of two
JIAC Agent Beans, namely the Optimization Client Bean
and Optimization Server Bean. Just like the optimization
framework introduced in Section II, the Agent Beans were
kept generic so that they – and thus the protocol – can
just as well be used with domain-models other than the one
presented in this work, and even with different optimization
algorithms.

Using asynchronous messaging, the implementation with
JIAC (or a similar multi-agent framework) has some ad-
vantages over traditional approaches using remote procedure
calls or web services:

Figure 3. Example process: automobile construction (simplified)

• Both the Client Nodes and the Server Nodes can be
distributed to any computer in the local network, with
no need to configure IP addresses or ports.

• With each JIAC agent running in a separate thread, a
node with multiple agents can be deployed to a multi-
core server computer, and will automatically make ideal
use of the several CPUs.

• Optimization procedures can be aborted ahead of time
by sending the appropriate message. Similarly, the
servers can send back intermediate results, to provide
a trend for long-running optimizations.

Besides advantages over alternative means of distributed
systems, the agent-based approach performs as expected
with respect to previous local optimization. It yields good
results in reasonable time and the variability of results
decreases with an increased number of populations.

IV. EVALUATION

We evaluated our optimization algorithm and the benefits
of distribution and parallelization using a fictional process, a
production goal of five completed cars, a hill-shaped energy
price curve and an evolution strategy with µ = 3 and λ = 8.

A. Example Process

For the evaluation, a simple, fictional example process
inspired by automotive industry was used (Figure 3). The
process starts with two energy-intensive activities, which
induce lots of waste-heat besides their primary production
purpose: welding and painting the car chassis. Once the
paint has dried, some interior works are performed, and
finally the doors are attached to the chassis. For each of
the intermediate products, a specific primary resource is
created. The resulting production process graph is supple-
mented with utility activities and resources such as cooling,
on-site electricity storage and a gas-powered cogeneration
unit. The latter two elements can be used to temporarily
decrease the grid energy consumption, but costs for the
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corresponding increase in gas consumption will in turn add
to the production schedule’s penalty.

While the process surely is very simplified, it comprises
most of the aspects that can be realized in the process model,
for example
• the modeling of the basic production chain,
• one kind of machinery being used for two activities,
• the use of resources associated with a cost, or
• cooling facilities and other supporting processes.

B. Optimization Results

To asses the benefit of distribution and parallelization, the
example process was optimized several times with different
numbers of populations. The size of populations ranged
from one to thirteen, and ten runs of the optimization
were performed in each case. The results are shown in the
logarithmic plot in Figure 4.

As can be seen, using only one population, the quality of
the optimized process plan varies greatly. While there are
some results with near-optimal quality, many populations
apparently get stuck in local optima, and obtain a low
overall-quality. For up to four populations, results start to
look better, but are still noticeably scattered. For five and
more populations, the results become reliable, with almost
each optimization run resulting in near-optimal quality.

It may be noticed that the maximum quality reached –
around 0.05 – is still far from the theoretically possible 1.0.
The reason for this is that energy costs, no matter whether
they could be improved any further, still add to the defect
of the process. Thus, with minimum energy costs of around
20 (in no specific currency), the quality can not be much
greater than 0.05.

Also to be noted is the gap in quality between around
0.015 and 0.045. This gap separates results, which still have
resource conflicts, and those merely suffering from less-
than-optimal energy costs. In the evaluation, the weight of
resource conflicts was set to add greatly to the overall result’s
defect.

Further, we noted that there is little to none correlation
between the time an individual optimization run takes, and
the resulting quality (see Figure 4), i.e., a quick optimization
run can yield a very good result, while a long-running
optimization does not guarantee to bring a good result. Thus,
one possibility to improve the performance could be to start
a large number of optimization in parallel, and to abort the
remaining optimization runs once the first few results to
choose from have arrived.

V. RELATED WORK

Industry has long since discovered, that process optimiza-
tion is able to increase revenues significantly. As a result,
there are many sophisticated applications available today. In
this section we outline the latest optimization tools. Due to
the broad range of existing approaches we focus our survey

on works, which influenced us the most. We conclude this
section by discussing significance of our work against the
backdrop of contemporary applications.

Highly interesting for our work is the approach of Santos
et al. [8], as it puts focus on energy related criteria. Yet,
as opposed to our objective, the aim of Santos et al. is to
reduce energy consumption in general, while we try to adapt
our manufacturing schedules to a given objective function.
Bernik et al. [9] developed a similar approach, although they
do not account for energy criteria. The approach is capable
to propose manufacturing schedules, which are able to fulfill
a given production target. In addition to the manufacturing
schedule, resource requirements are calculated and assigned
to the production depots. Schreiber et al. [10] describe a
similar application, which optimizes manufacturing sched-
ules with respect to a specified given production target. As
opposed to the approach of Bernik et al., the application is
able to calculate so called lot-sizes, which are defined as
the number of pieces, which are processed at the same time
at one workplace with one-off (time) and at the same costs
investment for its set up [10].

In addition to the above mentioned academic works, there
are many commercial software packages available.

The Siemens Plant Simulation Software [11], for instance,
is a commercially available software, which facilitates the
optimization of production systems and controlling strate-
gies. Business- and logistic- processes may be supported
as well. Processes are captured in compliance with an
object oriented domain model. The SIMUL8 framework [12],
Arena [13] and GPSS/H [14] provide similar features and
are able to simulate entire production processes, from
warehouse capacities, to equipment utilization, to logistics-,
transportation-, military- and mining applications. Beyond
that, SIMUL8 additionally accounts for real life require-
ments, such as maintenance intervals and shift patterns.
Other types of software packages as for instance Simio [15]
and ShowFlow [16] do not explicitly focus on the opti-
mization of production processes, but on their visualization.
For this purpose, most of the mentioned applications apply
sophisticated 3D engines.

Thus far, the mentioned works are focused on the opti-
mization of production processes. Yet, over the last years,
the idea of general purpose frameworks emerged. Instead of
focusing on a particular domain or problem, general purpose
frameworks are able to optimize processes in general. Foun-
dation to these frameworks is a generic meta-model, which
is able to capture process structures.

PACE [17] and AnyLogic [18] for instance feature an
arbitrary level of detail for process design. While PACE
uses hierarchically arranged High-Level-Petri-Nets for this
purpose, AnyLogic applies an object-oriented meta-model
to capture process structures. SLX [19] takes a layered
approach to process modeling. Most commonplace pro-
cesses are handled in SLX’s upper layers, while unique
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Figure 4. Left: Correlation of number of populations to expected result quality. The graph indicates average quality values. Right: Correlation of time of
optimization run to result quality.

and more complex problems can be captured with SLX’s
lower layers. The Microsaint [20] package totally avoids
hierarchically structures and facilitates readability as well
as easy comprehensibility. The framework entirely relies
on flow charts as meta process language. In most analyzed
frameworks, process design is usually supported by visual
editing tools. The ADONIS framework [21] for instance
provides an impressive graphical editor for the design and
manipulation of the examined process system.

Finally, we analyzed tools which have been developed
for similar optimization problems, but for domains different
from manufacturing. Business processes for instance have
a striking resemblance to manufacturing processes and as
there are optimization frameworks for business processes,
we want to mention the most prominent members of this
realm as well.

To start with, ProcessModel [22] is a business process
optimization software, which supports optimization from
problem analysis to efficiency evaluation. The tool is able
to visualize many aspects such as money savings or the
efficiency of analyzed processes to serve customers. A
similar application is SIMPROCESS [23]. In addition to
the capabilities of ProcessModel, SIMPROCESS is able to
handle hierarchical process structures and comes along with
a set of sophisticated tools for the process design. Both
applications apply means of simulation in order to verify
optimized processes and to estimate their overall quality.

In this section, we gave a comprehensive overview on
state of the art concepts and applications. To sum up;
our idea of optimizing production with respect to dynamic
energy tariffs is adopted by none of the examined appli-
cations. Further, we can state that energy related criteria
are currently not comprehensively covered by state-of-the-
art solution, as only the approach of Santos et al. facilitates
such factors. We learned that evolutionary algorithms can be

used to increase the performance of optimization algorithms
and thus applied such principle [6]. Finally, the AnyLogic
framework convinced us to apply mechanisms of distributed
computing, namely the agent paradigm.

VI. CONCLUSION AND FUTURE WORK

This paper proposed the use of a multi-agent system
for the distributed process optimization with respect to
energy consumption. A set of software agents has been de-
signed and deployed to a physically distributed client-server-
architecture, implementing an interaction protocol for the
dynamic coordination of optimization processes and result
aggregation. Feasibility and performance of the system were
verified by using an exemplary manufacturing process. Re-
sults show that an increased number of parallel populations
significantly decreases the variability of simulation outcomes
and the probability of receiving a suboptimal result. Due to
parallelization, the duration of the optimization did not vary
noticeably with an increased number of populations.

In this study, only the distribution of many equivalent
optimization jobs to several agents is evaluated. However,
the agent-based optimization system is designed to accom-
plish variations between the individual jobs, e.g., using
different settings for the optimization. Furthermore, diverse
optimization strategies besides Evolution Strategy can be in-
troduced as plug-ins to the system. As an example, there may
be distinct independent sub-problems in the manufacturing
site’s overall process graph, such as the optimization of
manufacturing processes on the one hand and the charging of
forklift trucks on the other hand, where distinct optimization
algorithms perform better or worse.

Future work will be dedicated to the evaluation of quality
and performance gains through the aforementioned exten-
sions to the system; namely diversification of population
parameters (e.g., number of parents and offspring), diversifi-
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cation of optimizing algorithms, and breaking down process
graphs into sub-problems to distribute them among different
agents.

Further, it is our intention to exploit the agent-paradigm
stronger. In this work, we focused on the aspect of distribu-
tion and neglected other important characteristics of software
agency, as for instance autonomy, pro- or reactiveness. The
reason for this decision is simple, as we see the contribution
of this particular paper in the distributed structure of our for-
merly centralized solution. For the future, we want to use this
distributed structure as a basis for further extensions. Having
this objective in mind, we aspire an autonomous energy
procurement of additional energy and also an autonomous
brokering of energy surpluses, based on predicted energy
demands. In addition, we want to enhance our distributed
optimization by load balancing capabilities. Optimization
clients will be aware of the local load and be able to migrate
to machines with free capacity.
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