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Abstract—The European plate observing system (EPOS) 

addresses the problem of homogeneous access to heterogeneous 

digital assets in geoscience of the European tectonic plate. Such 

access opens new research opportunities.  Previous attempts 

have been limited in scope and required much human 

intervention.  EPOS adopts an advanced Information and 

Communication Technologies (ICT) architecture driven by a 

catalog of rich metadata.  The architecture together with 

challenges and solutions adopted are presented. 

Keywords - geoscience; information; metadata; CERIF; 

distributed databases; research infrastructures 

I. INTRODUCTION 

First, we introduce the challenges facing the EPOS project 

and cover briefly previous relevant work. 

A. Overview 

Information pertaining to geoscience in Europe is 

heterogeneous in language, structure, semantics, granularity, 

content precision and accuracy, method of collection and 

more.  However, there is an increasing demand for access to 

and utilisation of this information for decision-making in 

industry and government policy.  EPOS is providing a 

mechanism for homogeneous access to - and utilisation of - 

this heterogeneity. 

 

EPOS may be considered a journey.  During EPOS 

Preparatory Project (EPOS-PP) domain communities 

discovered their commonality and differences and – 

particularly - their digital assets offered as Thematic Core 

Services (TCSs).  These were documented in a database 

which demonstrated clearly (a) that considerable assets 

existed (more than 400); (b) that the organisations (covering 

more than 250 research infrastructures (RIs)) owning the 

digital assets were willing to make them available 

(sometimes subject to conditions); (c) that there was overlap 

of assets between some communities; (d) that 

multidisciplinary geoscience could be achieved by 

providing appropriate interoperation mechanisms to make 

the assets available to all.  The task of EPOS 

Implementation Project (EPOS-IP) is to build a geoscience 

environment (including governance, legal, financial, 

training and social aspects as well as technical ICT 

contributions) for the community.  This Version 1.0 of the 

EPOS platform will then be maintained and extended by the 

EPOS ERIC European Research Infrastructure Consortium 

(EPOS-ERIC), the legal body set up by the supporting 

Member States providing greater sustainability for 

maintenance, coordination and access into the future. 

 

There are currently 10 different TCS communities (with an 

additional one pending approval) with distinct and variable 

but complementary coverage over the entire spectrum of 

solid Earth sciences. While some of the TCSs are discipline 

specific such as seismology, geodesy, geomagnetism, 

geology, others are more cross-disciplinary in their origin 

such as near-fault observatories, volcano observations, 

satellite observations of geohazards, anthropogenic hazards, 

multi-scale laboratories and geo-energy test-beds for low-

carbon energy. TCSs have variable histories of 

developments where some have longer history (>100 years) 

and hence more mature than the others. They have 

established their own distinct ways of working, data and 

software specifications.  They have local domain-specific 

standards (although some are International or European) and 

constraints especially relating to their interoperation with 

other International organisations in their specific domain.  A 

real issue is the harmonisation of the descriptions of the 

TCSs’ assets as metadata both in syntax (structure) and 

semantics (meaning of terms used).  The intention is to 

assist interoperation of the TCSs assets within and between 

communities by means of the Integrated Core Services 
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(ICS) which forms the entry-point to EPOS and the view 

over the EPOS assets made available within the TCSs. 

 

The key requirements are as follows: 

1. Minimal interference with existing communities’ 

operations and developments including IT; 

2. Easy-to-use user interface; 

3. Access to assets through a metadata catalog: 

initially datasets but progressively also services, 

workflows, software modules; computational 

facilities, instruments/sensors all with associated 

organisational information including experts and 

service managers; 

4. Progressive assistance in composing workflows of 

services, software and data to deploy on e-

Infrastructures to achieve research infrastructure 

user objectives. 

B. Interoperability Challenge 

EPOS comprises 10 communities of users characterised by 

domain of interest (TCSs) which supply the metadata 

describing the assets to the ICS.  These communities have 

varying levels of expertise in the use of ICT for their 

scientific domain.  The processing techniques used vary 

from domain to domain.  With differing domains, the data 

models used for data collection and processing, and the 

metadata associated with that data, vary greatly.  Across 

many domains geo-coordinates (including both space and 

time) are common, but not necessarily using the same 

coordinate system. Similarly there are multiple metadata 

standards used. 

 

The software used for processing in each community is 

different, although there is some commonality where several 

communities use satellite imagery.  The data processing – 

from validating raw data, summarising, analytics, 

simulation and visualisation – varies from community to 

community.  The more advanced communities have 

sophisticated workflows integrating data and processing 

with advanced computing facilities addressing key scientific 

challenges with big-data analyses and modelling. 

 

Most of the domains have organised computing and 

observational (sensor-networks) infrastructure for their 

purposes at institutional, national and trans-European levels.  

However, additionally it may be necessary to utilise 

supercomputing facilities which require procurement or 

agreements for use as well as mechanisms to deploy the 

processing workflow.  Progressively, EPOS is working 

more closely with European Open Science Cloud (EOSC) to 

provide such facilities, although the EPOS architecture is 

designed to be independent of e-Infrastructure. 

e-Is (e-Infrastructures) continue to provide a level of 

services common to – and used by - many Research 

Infrastructures (RIs) and other research environments. The 

major e-Infrastructures of relevance to EPOS-IP are: 

1. GEANT: the academic network in Europe which 

brings together the national computational 

networks [1];  

2. EGI: a foundation and organisation providing 

infrastructure computing and data facilities for 

research [2];  

3. EUDAT an EC-funded project to provide 

infrastructure services for datasets including 

curation, discovery [3];  

4. PRACE: a network providing resources on 

supercomputers throughout Europe [4]  

5. EOSC: the European Open Science Cloud which 

aims to provide infrastructure services for research 

with the first pilot project starting in January 2017 

[5] and subsequently the EOSC-Hub which is 

soliciting services; 

6. OpenAIRE: an EC-funded project to provide 

metadata to access research publications and – 

started recently – related datasets [6];  

 

Participant organisations in EPOS have been involved to a 

greater or lesser extent in all of these activities.  In particular 

EPOS TCSs (with support from the ICS team) have been 

conducting pilot projects with EGI, PRACE and EUDAT 

and EPOS is involved in the EOSC pilot.   

 

The level of expertise in both the science and the use of IT 

varies from community to community.  There has been quite 

some education effort from the central IT team towards the 

domain communities to explain current computing 

techniques – especially for cross-domain interoperability 

which previously had not been a consideration. 

 

C. Previous Work 

EPOS provides an original approach to the provision of 

homogeneous access over heterogeneous digital assets.  

Previous work has been within a limited domain (where 

standards for assets and their metadata may be consensual 

thus reducing heterogeneity) and involving much manual 

intervention with associated costs and potential errors.  An 

early attempt for geoscience information was Filematch [7} 

which exhibited those problems. NASA has a Common 

Metadata Repository (CMM).  In 2013 NASA decided it 

could not persuade every data provider to use ISO19115 so 

developed the Unified Metadata Model (UMM) [8] to and 

from which other metadata standards are converted. This 

follows the approach used in EPOS already and provides 

some assurance of the direction being taken.  The Open 

Geoscience Consortium (OGC) has produced a series of 

standards.  GeoNetwork [9] has established a suite of 

software based around the OGC ISO19115 metadata 

standard; however, despite its open nature this software 

‘locks in’ the developer to a particular way of processing 

and does not assist in the composition and deployment of 

workflows and the metadata is insufficiently rich for 
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automated processing. Some major projects run parallel to 

EPOS: EarthCube [10] is a collection of projects providing 

designs and tools for geoscience including interoperability 

in USA which investigated the brokering approach  - 

encountering the ‘explosion problem’ of many bilateral 

brokers and is now following a metadata-driven brokering 

mechanism like that used in EPOS; Auscope [11] is a set of 

related programmes in Australia with one (AuScope GRID) 

providing access to assets and using ISO19115 as the 

metadata standard with the deficiencies mentioned above; 

GEOSS [12] is developing interoperation through a system 

or systems approach which naturally requires many bilateral 

interfaces to be maintained with consequent difficulties and 

maintenance costs as systems evolve. 

 

Thus, the EPOS solution overcomes the major problems 

associated with previous or parallel work namely: many-to-

many interfaces between software brokers or systems and 

insufficiently rich metadata for automation while enabling 

interoperability across multiple asset sources.   

 

The rest of the paper is organized as follows: Section II 

describes the architecture, Section III discusses the 

importance of metadata and Section IV gives the current 

state and outlook. 

 

II. ARCHITECTURE 

The ICT architecture of EPOS is designed to facilitate the 

research community and others in discovering and utilizing 

through the ICS the assets provided by the TCS 

communities. 

A. Introduction 

In order to provide end-users with homogeneous access to 

services and multidisciplinary data collected by monitoring 

infrastructures and experimental facilities (and to software, 

processing and visualization tools as well) a complex 

scalable and reliable architecture is required. A snapshot of 

the architecture is outlined in Figure 1. It includes three 

main layers: 

Integrated Core Services – ICS, the e-Infrastructure 

designed and run by EPOS; this is the place where the 

integration of data and services provided by the TCS, 

Community Layer occurs.  Integrated Core Services are 

characterized by a Central Hub (ICS-C), whose main goal is 

to host the metadata catalog and orchestrates external 

resources (e.g., HPC), and the Distributed Services (ICS-D), 

whose goal is to provide resources (e.g., computational, 

visualisation). 

Thematic Core Services -TCS made up of pan European e-

Infrastructures which disseminate data and services of a 

single discipline (e.g., seismology with ORFEUS/EIDA)  

National Research Infrastructures - NRI, made up of RIs 

providing data and services,  

Starting from the latter, NRI represent the wealth of assets 

provided by national or regional institutions or consortia, 

and are referred to as DDSS, i.e., Data, Data-products, 

Software and Services.  The asset descriptions are collected 

first as DDSS in the DDSS master table which also records 

the state of maturity and management parameters. They are 

subsequently harvested as metadata for population of the 

EPOS ICS-C catalog. 

 

TCSs enable the integration of data and services from 

specific scientific communities. The architecture of the 

services provided by the individual communities is not 

prescribed, what is required is that the  

 

 
 

Figure 1. EPOS Architecture 

 

metadata describing the data and services available is in a 

form that can be consumed by the ICS, allowing the ICS to 

integrate with those services and data (Figure 1).  

B. ICS 

The EPOS-ICS provides the entrypoint to the EPOS 

environment.  The ICS consists of of the ICS-C and 

distributed computational resources including also 

processing and visualisation services (ICS-D) of which a 

specialization is Computational Earth Science (CES). ICS-C 

provides a catalog of, and access to, the assets of the TCSs.  

It also provides access to e-Infrastructures (e-Is) as ICS-Ds 

upon which (parts of) workflows are deployed (other parts 

may be deployed within the computing capabilities of RIs 

within EPOS). EPOS has been involved in projects with e-Is 

to gain joint understanding of the interfaces and capabilities 

ready for deployment from ICS-C.  EPOS has also been 

involved in the VRE4EIC project [13} (and cooperating 

with EVER-EST [14]) to ensure convergent evolution of the 

EPOS ICS-C user interface and APIs for programmatic 

access with the developing Virtual Research Environments 

(VREs).  EPOS partners are also participating in is the 

recently approved ENVRIFAIR project which will assist in 
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building linkages between EPOS ICS-C and European Open 

Science Cloud (EOSC) (Fig. 2). 

 

The linkage between ICS-C on the one hand and the e-Is 

and TCS local computing resources and assets on the other 

as ICS-Ds will be constructed in the ICS-C and managed in 

the deployment phase.  The workflow for the deployment 

(which may be a simple file download or a complex set of 

services including analytics and visualisation) will be 

generated within the ICS-C by interaction with the users.  

The workflow will be checked by the end-user before 

deployment.  However, the detailed content/capability of the   

 
 

Figure 2. EPOS Positioning 

 

assets might not be known, e.g., the dataset may not contain 

the relevant information despite its metadata description or  

the software may not execute as the user expects despite the 

metadata description.  The execution of the deployment is 

monitored and execution information is returned to the end-

user.  The workflow may be deployed in one of two ways: 

(a) directly with no user interaction during execution of the 

deployment; (b) step-by-step with user interaction (so-called 

computational steering) between each step.  Deployments of 

type (a) will have better optimisation (for performance) and 

security but could possibly execute a workflow the 

components of which do not behave as the user expects.  

Deployments of type (b) lack optimisation but allow the 

user to stop the workflow deployment at any step, examine 

the results and – if not as expected – reorganise the 

workflow (by changing components) to meet more closely 

the requirement. 

 

The ICS represents the infrastructure consisting of services 

that will allow access to multidisciplinary resources 

provided by the TCS. These will include data and data 

products as well as synthetic data from simulations, 

processing, and visualization tools.  

 

C. ICS-C 

The ICS-C consists of multiple logical areas of 

functionality, these include the Graphic User Interface 

(GUI), web-API, metadata catalogue, user management etc. 

A micro-service architecture has been adopted of the ICS-C, 

where each (micro) services is atomic and dedicated to a 

specific class of tasks.  The ICS-C is where the integration 

of other services from ICS-D and TCS takes place.  The 

architectural constraints for the ICS-D are elaborated as a 

metadata model within the ICS-C CERIF (Common 

European Research Information Format) [15] catalog and 

are being implemented.  

The ICS-C System is the main system that manages the 

integration of DDSS from the communities. On top of such 

system, a Graphic User Interface (GUI) enable the user to 

search, discover, integrate data in a user-friendly way. 

The EPOS ICS-C system architecture (Fig. 3) was designed 

and developed with the aim of integrating data and services 

provided by TCS. In order to a) enable the system to run in 

a distributed environment, b) guarantee up-to-date 

technological upgrades by adopting a software-independent 

approach, c) proper scaling of specific system 

functionalities, the chosen architecture followed a 

microservices paradigm. 

 The Microservices architecture approach envisages small 

atomic services dedicated to the execution of a specific class 

of tasks, which have high reliability [16], [17]. Such 

architecture replaces the monolith with a distributed system 

of lightweight, narrowly focused, independent services. In 

order to implement the microservices paradigm, Docker 

Containers technology was used. It enables complete 

isolation of independent software applications running in a 

shared environment. In particular, each microservice is 

developed in Java language and performs a simple task, as 

atomic as possible. The communication between 

microservices is done via messages received and sent on a 

queueing system, in this case RabbitMQ. As a result, a 

chain of microservices processes the requests.  

 

The current architecture includes AAAI.  This has been 

implemented using UNITY [18] and has involved close 

cooperation with CYFRONET.  However, in May 2018 an 

integrated authentication system for academic communities 

was announced and this has now been adopted.  

Authorisation is more complex and depends on rules agreed 

with the TCS (within the context of the financial, legal and 

governance traversal workpackages of EPOS-IP) for each of 

their assets and included further metadata elements into the 

CERIF catalog to control such authorisation. AAAI will be 

continuously evolved and updated to ensure appropriate 

security, privacy and governance.  Related to this, the GUI 

now provides a user notification pointing to a legal 

disclaimer for the EPOS system. 

 

A major requirement of the system, after asset discovery, is 

the construction of workflows that can be used to access / 
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process data. This has implications for the entire software 

stack; visually designing the workflows, managing and 

persisting inputs and outputs, scheduling and execution of 

processes, access to metadata, access to data and service  
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Figure 3. ICS-C Architecture 

 

from the TCS. The topic as whole required significant 

analysis of requirements and available technologies.  

Working in cooperation with the VRE4EIC project we have 

the basic components for (a) a general workflow manager 

interface; (b) interfaces to specific workflow managers such 

as Taverna [17]. 

 

Beyond simple map visualisations that consume web map 

services the ICS-C user interface may be required to support 

additional types of visualisation. This set of supported 

visualisation types and associated data formats needs 

confirmation as it will not be practical to support all formats 

of data for all types of visualisation.   

 

D. ICS-D 

The distributed services offered by the ICS-D facet of the 

architecture ties-in with the workflow management, as the 

distributed services in question beyond just being 

discoverable are likely candidate for inclusion in processing 

workflows.  A specification of the metadata elements 

required for ICS-D has been produced and forms part of the 

architecture.  ICS-D will appear to the workflow, or to the 

end-user, as a service accessed through an API.   However, 

the choice of which ICS-D to use and the deployment of a 

workflow across one or more ICS-Ds requires optimisation 

middleware.  Results from the PaaSage project [18] are 

relevant and the concurrent MELODIC project [19] offers 

optimisation including that based on dataset placement and 

latency.  Further refinement of requirements and the 

architectural interfaces continues. 

 

 

 

III. METADATA 

Metadata is the key to discover and utilise the 

heterogeneous assets of EPOS in a homogeneous way thus 

facilitating cross-domain, interoperable science. 

A. Introduction 

The metadata catalogue is the key technology that enables 

the system to manage and orchestrate all resources required 

to satisfy a user request. By using metadata, the ICS-C can 

discover data or other digital objects requested by a user, 

contextualise them (for relevance and quality) access them, 

send them to a processing facility (or move the code to 

facility holding the data) depending on the constructed 

workflow, and perform other tasks. The catalogue contains: 

(i) technical specification to enable autonomic ICS access to 

TCS discovery and access services, (ii) metadata associated 

with the digital object with direct link to it, (iii) information 

about users, resources, software, and services other than 

data services (e.g., rock mechanics, geochemical analysis, 

visualization, processing).  The data model used for the 

catalogue is CERIF 

Metadata describing the TCS DDSS are stored using the 

CERIF data model which differs from most metadata 

standards in that it (1) separates base entities from linking 

entities thus providing a fully connected graph structure; (2) 

using the same syntax, stores the semantics associated with 

values of attributes both for base entities and (for role of the 

relationship) for linking entities, which also store the 

temporal duration of the validity of the linkage. This 

provides great power and flexibility. CERIF also (as a 

superset) can interoperate with widely adopted metadata 

formats such as DC (Dublin Core) [20], DCAT (Data 

Catalogue Vocabulary) [21], CKAN (Comprehensive 

Knowledge Archive Framework) [22], INSPIRE (the EC 

version of ISO 19115 for geospatial data) [23] and others 

using convertors developed as required to meet the metadata 

mappings achieved between each of the above standards and 

CERIF   The metadata catalogue also manages the 

semantics, in order to provide the meaning of the attribute 

values.  

 

The use of CERIF provides automatically: 

(a) The ability for discovery, contextualization and (re-

)use of assets according to the FAIR principles [24] 

(b) A clear separation of base entities (things) from 

link entities (relationships); 

(c) Formal syntax and declared semantics; 

(d) A semantic layer also with the base/link structure 

allowing crosswalks between semantic terminology 

spaces; 

(e) Conversion to/from other common metadata 

formats; 

(f) Built-in provenance information because of the 

timestamped role-based links; 
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(g) Curation facilities because of being able to manage 

versions, replicates and partitions of digital objects 

using the base/link structure; 

 

The catalog is constantly evolving with the addition of new 

assets (such as services, datasets) but also increasingly rich 

metadata as the TCSs improve their metadata collection to 

enable more autonomic processing. 

B. TCS Metadata 

The process of populating the catalog is crucial in the EPOS 

vision. Indeed, populating the catalog means to make 

available all the information needed by an end user to 

perform queries, data integration, visualisation and other 

functionalities provided by the system. 

Greater interaction with TCS communities to ensure that 

their metadata, data and services are available for harvesting 

in the appropriate format and to populate the CERIF data 

model has been achieved and will be continued. 
. 

C. ICS Metadata 

The EPOS baseline, presents a minimum set of common 

metadata elements required to operate the ICS taking into 

consideration the heterogeneity of the many TCSs involved 

in EPOS. It has been implemented as an application profile 

using an extension of the DCAT standard, namely the 

EPOS-DCAT-AP.  It is possible to extend this baseline to 

accommodate extra metadata elements where it is deemed 

that those metadata elements are critical in describing and 

delivering the data services for any given community. 

Indeed, this has happened when the original EPOS-DCAT-

AP was found to be inadequate and a new version with 

richer metadata was designed and implemented. 

  

The metadata to be obtained from the EPOS TCSs as 

described in the baseline document (and any other agreed 

elements) will be mapped to the EPOS ICS CERIF catalog. 

The process of converting metadata acquired from the 

EPOS TCS to CERIF will be done by in consultation with 

each TCS as to what metadata they have available and 

harvesting mechanisms. 

 

The various TCS nodes have APIs or other mechanisms to 

expose the metadata describing the available DDSS in a 

TCS specific metadata standard that contains the elements 

outlined in the EPOS baseline documents better described in 

the following sections. It also requires ICS APIs 

(wrappers) to map and store this in the ICS metadata 

catalogue, CERIF. These APIs and the corresponding ICS 

convertors collectively form the “interoperability layer” in 

EPOS, which is the link between the TCSs and the ICS 

 

In order to manage all the information needed to satisfy user 

requests, all metadata describing the TCS Data, Datasets, 

Software and Services (DDSS) is stored into the EPOS ICS, 

internal catalog. Such a catalog, based on the CERIF model, 

differs from most metadata standards used by various 

scientific communities in that it is much richer in syntax 

(structure) and semantics (meaning).  

For this reason, EPOS ICS has sought to communicate to 

the TCS communities the core elements of metadata 

required to facilitate the ICS through the EPOS Metadata 

Baseline. This baseline can be considered as an intermediate 

layer that facilitates the conversion from the community 

metadata standards such as ISO19115/19, DCAT, Dublin 

Core, INSPIRE etc. describing the DDSS elements and not 

the index or detailed scientific data (Figure 1Fig. 4). 

 
 

Figure 4 EPOS Metadata Baseline 
 

D. DDSS and Granularity Database 

 

As a part of the requirements and use cases collection 

(RUC) from the TCSs, a specific list was prepared to 

include all data, data products, software and services 

(DDSS). This DDSS Master Table was used as a 

mechanism to update the RUC information as well as 

providing a mechanism for accessing more detailed IT 

technical information for the development of the ICS 

Central Hub (ICS-C).  The DDSS Master Table was also 

used for extracting the level of maturity of the various 

DDSS elements in each TCS as well as providing a 

summary of the status of the TCS preparations for the ICS 

integration and interoperability. The current version of the 

DDSS Master Table consists of 363 DDSS elements, where 

165 of these already exist and are declared by TCSs to be 

ready for implementation. The remaining DDSS elements 

required more time to harmonize the internal standards, 

prepare an adequate metadata structure and so are available 

for implementation soon. In total, 21 different 

harmonization groups (HGs) are established to help 

organizing the harmonization issues in a structured way. 

TCSs are preparing individual TCS Roadmaps which will 

describe the development and implementation plans of the 

remaining DDSS elements including a time-line and 

resource allocations.  In addition, user feedback groups 
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(UFGs) are being established in order to give constant and 

structured feedback during the implementation process of 

the TCS-ICS integration and the development of the ICS. 

 

The DDSS Master Table was constantly being updated as 

new information from the TCS WPs arrive. The older 

versions are also kept in the archive for future reference.  

The DDSS master table is being transformed to the 

granularity database because of the problems of referential 

and functional integrity using a spreadsheet; relational 

technology provides appropriate constraints to ensure 

integrity. 

 

The TCS requirements and use cases (RUC) collection 

process was designed carefully, taking into account the 

amount and complexity of the information involved in all 10 

different TCSs. An increasingly detailed RUC collection 

process is formulated and explained through dedicated 

guidelines and interview templates. A roadmap for the ICS-

TCS interactions for the RUC collection process was 

prepared for this purpose and distributed to all TCSs.  

 

In this approach, a five-step procedure is applied involving 

the following: 

• Step 1: First round of RUC collection for mapping 

the TCS assets; 

• Step 2: Second round of RUC collection for 

identifying TCS priorities; 

• Step 3: ICS-TCS Integration Workshop for 

building a common understanding for metadata  

• Step 4: Third round of RUC collection for refined 

descriptions before implementation; 

• Step 5: Implementation of RUC to the CERIF 

metadata; 

 

Planning for the requirements and use cases (RUC) 

elicitation process started with the pre-project meeting held 

during the period July 8-9 2015 at the BGS facilities in 

Nottingham, UK. The first version of the guidelines level-1 

for the ICS-TCS integration was prepared soon after this 

meeting and was distributed to the TCS leaders and the 

relevant IT-contacts. A second, more detailed guidelines 

level-2 was prepared in September 2015 and distributed in 

the EPOS-IP project kick-off meeting held in Rome, Italy, 

during the period October 5-7 2015. Prior to the kick-off 

meeting, a preliminary collection of the RUC was requested 

from each TCS, which was then presented during the 

meeting.   

 

In parallel with the guidelines for the ICS-TCS Integration, 

a dedicated RUC interview template level-1 was prepared to 

be used during the first site visits to the TCSs. The site visits 

were conducted during the time period between November 

2015 and March 2016. All four steps are now completed, 

whereas step 5 with metadata implementation has started in 

January 2017 and is ongoing. 

Work is almost complete in converting the DDSS tables (in 

Excel) to the granularity database using Postgres. This will 

(a) facilitate finding particular DDSS elements, eliminating 

duplicates and checking the progress of getting DDSS 

elements into metadata format; (b) actually harvesting to the 

metadata catalog. 

 

 

IV. CONCLUSION 

Currently 103 distinct services from the domain 

communities are represented by CERIF metadata in the 

EPOS ICS-C catalog.  These services, described by the 

metadata, can be discovered, contextualised and utilised 

individually or composed into workflows and hence become 

interoperable.  A GUI (Graphical User Interface) provides 

the user view onto the catalog, and it also provides a 

workspace to collect the metadata of the assets selected for 

use (Fig. 5).  From the workspace a workflow may be 

constructed and deployed. 

 

 

Figure 5. EPOS-ICS graphical user interface. 

Future plans include: 

(a) Harvesting of metadata describing more assets: not 

only services but also datasets, software, 

workflows, equipment; 

(b) Improving the GUI to allow workflow deployment 

with ‘fire and forget’ technology or single-step 

with user checking and adjustment at each step; 

(c) Completion of the software to permit trans-national 

access to laboratory and sensor equipment; 

(d) Improved AAAI (Authentication, authorisation, 

accounting infrastructure) to give the domain 

communities finer control over utilisation of their 

assets; 

(e) The inclusion of virtual laboratory-type interfaces 

(virtual research environments) allowing users 

access and connectivity including open-source 

frameworks such as Jupyter notebooks [25] which 

are increasingly being used in some scientific 

communities. 

 

The architecture outlined and demonstrated (in successive 

prototypes) in EPOS-IP has found favour (not without some 

criticism of course – leading to agile improvements) from 
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the user community. Furthermore, the prototype system has 

passed Technological Readiness Assessment procedures 

within the governance of the EPOS-IP project.  Currently 

the ICS is undergoing validation tests. The architecture 

meets the requirements, it is state of the art and has a further 

development plan. 
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