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Abstract—In a ubiquitous computing world, users would
always have the right information, in the right form, within the

right context. In addition, they would like to manipulate their

information with their preferred tools. In this paper, an

approach based on the advances in virtualization #t can
change state of art in ubiquitous computing is propsed. Also,
how this change can be achieved, showing what hasdm done
and the open issues, is explained. The goal of tilpaper is not
to solve these issues but to give an insight on hdhe Virtual

Machine (VMs) technology can be used towards matediizing

the ubiquitous computing dream. We concluded thatin a near
future, it will be possible to enable ubiquitous cmputing.
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l. INTRODUCTION

Computers prices are getting down each year, srsop
can have more than one machine (PC, notebook{,taite)

access their data. At the moment, an user logonguter,
his data would be downloaded to this computer. im o
proposal, user's data is represented by a VM aod eser
has a VM.

Using VMs is possible to carry a whole OS and aser
profile from a physical machine to another mactimehe
same network in a few seconds and even withoutpstgp
services running on these VMs [4]. It is also polgsio carry
VMs across Wide Area Network (WAN) [5]. Moving a VM
to anywhere is important because the user can adrhis
profile doing it. This is better than moving onlie$ because
there are files that need specific applicationsgmpened. It
is also possible to stop tasks in a machine andgest in a
different machine. This is an important feature duse it
solves the backup problem. Having all profile iV, the
user needs not to worry about doing backups becallse
changes are directly applied to the VM. Moreovke tiser
needs not to worry about reinstall a system wheyinigua

[1]. In addition, nowadays many people use anothenew machine. Running the VM in the new machine uber

computer at work. This leads to different inforroatiand
applications in these many computers. Nevertheligss,
desirable to have the same information in all corensu

According to Oulasvirta and Sumari [2] there ana&n
problems while having multiple machines: 1) the b3l
effort demanded by various management tasks,
anticipating what data or functionality will be mesl and
shared, and 3) to align these efforts with workbitity, and
social situations.

The ability to have data anytime/anywhere can &lso
useful for companies as they can have their apits
servers (running in VMs) “moved” to anywhere at ttm.
Having everything anytime/anywhere is an old dredie

will be carrying the whole system to the new coreput
Our purpose is not to solve problems in ubiquitous
computing, but we intend to propose a new manner to
advance the state of art using VM technology, shgwihat
has been done and the open problems. We introchee t

2oncept ofubiquitous workplace. An ubiquitous workplace

consists of a VM that can be accessed independeriheo
physical machine the user is current using. This ddvitains
any OS and user applications, like it would bénd tiser was
using an OS installed directly on a physical maghi@ur
goal is to allow the user to access his whole |arafith all
his data and configured applications anytime/anyehe
without worry about the physical machine currentnge

term ubiquitous computing has been used first in 1988 by used. The machine is only a way to access the itbicgu

Mark Weiser who published the papédre Computer for the

21t Century [3] in 1991. To achieve this dream, many

workplace.
The proposed architecture consists of three magmtag

problems needs to be solved. Instead of have @blat clients, client's file system and VM repositori€ients are

computers we need to have them integrated in ageaant
way to the user; it can be called asuser interface problem.

We need also to have in mind that to achieve gudlgef
this desirable ubiquitous computing we need togirgtee all
computers and not only propose a solution to iatiega new
kind of computer. It is necessary to regard existines.

The concept ofibiquitous workplace, introduced in this
paper, is a service that allows users to have tHata
anytime/anywhere in a transparent way. In thisiserwuser's
data is stored in the cloud. This data is his prefeOS and
configured applications. Users can use any comptder
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ubiquitous workplaces users. A client uses any agerpo
access his ubiquitous workplace. Clients need matdrry
about the underlying OS, installed in the machingently
being used. A prerequisite is that computers neduave a
virtual machine monitor (VMM) installed to allowiehts to
run VMs. Clients VM's are stored in a VM repositomhis
repository can be a cloud service like Amazon EGR |
Client's VM are downloaded to the machine the tlisn
currently accessing at the time he logins. Whenlientc
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finishes his work, his VM is updated to the repmsit Later
on, his VM can be migrated to another machine.

In this paper, we discuss five requirements thastnbe
addressed and integrated in an unique supportioov a
complete implementation of ubiquitous workplace. the
future, when we have these five requirements adddgst
will be possible to implement an autonomous system
which the user workplace is automaticaly moved fram

B. Migrating VMsin WANs

As we want an ubiquitous workplace, we need tolile a
to move VMs to outside of LANs. Migrating a VM in ANs
have been studied and some authors have publistedd t
work and contributions.

Bradford et al. [5] have studied VMs migration in

physical machine to the physical machine the user iWANSs. Their contribution is the design and evalomtof a

currently using. In previous works [42] [43], wevieaalready
implemented an autonomous system
(containing web servers) are moved from a physiadhine
to another according to resource usage constrairis

system that enables live migration of VMs thatysg¢s local

in which VMsstorage, and (b) have open network connectiond)owdt

severely disrupting their live services, even axrdbke
Internet.

implementation could be adapted to manage the user When the migration is in a LAN, the VM's image fits

workplaces.

The rest of the paper is organized as follows. i@edt
describes the basic requirements for the implertientaf
our proposal. Section Il points out some scendrioshich

system) is not moved from the source host to tigetaost.
The VM's image is stored in a Storage Area NetwSwkN)
or in a Network File System (NFS). Thus, only themory
state needs to be migrated. However, as we weaatdess a

our proposal could improve user experience with arVM anywhere we cannot be limited to use SAN or NFS.

ubiquitous workplace. Section IV presents relateakwand
Section V concludes the paper.

1. REQUIREMENTS

Bradford et al. [5] use Xen as VMM and they tback tap
[8] to export block devices. Their system pre-cepiecal
persistent state and transfers it from the souwehe
destination while the VM operates on the sourcet.hos
During the transfer it is employed an user-levekkldevice

Our proposal is based on virtualization that is a© record and forward any write accesses to théndgisn,

consolidated technique. But some essential issnesieeir
related requirements need to be addressed in tr@diow a

to ensure consistency. In their experiments, thayeh
complete a migration in the WAN in 68s. Two relateslies

complete implementation of our proposal. In the tnexin the migration context are discussed below.

Subsections we present these requirements andsslisica
solutions proposed by researchers to address édobno.

A. Creating a VM from an installed system

In our proposal, users need to have a VM. But vezirte
take into account those users that do not usealizttion
and have already their systems installed in a physi
machine and their profiles, files and applicationstalled
and configured on the physical machine. We canrmjigse
to users to leave their systems and to start aingtallation
into a VM. Thus, the first requirement is to allaers to
create their VMs starting from their installed gyss. To do
this, we need to have a service that allows usesibmit
their systems and the service returns a VM comtgithis
system.

Some tools like VMware Converter [7], that is aefre
product, provide this service. The process to ereaivVM,
using products like this is (a) The user has atellesl OS

1) Keeping open connections

There are a few number of scenarios in which shbeld
necessary to keep open connections (e.g., whemgbes
VM is migrated to the cloud with an ongoing dowrdpaAs
described in the following paragraphs, it is pdssib handle
these situations in the context of an ubiquitouskpiace.

For managing migration in a LAN with respect to
network it is generated an unsolicited ARP repbnfrthe
migrated host, advertising that the IP has moved teew
location. This will reconfigure peers to send paske the
new physical address and, while a small numben-diight
packets may be lost, the migrated domain will bk @b
continue using open connections with almost no lagte
interference. Some routers are configured not toeic
broadcast ARP replies (in order to prevent IP Spgdf so
an unsolicited ARP may not work in all scenarids [4

When migration takes place between servers inrdifte
networks, the migrated VM has to obtain a new |Bress
and thus existing network connections break. Bradét al.

(note that an user can have any OS) containing hig] implemented a redirection scheme in their freumiek to

applications. (b) User uses an application to ereatvM
containing his system. (c) The application creat®$vl with
his whole system. This VM can run in any computet t
supports the VMM the VM was created to, even if WhéM
are installed over a different OS. For instancg@psse that

overcome this by combining IP tunneling [11] witlyriamic
DNS [10]. With the help of iproute2 they set uplBrtunnel
between the old IP address at the source andvitshat the
destination. Once the migration has completed ardV

can respond at its new network location they updh&

OS in user's VM is Windows. This VM can run in a Dynamic DNS entry for the services the VM provid€his

computer that has the same VMM installed over Linux

ensures that future connections are directed to/Menew

An issue here is that, sometimes, the OS the VMM idP address. In addition, they begin forwarding pdlckets

running over does not offer all the capabilities uest OS
offer. Thus, the user can face some troubles wiy@mgtto
use a capability that is not supported by the &t
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that arrive at the source for the VM old IP addresshe
destination, through the tunnel. Packets that emiwing the
final migration step have to either be dropped weugd in
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order to avoid connection resets. After the resththe VM
at the destination the VM has two IP addresseslitone,
used by existing connections through the tunnel,inmnew
one, used by new connections directly. The tunsdbin
down when no connections remain that use the VMI®BId
address.

2) Discovering and mapping devices

mechanism completely relocates virtual disks betwee
source and remote sites in a transparent manner.

An important issue in this requirement is that a Ythht
is, the OS and applications) can have dozens ahgtes.
This large amount of data can turn unfeasible #sk to
move a whole VM through the network. An approach to
address this issue is to transfer only the OS intagthe
machine the user is currently using, while usdtessfystem

We need not only to keep open connections but g@ al (that is, his files) stays in the cloud. Memory eaigrom the

need to discover available devices where the useertly
is. An example that shows the importance of disdogeand
mapping devices is an user who has a printer corgih at
home. But when the user moves to the office, tbafigured
printer is not available anymore. Thus, we needisgover
available printers at the new location and confgiiem in a
transparent way (when it is possible) to the ugée. need

file system storage are transfered on demand tontdehine
the user is using. It would work as a NFS and déitrease
the amount of data transfered through the Intedbhetould
also be used a file system like Coda [14]. In Cdiatler
and Satyanarayanan suggest a disconnected openatide
that enables a client to continue accessing dritiata during
temporary failures of a shared data repository.irTtverk

also to consider that devices may be added or rechovcan be seen as an extension of the idea of writk-ba
anytime. To discover available devices we can use acaching. Whereas write-back caching has been used f

approach similar to Gaia [11], which is a framewdok
smart spaces. Gaia consists of a number of diffeypes of
agents performing different tasks. There are agémas
perform various core services required for the fioning of
the environment like device discovery and selectiimere
are agents associated with devices that enable thére a
part of a particular environment where they carrdmily
available [12]. We must take in account that shobéd
difficult to implement a system to discover and nokgvices
in an environment where the user is continuouslyingm
The system can experiment problems
passwords and authentication methods.

C. VM storage repository

performance, it can be extended to mask tempogaiyrés
too.

D. Independence of VMM

To advance in the state of art we cannot propose a
solution that uses a specific VMM. We cannot fousers to
use what we want them to use, they must be freddose
their preferred VMM. Ideally, a VM could be migrdte
across any node with similar machine configuratard

like ~differen@ranted resources. However, as there are curreethgral

VMMs (e.g, Denali [15], VMware [16], Xen [17] andvin

[18]), the heterogeneity of the underlying VMMs reakit
hard to migrate a VM originally running on one VMid a
system that runs another VMM. To address this bl

As we are proposing the use of VM also for endaiserauthors in [19] have proposed and implemented \Vdgra

and not only for enterprises, we should have a twagtore

VMs in an accessible manner for these users. When

company uses virtualization, it relies on NFS orNsSA
support to store the VMs. When thinking about esdrsi it
is a bit different. These users will likely not deto have
their VMs running all the time but probably only @rhthey
are working in front of a computer. And so, theglpably do
not want to leave their machines at home turnedlbthe
time to make possible to migrate their VMs wherisfimg
their works on the machine they use at the offifoe,
example. Thus, the user has two options: (a) |elige
machine in the office turned on and when arrivihgp@me
remotely accesses his computer at the office taatgghis
VM or (b) have another place to store his VM ascaenot
leave his machine turned on. The last option sobeter.
With the advance of cloud computing, our proposal c
use a popular service like Amazon EC2 [6] to stbeeVMs
and let it accessible anytime/anywhere. Users eae their
VMs updated to the cloud when they need to go avemy,

which is a VM migration scheme aiming to migrate ¥M
among computing nodes even if they are managed by
heterogeneous VMMs. To render it practical, Vagdoes

not requires changes to the hosted OS and itscagipls. It
requires only minimal changes to the core VMM aixgtion.

To support migration among heterogeneous VMMs, the
key issue is the semantic gap among different resou
abstractions and migration protocols. First, eachlW
provides its own abstraction of the underlying haack
resources. Second, the migration software for wiffe
VMMs usually has its own format of migration protde
Third, there are currently several memory migrating
algorithms, including stop-and-copy [8], pre-cog, [push
and pull. To address this issue, Vagrant has a @ymm
migration protocol and common virtual machine axgton.

It intercepts the migration control and data issbgdthe
source VMM and transforms them into the Vagraniriat.
On the destination side, the data in Vagrant fornsat
transformed into the format of the target VMM. Foemory

off, sleep, etc and have their VMs downloaded whenmigration algorithms, Vagrant provides a pool ofntoon

necessary. The idea is that after an user stopkivgorhis
VM is migrated to the cloud and still there readybe used
when necessary. Other proposals have been dohis iarea.
For instance, a storage access mechanism thatrssifipe
VM migration over WAN is proposed in [13]. This
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algorithms in both VMMs and dynamically selects the
migration algorithms according to the types of the
communicating VMMs. Until now, Vagrant supports ynl
migration within LAN. Nevertheless, its authors rpl#o
extend it to support migration in WAN. They alsaplto
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add features such as QoS control to make Vagramé mohis VM with all his configured environment anytimé/e

flexible and robust. Using mechanisms like this, expect
that, in the future, it will be practical to migea/Ms without
worrying about the particular available VMM.

E. High speed and reliable Internet access

Nowadays, pen drives can store many gigabytes; #mus
user could carry his VM anywhere using his penariBut
this option is not convenient or comfortable to tiser, and
it is against the idea of pervasive computing. Thues need
to have a high speed and reliable Internet aceiesying us
to access our VMs in a transparent way. Many coimegan
and universities have gigabit links to access hagrbut we
need to have a high speed access to domestic tsers
Moreover, we need to have a reliable Internet acddsers
must be able to access their VMs anytime. The Acaari
government proposed a National Broadband Planishan
initiative to bring 100-megabit-per-second broadbsm 100
million U.S. households by 2020 [20]. This senikalready
reality in Japan that has the fastest consumerdbayal in
the world, 160-megabit-per-second service [21]ldpan, an
user should pay only $20 to have a service likedhhome.

As exposed in this Section, all the five essential

requirements we have identified were successfultiressed
by researchers. Nevertheless, they still need timtegrated
in a simple solution to users who are not acqudinti¢h the
virtualization technology.

I1l.  ADVANCES EXPECTED IN OUR LIVES

In this Section, we show a scenario that would b

possible after integrate these five requirementsisicler the
following scenario.

“An user leaves office and afterwards continue working at
home”

During the day at office one can create or friyodi
documents, receive or modify files, install and nstall
applications and would like to have these changefied to
his computer at home. Moreover, imagine a studémt knas
a work in progress. This student can make somer@ssgn
his work at university and may want to continues thiork at
home. This work may be complex, for instance, neqgia
specific system configuration. Using a ubiquitousrkplace
it is possible to continue his work anywhere.

A further advantage of our proposal is that panies and
universities do not need to worry about untrustiger's
applications. In a virtualized system, a VM
independently from others. It leads immediatelyatsafe
environment. For instance, if an user has a virukise VM,
this virus cannot be propagated to other VMs bezdhsy
are isolated from each other.

Taking into account requirement 1, one mayehhis
VM. By requirements 2, 3 and 5, one can store aness
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runs

need also to consider that the company or uniyersgy

have a payed VMM while a employee or student hise
VMM at home. Thus, by addressing requirement 4user

can move his ubiquitous workplace to anywhere. Tibat
from a computer to another computer independeritithe

VMM used on each computer.

IV. RELATED WORK

Remote Desktop [30], included with Windows XP
Professional, enables users to connect to theirpaters
across the Internet from any computer. The disadganof
Remote Desktop is that users need to leave theipuaters
turned on all the time. Moreover, this computerisingle
point of failure and the user has no choice abdoeiQS.

Windows 7 [31] brings a new feature termed
HomeGroup [32] that allows users to have all corapuat
home integrated. It allows users to use a machiretess a
file stored in another machine. For instance, ce\dew a
picture that is stored in another physical machimne his
HomeGroup. One can also use a printer and othdceatev
that are connected to other machine. Is even pedsilgive

ermissions to files, specifying who can accesshvffiies.

he disadvantage of HomeGroup is that if the usmsgo
the office, for instance, he cannot access his &k he could
do at home. HomeGroup can be used only for machimes
the same network. So, it does not allow users tessctheir
data anytime/anywhere.

Another proposed solution to allow users to acckda
anytime/anywhere were the Web OSs. One of these O&b
is Jooce [33]. Jooce is a Flash-based web OS aaihgh

latform. Google has also its proposal to a Web D&
ermed ChromeOS [34], that aims to allow usersutickdy
access Internet and have their applications aralsiated on
the Internet. They start from the assumption tHa¢musers
are using a computer, they spend 90% of time on the
Internet. In our view, Web OSs were not well sudcee
mainly because they can run only applications hlaak been
written for them. Simply, users do not want to keaheir
OSs and applications to change to a completely@8w

f Desktop [35] is another proposal that aims topsup
user mobility in ubiquitous computing environment.
f Desktop allows the user to carry his desktop asing
environment defined as a set of follow-me applaaifrom
computer to computer. f _Desktop uses MobileSocket t
migrate applications. Nevertheless, f Desktop isedaon
Java, so it is only possible to use applicatiorsetan Java.

Intel has proposed theersonal Server [36] as a solution
to allow users to have data anywhere. Its propasat to
allow users to carry their data anywhed®ersonal Server is a
device that has no screen. The Personal Server @ms
overcome the fundamental limitation of cell-phoneBAs,
and laptops: if they're small enough to carry, thée
displays are too small to easily use. Thiee;sonal Server
needs to be connected to another device that fa=en.

The Internet Suspend/Resume [37] is a projectdimas
to provide mobile computing by combining two
technologies: VM technology and distributed filestgyms.
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As far as we know, this was the first work to prepohe use
of VM technology to allow mobile computing; it
demonstrates that the basic support required bymposal
is feasible. Some issues not considered in [37kapdicitly
discussed in our work.

Das et al. [38] implemented a system, termed LiéeGr
that aims to save desktop energy by virtualizing tiser's
desktop computing environment as a virtual macliifid)
and then migrating it between the user's physieskibp
machine and a VM server, depending on whether ¢s&tdp
computing environment is being actively used adlis. This
operation allows LiteGreen to save energy duringstsidle
periods (e.g., coffee breaks) and long idle peri¢elg.,

weekends). In [38], the ubiquitous computing wag no

achieved as the system is limited to be used iarg@rprise

environment. As a future work, we plan to implement
system that, similarly to LiteGreen, moves the Vitvieen

a cloud service and user's PC whether the userihdgst a

web site that provides our service. Unlike Lite@reeur

proposal requires no changes to the desktop.
paradigm, is not desirable or convenient
modifications to desktops, as the user should Ik tabuse
any desktop.

V. DiscussiON ANDCONCLUSION

System virtualization has become a disrupting farce
the computer systems and is likely to be the namdation
of system software [39]. A conspicuous feature thby
system virtualization is the migration of VMs. Iminziple,
by dynamically relocating an entire environmentluding
the operating system from one machine to anothercan

achieve the ubiquitous workplace paradigm. The five

requirements to support our proposal have alreagnb
addressed by many researchers as presented irrSecti
The next step is to integrate these requirementsain
comprehensive environment and make it availableetased

by people who do not want to know about the undegly
technology.

Many proposals with similar goals
computing and related areas have failed mainly imxthey
tried to impose to users their specific solutionsols. Now,
we know that if we want to change the state ofasrtmust
propose a feasible solution to the general usatshahonly
for a specific group. In particular, it is not fainying to
convince them or impose to them a particular ch(asaNeb
OS tried to do). In sum, giving freedom to the usecthoose
his preferred environment is essential. It is dbsdr bellow
some benefits of our proposal.

In our
to apply

in ubiquitous

e Access to the

Copyright (c)

ubiquitous  workplace

anytime/anywhere: an user can do all his work
on his ubiquitous workplace using a generic
machine and when he needs to go to another

or offices. In the future, when the five identified
requirements are fully integrated, users will not
need to worry about particular computers
because they will be widely available. They
would only need a way to connect to their
ubiquitous workplace.

» Collaborative work: an user can send a
workplace to a colleague in another place to
continue or evaluate his work. For instance, a
workgroup team can have a developer working
in a country and the tester working in another
country. Instead of sending only the code to the
person who will test it (who can have to
reconfigure his system to run the application),
the developer can send a copy of his workplace
with the whole associated environment.

» Data sharing: taking advantage of the cloud-
based storage, users could share data (photos,
videos, etc) with friends or familiars just sharing
their local repositories. This would allow the
partners to use their preferred tools (e.g.,
viewers). This would avoid users the stress of
having to download, install and learn to use a
specific viewer to see the shared media.

» Backup problem: all modifications the user does
in the environment (e.g., by installing programs
or modifying data) are immediately applied to
the underlying VM, that at any given moment
can be reflected in the cloud-based storage.

 Energy savings: as users tend to create huge
amounts of data during their lives, by keeping
the currently unused part of this data in the
cloud can be useful to save energy, as pointed
outin [39].

» User habits preserved: many proposals until
now were based on new abstractions forcing the
user to change his or hers habits. Our proposal is
practical and feasible because Vvirtualization
allows one to have only one ubiquitous
workplace, containing his preferences, programs
and data, accessible anytime/anywhere.

We also expect that in the future, vendors will se
machines with the basic virtualization mechanisms
required to implement our proposal. Moreover,
ubiquitous workplaces will be easily stored in dou
services and users will have high speed and reliabl
access to them through the Internet. Our expeotatioe
in accordance with Google [40] and IBM [41] that
foresee that desktop concept will be obsolete ifeva
years.
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