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Abstract—This paper presents how to analyze the tumor
progression data using hierarchical linear model. In the recent
20 years, cancer hasbeen a seriousthreat to the human health
and life; therefore, how to analysis the longitudinal data of
patients effectively has become an urgent problem to be solved.
In this article, we describe the principle of the hierarchical
linear model and its application in the longitudinal study.
Take a group of followed-up data of lung cancer patients for
example; the output is the estimation of various parameters. |
discussed the meaning of the various parameters in the
hierarchical linear model and find out the influence of
different fixed individual characteristics and the time-varying
factorson thetumor progression. At the sametime, we madea
reasonable analysis of the strengths and weaknesses of
hierarchical linear model.
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l. INTRODUCTION

Longitudinal data, more specifically, can be coesid
as measurements on several variables for the sgroepé
of) individuals on a number of consecutive pointsime. In
this paper, we will be concerned with the analysfs
individual growth as well as the average growtmdref a
group of subjects [1]. For example, a longitudimedical
study offers a multifaceted way to analyze factessling to
a certain disease. This paper makes a further dtrdghe
physical tests and the physical symptoms of thgestdh
who are tested in frequent and irregular interfatsa long
period of time.

Cross-sectional and simple time series approachestd
make full use of data available. Longitudinal metlidata
has both cross-sectional and time series charstitsriThey
are cross-sectional because they include many galysi
symptoms; we say that these data are differentiatedss
‘space’ [2]. They are time series data because rieesent
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In the recent years, the techniques of longituddeth
analysis had made great progress; the hierarchiioedr
model had been widely used in longitudinal reseaftte
term of the hierarchical linear model was firsthegented by
Lindley and Smith in 1972 [3]; however, the traoiital
parameter estimation method (OLS) did not applyh®e
model because of the limitation of computing tedbgg. In
1980s, iteratively reweighted generalized leastasep and
other methods had been used to estimate paranzeter,
there were some calculation software such as HLM
(hierarchical linear model) [4]. In this articlegwse HLM
to analyze the medical followed-up data.

The remainder of this paper is organized as folldvirst,
we present the limitations of traditional statiatitechniques
and the advantages of hierarchical linear mod&ection 2.
In Section 3, we discuss the theory of hierarchicear
model. The application of hierarchical linear modelthe
study of tumor progression is discussed in Section
Concluding remarks are given in Section 5.

Il.  THE ADVANTAGES OF THEHIERARCHICAL LINEAR
MODEL

A. The assumptions of the homogeneity of variance and
the independence of random error

In the traditional statistical techniques, we als/ayse
variance analysis and multiple regression analgstsandle
the longitudinal data. However, both of the two hoels
were used at the assumptions of the homogeneitgratnce
and the independence of random error, which wefigudt
to guarantee [5]. There were similarities betwearitipie
tracking data from the same individual, and systema
errors might exist in the observations at the same point,
these issues made the assumption of random error
independence hard to meet. Meanwhile, dependeiablar
occurred with a regular increase or decrease vittte,t
which caused the increase or decrease of the caridinose

many points in time. Longitudinal data methods arechanges had a great effect on the homogeneity rignee.

appropriate for these types of data.

There are two aspects concerning longitudinal siatdy;
first, describing the individual development treadd the
differences of the development trend between iddiais,
and second, explaining the development trend amdetison;
the prediction variables can be unstable factots wine,
and also can be fixed individual characteristicsdis.
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Therefore, traditional statistical techniques midgad to
unreasonable or even wrong conclusions. Moreover,
hierarchical linear model does not require the mggions of

the homogeneity of variance and the independence of
random error, so it was more suitable for longitadli
studies.
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B. Problems of missing values and unequal measurement
interval

Longitudinal studies needed to do repeatedly tragki
observations of the same individual; it was pranéne loss
of the sample. In the traditional statistical todlere were
two methods to handle the lost, one was removirg th
observed object which had missing values, anothas w
fitting the missing values, and the former cauded waste
of information, while the latter reduced the premis While
the HLM allowed the existence of missing valuesalgo
made full use of the existing information. In adifit the
traditional statistical technique required thataddjects were
observed at the same time interval. The HLM notyonl
allowed the measurements of different time intervéiut

also allowed the observed objects to have differen

observation schedules, this feature enabled rdssardo
have more convenience and flexibility [6].

C. Theability of dealing with the hypothesis

HLM allowed researchers to put forward different
assumptions in different levels, such as whethdrail a
significant increase or decrease? Whether the rdiffe
individuals had the same change rate? Which famtatd
predict the difference of change rate between rdiffe
individuals? It also could create multiple develamn

intercept of the equation, it indicates the averafgthe i-th
observed objects. 5, "is the regression coefficient, it
indicates the changing rate of the i-th observatioject."

X;; "means the values of the variable X when the i-th

observed object is in the j-th observation time‘.”. " means

residual, the implication is that the measured e/atuof the
i-th object in the j-th observation time that canrme
explained by the independent variable X.

Equation (1) is similar with the general regression
equation, the only difference is, intercept angslare not
constant [8]. Different observation object havefediént
intercept and slope, they may subject to the affegariable

tof the second layer. In the second layer of tha datictures,

the intercept and slope are used as the dependeable in
(1), and the individual characteristics or the dggp that
have been accepted are considered as independatties,
then we create two regression equations for thenselayer:

Boi = Voot VoL + U (2)
Bi = Vit VW, + i, (3)

In the above two equations, each parameter has two
subscripts, if the first subscript is “0”, thistise parameter
that relates to the intercept of (1). If the fesbscript is “0”,

models and select the assumption which is the mosthis is the parameter that relates to the slop€Lpflf the

consistent with observation data through the sqeste

Hierarchical linear model in different researchdéehad
different terms, such as Multilevel Statistical MbdMixed
Model, Random Coefficient Model and so on, the diitg
of the term reflected that this method had beerelyidsed
in different fields. No matter what the term wase tcore
content of the method was same, mainly to handhed t
nested structure data. For repeated tests, these hda
nested structure that the measurement nested wWwéh t
individual [7]. This method could both solve thalividual
development trend and the differences of the dewedmt
trend between individuals, also it could directBatiwith the
unequal measuring time interval, and at the same it
could analysis the missing value of data reasonably

We used the hierarchical linear model to analyze th
longitudinal data; data were found in differentrarehies.
At first, established a regression equation forftrst level
variables, in which the tracking results that cafrem
different observation times were the first layerd athe
invariant individual characteristics or the dispdkat had

HIERARCHICAL LINEAR MODEL

second subscript is “0”, it means the intercept pérthe
second layer equation, if the second subscriptlis it
means the slope part of the second layer equation.

Voo is the intercept of (2), it can be understoodhees t

average of the dependent variable Y when the incigre
variable W1 is 0.

Vo1 is the regression coefficients of the variables w1

(2), it can be understood as the impact of theatéei W1 to
the initial value of the dependent variable Y.

Vio is the intercept of (3),it can be understood &s th
changing rate of the observed object when the biarig/1
is 0.

Vi1 is the regression coefficients of the variable W1

(3), it can be understood as the effect of thealdei W1 on
the changing rate.

My; is the residual of (3), it can be understood @&s th
changing rate of dependent Y that can’t be expthimethe

variables W1 [9]. If the variance statistical tisssignificant,
then the model needs to introduce new variablesxpain

been accepted were the second layer data. Thrcugh t the variation of the rate.

processing, it could explore the effect of diffdriavels on
the dependent variables. In the first floor of tHata
structure, the track observation result was consilas the
dependent variable.

Yij = B, +:81ixij & (1)
As in “(1)”, subscript “0” means intercept, subgtril"
means slope, subscript “i” means the i-th obsemmadbject,

Subscript "j" indicates the j-th observation timg,; " is the
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To simplified the problem, the second layer of dheve
regression equations only contains one variable if\there
are multiple independent variables, accordingly #hope
part of (2) and (3) are needed, respectively,

Voo - Vos- Vi Vizand so on.

add
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IV. THE APPLICATION OFHIERARCHICAL LINEAR
MODEL IN THE STUDY OF TUMOR PROGRESSION

A. Datadescription

In order to study the condition trend of patientthwthe
non-small cell lung cancer (NSCLC), treatment dzft&®2
patients, including six treatment data which inéng one
month, were selected and two SPSS files were éstabl
One file contains the patients’ ID and the variadfiétype”
which is used as the number of measurement. The sto
fact and symptom of each inspection are also iredud it.
Fact score is used as the output, the symptom yguedare
used as the predictor variables. Another file dostshe id
and sex as well as whether smoking in the initiatlesof the
patients. Two SPSS files were read-in using HLMe Th
lengthways variation trend was analyzed respegtivel
through two models as following.

B. Unconditional growth model

The second layer of equations does not contain any

independent variable in the unconditional mean molde
function of the model is to describe the variati@nd of the
total observed object, and to make decision dfweather
to introduce the second layer
variables. Then set the following two-layer equagidn this
model.

The first layer equatian

Fact= g, + B type ¥, symptom+¢& ()

The second layer equatians
By = Voot Mo (5)
B = Vit (6)

For the variable type,0,1,2,3,4,5 are used to espie
respectively, for the variable of symptom, In thhir@se
traditional medicine, -1 indicates the astheniadsyme, O
indicates the compounding of the excess and dafigie
syndromes, 1 indicates the old trauma sthenia. tbse
software HLM to estimate the parameter, the rasult
showed in Table 1:

TABLE |. THE PARAMETER ESTIMATION1

fixed . Sandard .

effects coefficient Error T-ratio
Voo 43.78 2.17 20.16
Vio -0.35 0.44 -0.79
Vao 1.23 2.76 0.45

Random Variance .

Effect Component df Chi-square
M, 118.15 20 51.77
M 2.01 20 30.52
H, 153.54 20 4417
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of the explanatory

The analysis indicates that in the first measurejtae
average of the fact score of all patients is 42Bdery
month, the average of the fact score declined pdsats; at
the same time, the fact score increase 1.23 puiittsthe
one level rising of the symptom.

In the following, we use the figures to explain dftects
of the predictor variables (symptoms) on the dgwsient
trends. For the patients whose symptoms are the
compounding of the excess and deficiency (symptdjl=
the trend is 43.78-0.35*type, which is showed igufe
1.The figure2 shows that the patients whose symptien®
of the previous three times, -1 of the fourth tirdeof the
fifth time, and -1 of the sixth time.
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Figure 1. The variation trendl
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Figure 2. The variation trend2

It can be seen from the figures, if the time-vagyin
predictor variables are included in the model, thedel
curve may vary based on the predictive value diedht
time points. The residual variation in (5) and @&e
significant that; indicating large differences retfact score
and rate of change. And thus the variables of sktayer
are needed to be introduced to get a better exjpana

C. Combined model

In order to better explain the individual differesmf the
current score and the rate of change in (4), tworsg-level
variables are introduced: gender (male is 0, ferisaly and
whether smoking in the initial state (smoker imdnsmoker
is 0), independent variables are included in this layers.

The first layer equatian

Fact= g, + B  type 45,( symptomi+y (7

The second layer equatians

Bo = Voot Vou(SEX )* ¥, (SMOKEY L2
B, = Vio * Vi(SEX )* ¥y, (Smokey 11,

(8)
(9)
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B =Vt VaulSEX )y o (SMOKEF 1, 10
TABLE Il. THE PARAMETER ESTIMATION2
el;lf)e(:ce?s coefficient Stgr;:i;r d T-ratio
5
Voo 44.79 5.60 8.00
Yor 4.06 5.68 0.71
Voo -5.74 5.66 -1.01
A
Yio -0.82 1.06 -0.77
Via 0.12 1.12 0.11
Vio 0.83 1.11 0.74
P
Voo 3.57 7.15 0.50
Vor -5.44 7.29 -0.75
Voo -0.48 7.26 -0.07
Random | wanance | ot | coisuare
A 107.40 18 37.61
y24 1.87 18 28.50
y25 149.01 18 43.59

The estimation results of fixed parameters shdvas, t
for the first level intercept),, it means that the average of

the fact sores is 44.79
symptom equals 0O; there is a significant differebetwveen

female and male in the initial statgf, =4.06,

se=5.68,t=0.71),
score than men have; smoking in the initial stadweha

negative predictive effect on the average of there{g/,
=-5.74,se=5.66,t=-1.01). Smoking patients, haveowet
initial  fact For the slope 3,  of the first
level, the fact score has a significant descentliegd with
the increase of the check number ), =-0.82,

se=1.06,t=-0.77), over time, the gender has liffect on
the rate of descending, the fact scores of smoptgents
has a fast rate of descending than the nonsmokers’.

Score.

the slope B, of the first level, the fact score has a

significant ascending trend with the increase ahstpm,
with the symptom changes, the gender has effeth®mate

of ascending, female has a slower rajg, € -5.44,se=7.29,
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t=-0.75).Weather smoking in the initial time haslitte
effect on the ascending trend, the smoker hasveeslate

(V,,=-0.48 , se=7.26 t=-0.07).

The parameter estimation results of the randoncisffe
show that, comparing with the unconditional growthdel,
taking into account of the influence by the gended
smoking, the variance of the intercept and the eslbpve
decreased, indicating that the two new independandbles
explained a part of the intercept and slope vadahat from
the random effects of the test results, the remgini
unexplained variance is till significant; thereforeis also
needed to introduce a new variable to explain iddia
difference [10].Meanwhile, when increase the nundighe
parameters, the running time has no significarrease.

V.  CONCLUSION AND FUTURE WORK

According to the analysis of tumor progression data
the hierarchical linear model, the model not ondgaibes
the individual dependent trend and the differermetsveen
individuals, but also gives the explanation. Thedgeois
specifically used with the medical data; it candgtiuhe
influence of various factors on the fact score, ead study
the influence by the fixed individual charactedstior the
unstable time-varying factors. In the future wdrkporting
more variables to analyze the impacts on the oudmak
getting more favorable medical conclusions will taden
into consider.

Hierarchical linear model can handle the relatigmsh
between the tested data and the time variable dathit can
make a valid estimation of the parameters of the
non-equilibrium measurements. So by using the tdkieal
linear model to deal with the repeated measurenuaits it
needn’t require the individuals to have the sammbyer of
observation times, and does not require the same ti
interval between the different individual tests.wéwer the

when the type equals O andnodel has its drawbacks, firstly, compare with itiadal

estimation methods, its more complicated [11]. 8dbg
using the hierarchical linear model to analyze datpiires
more than three times of tracking data, most ofdae& is

the female patients have a highehard to meet the requirement. Finally, the outcoamable

in level 1 must be equivalent in each test. Itedtts use the
same test tool, the equivalence of the outcomelbims can
basically be assured, which means the measuremmsuits
are comparable.
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