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Abstract—The premier factors affecting voice quality in packet 
networks are latency, jitter and packet loss. Jitter buffers are 
commonly used to counter jitter introduced by queuing in 
packet switched networks so that a continuous play-out of 
voice transmitted over the network can be ensured. In this 
paper, a new adaptive jitter buffer algorithm is proposed. The 
algorithm consists of an adaptive play-out algorithm based on 
the extended E-Model with spike detection and a time scaling 
technique relying on a speech classification mechanism 
embedded in the AMR decoder. Simulation results show that 
the proposed algorithm outperforms the best existing 
algorithms for random packet loss under various network 
scenarios. 

Keywords - adaptive jitter buffer; E-Model; AMR; time-
scaling 

I.  INTRODUCTION 

In recent years, the transport of Voice over IP (VoIP) has 
gained popularity and is becoming widely used. VoIP can be 
seen as a replacement to traditional circuit switched 
telephony with the advantages of cost reduction, simplified 
network and simplified network management. Voice quality 
is a critical parameter in the acceptance of VoIP services. 
Despite the amount of research and development work done 
in this area, it is still hard to guarantee the same Quality of 
Service (QoS) as that of traditional telephony. Among the 
various parameters affecting voice quality, packet losses, 
latency and delay jitter are the key factors, inevitable in a 
packet network, contributing to speech quality degradation.  
In order to balance jitter introduced by queuing in packet 
switched networks, a jitter buffer mechanism is required at 
the receiver for ensuring continuous play-out. 

When a jitter buffer is applied, received packets are 
buffered for a while after arrival, and played out sequentially 
at scheduled time. If some packets arrive after their 
scheduled play-out time, they are discarded. A late play-out 
time reduces such kind of packet loss, but introduces 
unnecessarily long end-to-end delay. The problem of delay 
jitter is thereby converted into end-to-end delay and packet 
loss. Previous work mainly focused on designing jitter buffer 
based solely on the trade-off between end-to-end delay (play-
out delay) and packet loss rate due to late arrival. The play-
out delay is adjusted either at the beginning of a talk-spurt 

[1][2] (called per-talk-spurt), or within the speech talk-spurt 
using time-scale modification to ensure continuous play-out 
of voice data [3][4] (called per-packet). Although such 
designs can achieve a minimum average end-to-end delay for 
a specified packet loss rate, they do not take into account the 
overall perceived speech quality. Recently, some quality-
based approaches have been proposed. Instead of achieving a 
compromise between delay and packet loss, these 
approaches adjust the jitter buffer with the objective of 
optimizing the perceived speech quality given by the Mean 
Opinion Score (MOS) [5][6]. To develop such quality based 
approaches, the ITU-T E-Model [13] is one of the most well-
known methods. The output of the E-Model, the so called ܴ 
value, can be easily mapped onto a corresponding MOS 
value using a transformation given in Appendix I of [13]. 

Although the ITU-T E-Model has been initially 
developed for network planning purposes, there has been 
proposals to extend it not only for evaluating speech quality 
in conversational communication, but also for monitoring 
VoIP performance during transmission. In [7][8][9] quality-
based play-out scheduling approaches were proposed to 
maximize perceived speech quality using the ܴ value of the 
E-Model as cost function. These approaches rely only on 
adjusting the play-out delay on per-talk-spurt basis. When 
talk-spurts are long and the network delay varies 
significantly within them, the performance of these so called 
talk-spurt-based methods is limited. In [10], a per-packet 
quality-based jitter buffer algorithm is described. The play-
out delay estimation is based on maximizing the ܴ value (or 
equivalently maximizing the MOS value) and is designed as 
an unconstrained optimization problem. However, since 
time-scale modification is required in all per-packet jitter 
buffer algorithms and a speech frame normally can only be 
time-scaled within a certain range to avoid degrading voice 
quality [3], a constrained optimization problem is more 
suitable. 

When designing a quality based algorithm for jitter 
buffer management, an estimate of network delay 
distribution is required. Some works assume a certain 
parametric model to estimate the Cumulative Distribution 
Function (CDF) of the network delay distribution. For 
instance, Pareto in [10], Weibull in [7] and Gamma in [11] 
were used. The use of a certain type of distribution to model 
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delay behavior in a network is arguable. In fact, delay and 
jitter in a VoIP session are non stationary and have a high 
degree of variability even within a single session.  

In this paper, a new adaptive jitter buffer system is 
proposed, implementing per-packet scheduling based on the 
extended E-Model. In addition, the proposed system contains 
a spike detection mechanism and a classifier based time 
scaling technique similar to that proposed in [4]. The time 
scaling technique is implemented directly inside the speech 
decoder ( AMR decoder [16] ) which is advantageous for the 
quality and makes it possible to use the internal parameters 
of the codec. For instance, pitch values and gains are 
particularly useful parameters for time scaling. 

The paper is organized as follows. In Section Ⅱ , the 
extended E-Models used in the proposed jitter buffer system 
are introduced. In Section Ⅲ, the E-model based play-out 
algorithm is proposed. Section Ⅳ  presents the modified 
time-scaling embedded AMR decoder. Finally, simulation 
results illustrating the performance of the proposal and 
conclusion are presented in SectionⅤand Section Ⅵ. 

II. EXTENDED E-MODEL 

The ITU-T E-Model is a computational model for the 
prediction of the expected voice quality which combines 
different impairments due to codec, echo and other 
transmission parameters. The underlying assumption of the 
E-Model is that all impairment factors contributing to speech 
quality degradation are additive on a psychological scale, 
and summed to form a rating factor ܴ. The rating factor lies 
in the range of 0 to 100. A rating of ‘0’ represents a MOS 
value ‘1’ (bad quality) and ‘100’ of ܴ represents MOS value 
‘4.5’ (high quality). The output ܴ  value is obtained by 
subtracting impairment factors from a basic quality measure 
[13]: 
 

             ܴ ൌ ܴ െ ௦ܫ െ ௗܫ െ ,ܫ               ሺ1ሻ                          ܣ
 
where ܴ represents the basic signal-to-noise ratio; ܫ௦ is the 
Simultaneous Impairment Factor; ܫௗ  represents the Delay 
Impairment Factor; ܫ,  is the Effective Equipment 
Impairment Factor. ܣ is an advantage Factor which has 
accordingly no relationship with all other parameters and 
normally can be neglected. All input parameters and their 
recommended ranges can be found in [13]. For those 
parameters which are not available at the time of planning, 
the default values from the ITU [14][15] are recommended. 
If we only focus on an IP network, the expression of E-
Model in (1) can be simplified to the transport layer [12] 
 

  ܴ ൌ 93.2 െ ௗܫ െ  ,                             ሺ2ሻܫ
 
with ܫௗ referring to impairments only due to end-to-end 
delay ݀. ܫௗcan be derived by curve fitting as described in [12] 
 
ௗܫ ൌ 0.024 · ݀  0.11 · ሺ݀ െ 177.3ሻ · ሺ݀ܪ െ 177.3ሻ       ሺ3ሻ
   
where ܪሺݔሻ  is the step function ( ሻݔሺܪ ൌ 0  if ݔ ൏ 0 ; 
ሻݔሺܪ ൌ 1  else). In this paper, we consider only random 

packet losses for the AMR codec, therefore, ܫ,  is 
obtained either by applying provisioning values from [15]  
 
,ܫ ൌ 5  90 · ሺ  ሻ ሺ    10ሻ⁄                    ሺ4ሻ

 
or from the empirical formula [7] 
 
,ܫ ൌ 14.96  16.68 · ݈݊൫1  30.11 · ሺ   ሻ൯      ሺ5ሻ
 
where   is the packet loss rate in the network and   is the 
late packet loss rate dropped by the jitter buffer. Since 
packets are discarded when they arrive after their scheduled 
play-out time, the late loss rate  is calculated as 
 
 ൌ ሺ1 െ ሻ൫1 െ ܲሺܺ  ݀ሻ൯ ൌ ሺ1 െ ሻሺ1 െ                       ሺ݀ሻሻ  ሺ6ሻܨ
 
with ܨሺ݀ሻ  being the CDF of network delay which is 
obtained in this paper from histogram statistics of previous 
network delay. If we define the sum of ܫௗ and ܫ, as a new 
impairment factor  ܫ 
 
ܫ                             ൌ ௗܫ  ,                                              ሺ7ሻܫ                       
 
then (2) is simplified as 
 
                             ܴ ൌ 93.2 െ                       ሺ8ሻ                                               ܫ
 
This formulation of ܴ (8) is used as the cost function in our 
jitter buffer management to estimate the play-out delay by 
maximizing ܴ  which is equivalent to minimizing ܫ  . 
Equations (4) and (5) for modeling  ܫ,  are used both and 
their performance is compared.  

III. PROPOSED PLAY-OUT ALGORITHM 

The proposed receiver includes an adaptive jitter buffer 
algorithm and the time-scaling embedded in the decoder, as 
shown in Fig. 1. The Adaptive play-out algorithm is the main 
control unit. A spike, i.e., the sudden and very high increase 
of network delay, is very common in VoIP transmission. For 
this reason, spike detection in [2] is used to switch between 
NORMAL mode and SPIKE mode. In SPIKE mode, the 
scheduled play-out time follows current network condition. 
In NORMAL mode, the scheduled play-out time is based on 
the delay estimation implementing the extended E-Model, 
mentioned in Section Ⅱ.  

The proposed play-out algorithm will be described using 
the basic notations listed in Table I. 

When a packet arrives at the receiver before its scheduled 
time, it can be played out without packet loss. Before playing 
out the current speech frame, the play-out delay of the next 
coming packet has to be estimated to obtain the modified 
current frame length. The play-out delay is chosen to 
maximize the perceived speech quality in terms of R. As 
discussed in SectionⅡ, R depends on the end-to-end delay ݀, 
network loss rate  and buffer loss rate . The buffer loss 
rate is determined by the play-out buffering algorithm, thus 
by the end-to-end delay (play-out delay).  Therefore (8) can  
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Figure 1.  proposed adaptive jitter buffer at the receiver 

 

TABLE I.  BASIC NOTATIONS 

 
be expressed as a function of play-out delay, and applied as 
the cost function in the play-out buffering algorithm to 
predict the voice quality.   

The play-out delay for each packet is estimated based on 
maximizing the expected ܴ  value. The operation of the 
jitter buffer is based on the statistics of the delay and packet 
loss of the previous received packets. 

The algorithm works as follows 
 
1. Receive a new ݐ݁݇ܿܽ  , obtain network delay 

information ݀
  from the RTP header information. 

2. Spike Detection: check the current network 
condition, and switch between SPIKE mode and 
NORMAL mode. 

3. Play-out time Scheduling 
a) If this is the first packet of the talk-spurt, 

follow network delay 
 ݀

 ൌ ݀
   

b) Otherwise, use the estimated play-out delay  
 ݀

 ൌ መ݀

  

4. Play-out delay Estimation 
a) SPIKE:  follow the current network delay                

 መ݀

ାଵ ൌ ݀

   , and skip step 5.                               
b) NORMAL: estimate play-out delay based on 

the E-Model. 
5. E-Model based play-out delay estimation in 

NORMAL mode 
a) Update delay statistics of the most recent 

received W (history window size) packets only 
in NORMAL mode 

b) Find the optimal play-out delay for ݐ݁݇ܿܽାଵ  
                 መ݀


ାଵ: ൫ܫ መ݀


ାଵ൯ ൌ ݉݅݊

ௗஸௗஸௗೌೣ
 ሺ݀ሻܫ

where ݀  and ݀௫  are the constraints 
specified  by the time-scaling to make the 
artifacts less audible: 

݀ ൌ ݀
 െ ሺܮ െ  ሻܮ

  ݀௫ ൌ ݀
  ሺܮ௫ െ  ሻܮ

6. Calculate the new length of packet୧ 
∆ ൌ መ݀


ାଵ െ ݀

  
ܮ       ൌ ܮ  ∆  

7. Send ݐ݁݇ܿܽ and expected length  ܮ  to the 
decoder. 

IV. TIME-SCALING EMBEDDED IN THE DECODER 

The E-Model based play-out scheduling algorithm 
described in section III is applied specifically to AMR codec. 
The standard 3GPP AMR decoder is modified to embed a 
time scaling technique based on speech classification. 
According to the evaluated frame type, different time-scaling 
(extension or suppression) operations are applied to the 
excitation frame which is segmented to four sub-frames.  

A. Speech classification  

Speech is categorized into silence and talk-spurt, which is 
further subdivided into voiced/unvoiced. Special frames such 
as plosive or over-voiced frames are also differentiated from 
others by using the internal parameters inside the AMR 
decoder 

 Silence/Talk-spurts: The classification between 
silence and talk-spurts is realized by Voice activity 
detection (VAD). When operated in DTX mode, 
Silence and talk-spurts are distinguished from each 
other by checking if the frame type is SID frame. 

 Voiced/Unvoiced: Considering the speech 
classification implemented in the VMR codec [17], 
our voiced/unvoiced decision is based on three 
parameters: The Voicing Factor ܨ௩ , Spectral Ratio 
݁௧௧ and Energy Variation ܸ. 
௩ܨ  is calculated as an averaged normalized 
correlation over four sub-frames of speech with the 
pitch lags ܶ. ݁௧௧ is estimated as the ratio between 
the low and high frequency energy.  ܸ is applied to 
evaluate the variance of energy inside a 
frame. ,௩ܨ   ݁௧௧ and ܸ  are then compared  to 
predefined thresholds to identify the frame type.  
The Voiced/Unvoiced classification on the word 
“success” is illustrated in Fig. 2.  

 Other Speech classes: Besides the voiced, unvoiced 
and silence classifications described above, some 
specific frames must be distinguished from the 
voiced/unvoiced frames to avoid speech quality 
degradation due to time scaling. The average pitch 
gain of some unvoiced frames is higher than 0.45, 
while the maximum pitch gain for some voiced 
frames is below 0.5. These unvoiced and voiced 
frames are termed as over_voiced and under_voiced 
frames respectively in this paper. It is suggested not 
applying time scaling on these frames as well as the 
plosive frames in order to prevent quality 
degradation. 

symbol Definition 
݀

  network delay of packet ݅ 
݀

  actual play-out delay of packet ݅ 
መ݀


  estimated play-out delay of packet ݅ 

  original frame length, 160 for AMRܮ
 ݅  modified frame length of packetܮ 
∆ frame length difference of packet ݅ 

௫ possible maximum time-scaled frame lengthܮ
 possible minimum time-scaled frame lengthܮ

Adaptive play -out algorithm

Spike 
detection

     Jitter 

Play-out time 
scheduling

Play-out delay 
estimation

Decoder

Speech 
Classification

Decoding
Time-

Scaling

Packet i 
o L

iL

iL
i
pd 

Buffer 
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Figure 2.  Voiced/Unvoiced classification of the word “success” 

 

B. Time Scale Modification inside AMR decoder 

Since pitch lag and pitch gain are internal parameters 
used by the AMR decoder, it is also advantageous to scale 
the speech inside the decoder, directly in the excitation 
domain. According to the speech classification, voiced and 
unvoiced frames are processed differently. Moreover, some 
frames are not modified to prevent quality degradation, as 
proposed in [3]. The different processing operations based on 
the result of speech classification are summarized in TABLE 
Ⅱ. 

Voiced frames are extended by repeating the pitch cycle 
preceding the minimum energy point. The number of added 
pitch cycles is determined by the difference between the 
original frame length and the expected frame length, 
combined with the pitch lag of the sub-frame. The voiced 
frames are suppressed by removing some pitch cycles just 
before the minimum energy point in the last sub-frame 
backwards. The number of subtracted cycles depends on the 
pitch lag of the last sub-frame and the length difference. 
Time scaling on unvoiced frames is much simpler. A certain 
number of zeros are uniformly inserted in the unvoiced 
frame for extension, while zeros are removed from the frame 
for compression. The number of zeros inserted or removed 
relies on the expected new length. In unvoiced frames, the 
samples can be removed from the beginning if the previous 
frame is unvoiced or from the end of the frame if the 
previous frame isn’t unvoiced. The original and modified 
signals are illustrated in Fig. 3. 

C. Modified AMR decoder 

The modified AMR decoder is illustrated in Fig. 4. The 
generated excitation is formed by the fixed and adaptive 
codebooks with their corresponding gains. The excitation is 
classified into voiced/unvoiced/silence and other specific 
frames. According to the frame type decision, different time 
scaling techniques are applied to the excitation signal. The 
reconstructed speech is obtained by feeding the scaled 
excitation of new length into the LP Synthesis Filter. In order 
to keep the synchronization between encoder and decoder, 
the adaptive codebook is updated before time scaling. 

 

TABLE II.  TIME SCALING 

Frame 
Type 

Time Scale Modification 

Extension Suppression 

Silence Comfort Noise Comfort Noise 

Voiced 
Duplicate some pitch 
cycles 

Remove selected pitch 
cycles 

Unvoiced 
Insert zeros between the 
excitation samples 

Remove samples from 
the excitation signal 

Under 
voiced 
Over 
voiced 
Plosive 
Onsets 

No time scaling 

 

 
Figure 3.  Original and extended  sound waveform 

V. EXPERIMENTAL RESULTS 

In the experiment, we implemented three other most 
promising algorithms to compare with our proposed jitter 
buffer algorithm, denoted as Algorithm 1 [1], Algorithm 2 [7] 
and Algorithm 3 [3]. Our algorithm referred to as Algorithm 
4. The results are shown in Table Ⅲ for five traces. Each 
trace contains 7500 packets and the window size W is set to 
300. During the experiment, we implement the proposed 
play-out delay estimation both on the ܫ, model in (4) and 
(5). The performance comparison is shown in Fig.5. We 
observed that both (4) and (5) lead to quite similar results 
when used in the jitter buffer management algorithm. The 
maximum length after extension ܮ௫ is limited to twice of 
the original length (320 ms) and the minimum length after 
suppression ܮ must not be shorter than half the original 
length (80 ms), as suggested in [3]. The maximum allowable 
end-to-end delay is 400ms. 

From Table Ⅲ, it can be seen that Algorithm 4 achieves 
the highest MOS scores (which are obtained from the 
impairment factor ܴ) among all tested traces. Algorithm 1 
and Algorithm 2 apply both talk-spurt based jitter buffer 
management. For Algorithm 1, play-out time is defined with 
the help of statistical estimation of the play-out delay based 
on network characteristics of several previous talk-spurts.  
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Figure 4.  Modified architecture of the AMR decoder 

Algorithm 2 implements an extended E-Model for estimation 
with the assumption of Weibull delay distribution. Both talk-
spurt based algorithms are not efficient when the talk-spurts 
are very long and for cases where the network delay varies 
significantly such as in cases of spikes. Although a spike 
detection mechanism is adopted in per-talk-spurt scheduling, 
the play-out delay cannot be updated until the next talk-spurt. 
The scheduled play-out time cannot follow such spikes 
within a talk-spurt and results in more discarded packets due 
to late arrival, as in trace 1 and trace 5.  

Both Algorithm 3 and our proposed algorithm 
(Algorithm 4) schedule play-out delay on a per-packet basis, 
thus adjust the play-out time in a highly dynamic way and 
adapt more quickly to the network conditions even during 
speech activity (talk-spurt). Algorithm 3 is based on 
achieving an optimal trade-off between packet loss rate and 
end-to-end delay, but it does not provide a direct access to 
the perceived speech quality, which is exactly the goal of the 
optimization. Our proposed algorithm estimates the play-out 
delay based on maximizing the MOS value derived from the 
impairment factor ܴ, therefore achieving best performance in 
all trace files. 

The information of network delay, delay jitter and 
network loss rate of five trace files are also listed in Table Ⅲ.  
The optimal ܴ is calculated by assuming no buffer delay and 
no late loss rate. The optimal ܴ can only be achieved with 
full knowledge about the network condition before 
transmission, thus it cannot be realized in real time QoS 
monitoring.  The difference between the Optimal MOS and 
the result of our jitter buffer algorithm is partly due to the 
constraints ܮ and ܮ௫ required by time-scaling. 

The performance of play-out delay estimation of trace 1, 
trace 2 are illustrated in Fig.6. Both the results from 
Algorithm 3 and from our proposed algorithm are shown. 
Both algorithms adapt play-out delay quite well to the 
varying network delay. In the cases of spikes, our algorithm 
reduces the packet loss rate at the expense of additional delay. 

VI. CONCLUSION AND FUTURE WORK 

In this paper, we focused on impairment of random 
packet loss and end-to-end delay for the AMR codec. We 
proposed an adaptive jitter buffer algorithm based on the 
extended E-Model with spike detection and a time scaling 
technique embedded directly in the AMR decoder. The 
simulation results show that the proposed method achieve 

better perceived speech quality compared to other existing 
algorithms under various network scenarios. Moreover, these 
results are not specific to AMR. As the time scaling 
algorithm is closely connected to the CELP coding scheme, 
the proposed jitter buffer management can be extended to 
other codecs, in particular to CELP based codecs being most 
advanced form of speech codecs.  

For future activities, subjective listening tests are planned 
in order to validate the proposed method. We will also 
extend our work under bursty packet loss conditions. 
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TABLE III.  COMPARISON OF DIFFERENT ALGORITHMS AND NETWORK DELAY TRACES 

 

                   
                                                 (a)                                                                                                       (b) 

Figure 5.  Playout delay estimation based on different Ie,eff Models (a) Trace1 (b) Trace2 

                             
(a)                                                                                                      (b) 

(c)                                                                                                      (d)              

Figure 6.  Play-out delay estimation: (a)Algorithm3 for Trace 1 (b)Algorithm4 for Trace1 (c)Algorithm3 for Trace2 (d) Algorithm4 for Trace2 
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Trace Algorithm Average 
play-out 
delay(ms) 

Late loss 
rate(%) 

MOS Optimal 
MOS 

Average 
network 
delay(ms)

STD of 
network 
delay(ms)

Average 
delay 
jitter(ms) 

Maximum 
jitter(ms) 

Network 
loss rate 
(%) 

1 

Algorithm 1 180.5 7.5 2.0 

3.5 136.7 25.0 36.7 146 2.4 
Algorithm 2 191.0 4.0 2.5 
Algorithm 3 165.2 3.5 2.6 
Algorithm 4 173.9 2.2 2.9 

2 

Algorithm 1 153.3 2.3 3.4 

4.1 119.7 12.4 19.7 120 0.24 
Algorithm 2 178.5 0.9 3.8 
Algorithm 3 150.4 1.5 3.6 
Algorithm 4 160.0 0.8 3.9 

3 

Algorithm 1 148.6 6.0 2.5 

4.1 126.8 19.9 26.8 134 0.51 
Algorithm 2 180.6 0.9 3.7 
Algorithm 3 154.7 1.2 3.7 
Algorithm 4 158.9 0.7 3.8 

4 

Algorithm 1 133.7 0.3 4.1 

4.2 112.3 8.8 12.3 48 0 
Algorithm 2 170.0 0.1 4.1 
Algorithm 3 134.7 0.4 4.1 
Algorithm 4 134.8 0.3 4.1 

5 

Algorithm 1 147.6 2.6 3.4 

4.2 116.5 44.9 16.5 305 0 
Algorithm 2 164.4 2.1 3.5 
Algorithm 3 146.0 1.2 3.8 
Algorithm 4 148.0 1.0 3.9 
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