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Abstract—Even though trust plays a significant role during
decision-making in open collaborative environments, still Grid
user trust mechanisms have not been widely deployed in Grid
computing settings. In this paper, a conceptual framework that
is an extension of a novel Grid user trust service (GUTS) is
presented, which aims at leveraging Grid functionality with
trust mechanisms with a special focus on achieving end-user
trust in an intuitive and practical manner. Trust in GUTS
is utilized during the grid site selection process, where sites
are ranked based on expected service requirements for a user
grid project. In the proposed conceptual framework, the center
of the trust management process is the user who decides and
specifies the needs of his/her project, which in turn are mapped
to trust requirements.

Keywords-grid computing, trust mechanisms, user perceptive

I. INTRODUCTION

Trust is an abstraction of individual beliefs that an entity
has for specific situations and interactions. It encompasses
even more than message confidentiality and source authenti-
cation, which have been the traditional trust scopes. Trust’s
broader scope covers not only security issues but behavioral
and Quality of Service (QoS) issues as well. Consider a
data dissemination service, that operates on the following
policy: valid and non-malicious information (behavioral re-
quirement) is publicly available but must not be tampered
with (security requirement) and must be received in a timely
manner (QoS requirement). In order to enforce this policy
the appropriate security, behavioral, and QoS mechanisms
must be in place to implement the policy. Digital signing
algorithms can guarantee message integrity but they offer
no assurance about the quality of the message contents; this
is the task of behavioral mechanisms that deduce behavioral
patterns and trends for the information producer. Finally,
QoS mechanisms are needed to provide guarantees that the
information producer and the network will meet the QoS
properties as contracted. We call behavior, security and QoS
the three general trust facets, which are further refined
into more specific facets called requirements. Requirements
include authentication, competence, and delivery rate. Those,
could be further refined into attributes. Any trust requirement
for a distributed application can be categorized as security,
behavioral, or QoS requirement.

While trust is an integral part of decision making in
collaborative models, there is no unique way to determine
the right level of trust, or which facets to use. Researchers
have defined trust concepts for many perspectives, with the
result that trust definitions overlap or even contradict each
other. The reason is that decisions about how to evaluate
each facet lie with the evaluator and can differ substantially
from situation to situation. End-to-end trust is essential for
topologies where interactions are dynamic and they always
involve the collaboration of multiple entities to disseminate
data from its source to its destinations. Needless to say,
trust is useful only if it is managed in an appropriate and
systematic manner. An entity’s beliefs are not static but they
change as time progresses and new information is processed
into knowledge. Trust must evolve in a consistent manner
so that it still abstracts the entitys beliefs accurately. In this
way, an entity continuously makes informed decisions based
on its current beliefs.

Collaborative settings, such as grid environments, where
risk and uncertainty are inherent due to their open nature
could greatly benefit from using trust as an integral part
of decision-making. For example, a grid user could select
the most trustworthy site from a pool of available sites to
submit a job. A grid user could specify trust requirements in
a parametrized job description. Sites, offering computational
resources, could be rated based on their reputation among
grid users. Trust in the Grid environment has been analyzed
and various systems have been proposed (a summary of
such systems can be found in [5]). The difference between
these systems and the one proposed in this paper is that the
former have focused on how to define/model trust in a Grid
environment from the system point of view, while sGUTS
tries to abstract away the notion of trust from the end user
and present him/her with a set of questions that specify the
trust needs for a project. Based on these questions, the trust
requirements will be automatically derived. To the best of
our knowledge, trust is not utilized in this manner by existing
trust frameworks for grid infrastructures.

This paper extends a framework that utilizes trust for
ranking grid sites and in consequence, allowing grid users
to select a site that is the most appropriate for their specific
needs. The proposed framework is at the current stage a
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conceptual framework and implementation is currently under
progress. The primary contribution is the simplification of
the service requirements specification by the end-user, which
is done in an intuitive manner. It is not always apparent to
the Grid user what is the most appropriate configuration for
a particular job, something that is vital for selecting the site
that best matches the job requirements. In order to address
this limitation, the configuration is automatically generated
upon the user responses to a predefined set of questions.

The remaining of the paper is organized as follows:
Section II discusses existing trust approaches in grid infras-
tructures, followed by Section III that presents an overview
of Grid User Trust Service (GUTS), a trust-based ranking
framework applicable to grid interactions. Section IV ex-
tends this framework by simplifying the trust specification
process. Finally, Section V concludes.

II. TRUST MANAGEMENT IN GRID ENVIRONMENTS

A computational Grid [11],[12],[10] is a collection of
distributed, possibly heterogeneous resources that can be
used as an ensemble to execute computational-intense ap-
plications, such as earth observation, climate modeling, and
biology applications. The two pillars of the Grid paradigm
are access to shared services and support of multi-user
collaboration, while the resource owner is always in control.
Sites are organized in one or more virtual organizations,
thus creating federations of central services, such as cross-
domain authentication, authorization, job-site matching, and
job dispatching. Authorized users access computational and
storage resources of a site by contacting either the central
services or the site itself.

The Grid must be managed to allow coordination of
the dynamic cross-organizational resource sharing among
virtual organizations not only in an efficient manner but
securely as well. This is nontrivial to achieve, mainly due
to the self-managed and unpredictable nature of the virtual
organizations. Nevertheless, there are deployed mechanisms
that provide a number of security services. For instance, a
single sign-on authentication mechanism is already available
via proxy certificates. Authorization is implemented via
access control lists. X.509 certificates could be used not only
to authenticate a user but to encrypt traffic flows.

Humphrey et al. [15] analyzed a comprehensive set
of Grid usage scenarios with regard to security require-
ments. However, cryptographic algorithms and access con-
trol schemes cannot be used to reason about the more
general concept of trust, – the belief that an entity will
behave as expected under certain conditions – as there are
no provisions for a number of security, behavioral, and QoS
issues such as data privacy, site administrators qualifications,
and service reliability provided by the various sites. An
authenticated and authorized user has no guarantees that the
Grid infrastructure will successfully carry out the execution
of a submitted job. The Grid user remains defenseless against

job failures, which according to a recent study [18] account
for a large percentage of all submitted jobs, and attempts
to compensate for any potential failures by submitting the
same job to multiple sites.

The failures could be attributed to security, behavioral,
or QoS factors, thus making the Grid environment the
ideal setting for deploying trust as an integral part of the
decision-making. In the recent years, there has been an
increasing interest in addressing specific trust challenges in
Grid environments.

In [21], the Trust domains establishment is mentioned as
being one of the three key functions in a Grid Security
Model, where virtual organizations establish trust among
users and resources that is expressed in policies and proxy
certificates. The authors in [6] leverage the authentication
and authorization capabilities of the Grid security frame-
work using trust negotiation with PeerTrust policy language
whereas the importance of trust negotiation is reiterated
in [17]. Similarly, [1] uses trust federation and dynamic
authorization supported by GRIA middleware to demon-
strate the dynamic federation of resources capability. The
research work in [7] focuses on a decentralized resource
access control scheme using trust chains and an extended
SPKI/SDSI that allow intermediate levels of trust to be
expressed per chain, rather as a binary model of valid or
invalid. In [20], [4], and [16] trust management systems for
Grids are presented, which assist in evaluating the trust value
of the various Grid sites and specify how to set the metrics
trust evaluation.

A more general approach to trust is presented in the survey
by Arenas et al. in [3], which discusses the trust classifica-
tions in Internet services [14] from the Grid perspective.
Furthermore, [2] investigates the possibility of exploiting
reputation systems for managing virtual organizations. The
SCOUT [22] middleware assists the user in belief calculation
and evidence source trust calculation in order to use service
in a Service Oriented Architecture.

Still, there is no implementation of a suite of trust
mechanisms that the average Grid end-user could utilize
to specify its trust requirements and incorporate them in
decision-making. Although, GridAdmin [19] is a trust man-
agement system to be used by administrators of Grid sites,
and not end users. The proposed work in [8] investigates
the emerging technological challenges associated with the
support of such a comprehensive user-oriented adaptive trust
framework deployed in Grid infrastructures.

III. GRID USER TRUST SERVICE (GUTS) OVERVIEW

The Grid User Trust Service (GUTS) framework is a
trust management service tailored to the needs of a typical
Grid user [9]. It comprises of three main components, as
shown in Figure 1. The first component, Grid Middleware-
Agnostic Trust Specification, allows a user to specify the
trust requirements for a Grid service. The second component,
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Grid Middleware-Dependent Trust Specification, maps
those general requirements to the specific Grid infrastruc-
ture, yielding the trust profile of a project. Finally, the Trust
Management and Visualization component gathers and
evaluates evidence provided by the specific Grid infrastruc-
ture, updates the trust profiles accordingly, and produces a
ranking list of the various Grid sites.

Starting with the Grid Middleware-Agnostic Trust Speci-
fication, the objective is to formulate an XML schema that
captures the trust requirements for a grid service. Those are
being abstracted to the user as a set of attributes along with
their types and associated value ranges. The XML schema is
used to instantiate valid XML trust requirements documents
for a Grid project. Attributes that could be specified by the
user include administrator certification, host site information,
security level, proximity to local site, uptime, job failures,
and hardware profile, and all of them are irrespective of
the underlying Grid middleware. Two different methods are
provided to help the user supply the trust requirements. For
the Grid novice e-scientist, a wizard is available and for
the Grid-aware e-scientist, a multi-paged editor is available.
In GUTS, the wizard concept is used to guide the user in
creating a trust requirements document and it consists of
both required and optional dialogs. Similarly, the GUTS
multi-page editor consists of tabs performing the same task
- the exact number of tabs depends on the XML schema and
on the way the set of attributes can conceptually be grouped
together.

Proceeding with the Grid Middleware-Dependent Trust
Specification component, those trust requirements specified
in the previous component are translated and mapped into
specific requirements that could actually be evaluated, based
on the information supplied or deduced by the specific Grid
middleware. The GUTS framework supports a specific Grid
infrastructure/middleware only in the case where plug-ins
for that specific Grid middleware are available. GUTS plug-
ins and abstract interfaces will be accessible to the developer
for extension as to support new Grid middleware.

Trust is not useful unless it becomes part of the decision
process. In the case of the Grid, an end-user could utilize
trust knowledge to choose the most suitable site for the
specific job. An important aspect though is the presentation
of trust results to the user. The final component is the
trust management component, which is responsible for not
only managing the project trust profiles that are stored in
a database but also for presenting the user with a ranking
list that could serve multiple purposes such as becoming a
decisive factor when choosing a site to submit a job and
provide the current “trustworthiness” of the various Grid
sites that are available to the e-scientist. In addition, the
user could also initiate to view past ranking lists as well as
generate list where the rank over time for a specific site is
provided.

It has been demonstrated in [9] that conceptually GUTS

could be integrated with g-Eclipse client [13] that supports
Grid/Cloud middleware like gLite, GRIA, and Amazon Web
Services.

IV. SGUTS: SIMPLIFIED GUTS

GUTS allows a user to specify the project needs by
assuming that the user is knowledgable when it comes to
technical specifications. However, this shouldn’t be expected
and instead of having the user profiling the grid service, it is
wiser to have GUTS profile the project and map the profile
into a set of trust requirements that the service needs to
fulfill. This section presents sGUTS, an extension to GUTS,
that abstracts the service requirements, and in consequent
offloads the user from technical jargon and assists in a more
appropriate site selection.

A. Diversity of Service Requirements for Grid Projects

The popularity of grid computing mainly lies on the
emerging needs of scientists to process and store vast amount
of heterogeneous data and at the same time increase collab-
orations among laboratories and research institutions, not
necessarily in the same geographical location. Nevertheless,
the changing scale and scope of science should not have an
impact on a very simple premise: A scientist wants to do
science (or e-science) and not computer science. The user
interface that serves as the gateway to the grid infrastructure
resources must be simplistic and intuitive for the average e-
scientist.

It has been observed that grid failures or security incidents
occur due to misconfigurations, with the source of these
often being the lack of technical knowledge by the user. The
service provider overwhelms an e-scientist with technical
jargon, resulting in either specifying too strict requirements
or too few. Depending on the nature of the experiment, the
service requirements can greatly vary. Below, are examples
illustrating the aforementioned claim.

1) Scenario 1: Molecular Modeling for Drug Discovery
Experiment: Drug design using molecular modeling tech-
niques, or molecular docking, helps scientists to predict how
small molecules bind to an enzyme or a protein receptor.
It is both a computationally and data intensive process to
dock each molecule in the target chemical database. The grid
infrastructure could facilitate the parallel and distributed pro-
cessing of molecular docking. The average e-scientist would
expect high computational accuracy from the site resources
and data communication integrity during the data traversal
of the communication network. If primary data were to
be stored in the grid, then the storage has to be reliable
with a very low possibility of loss of data. The classical
requirements on databases, such as durability, consistency,
reliability, scalability are needed for critical experiments. On
the other hand, performance is not a primary concern as the
focus is on correct and reliable results.
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Figure 1. GUTS Framework

2) Scenario 2: Environmental Phenomena Prediction
Task: Real time data about environmental phenomena could
be processed, modeled, and correlated to predict natural dis-
asters, leading into an early warning system. Grid computing
could facilitate such a system, having appropriate sensors
integrated with the underlying infrastructure at various lo-
cations, leading into the collection and distribution of the
measurements to applications that use them to make predic-
tions. Such an application will impose soft real time delivery
on data: it is essential to use fresh data. However, data
loss could be acceptable as prediction algorithms usually
operate on incomplete data sets. Furthermore, the nature of
the data does not justify any confidentiality or access control
restrictions as the data is public information.

3) Scenario 3: Training Event: Grid federations or
funded grid projects often offer initial training events for
end-users. An induction course on grid technologies usually
aims at demonstrating the capabilities of the underlying
grid infrastructure. A successful event heavily relies on
the availability of the resources. A site under maintenance
or a site that is down could disrupt the normal flow of
the training. Thus, high availability is expected, without
too much concern on other security and QoS parameters.
Jobs that are submitted during a training or educational
experience could tolerate slower execution than normal or
unencrypted traffic or even non-authenticated provider. Data
loss is acceptable as well.

B. Abstraction of Service Requirements

The service requirements for a project depend on its
nature, as demonstrated above. Table I illustrates the space
(note: this space is not exhaustive, as it is a work in progress
to derive a comprehensive list) of the requirements that must
be imposed on the grid service for a successful project
outcome. Each requirement could be further partitioned into

a set of attributes. For example, physical properties could
consist of storage room specifications and room temperature
whereas confidentiality could be comprised of encryption
algorithms and key lengths.

Table I
SERVICE REQS FOR GRID PROJECT

Requirements Possible Attributes
Security

authentication (username+password), (X509 cert.), (biometrics)
integrity (digital signing algorithm), (key length)

confidentiality (encryption algorithm) (key length) ((a)symmetric)
availability (uptime), (downtime frequency)

access control (ACL), (RBAC), (authentication token)
privacy (sensitive), (public), (ACL for data)

Behavioral
Competence (job failures), (administrator certification)
Motivation (sysadmin: student, staff, faculty), (host site type)

Physical Info (hardware/server-room profile), (location)
QoS

Latency (proximity), (site infrastructure)
Bandwidth (site infrastructure), (country infrastructure)

Comp. Accuracy (hardware/server-room profile)
Database Storage (RAID), (hardware/server-room profile)

C. Deducing Service Requirements from Coarse-Grained
Specifications

The idea is to abstract the process of explicitly specifying
all these properties, a task that is carried out by the user.
For example, the e-scientist of Scenario 2 may select to
encrypt data without knowing that encryption is a costly
operation unnecessary for the project needs, that could affect
the latency of the received data. Therefore, the vision is
to automatically populate the entries of Table I based on
the responses that the user will supply to GUTS regard-
ing high-level coarse-grained specifications of the desired
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project. This trust project profile, in turn, will be mapped
against existing grid services specifications that are ranked
according to the level of matching. Similar to GUTS, the
user will be given the opportunity to edit the generated trust
profile using a multi-paged editor.

The questions below are forming the coarse-grained spec-
ifications of a project, and these are grouped into three
categories, namely Project Needs, Data Needs, and Compu-
tational Needs. Based on the answers that the user provides,
a project trust profile is created, and thus a set of service
requirements.

1) Project Needs: The first category of questions is
directly related to the overall needs of the project. Depending
on the user responses, some of the questions in the other two
categories will either not be asked or the answer options may
be reduced. The questions of this category are the following:

Q1.1: Is your project computational intensive or data
intensive or an equal share of both?
This will help the system decide what tradeoffs
to apply when the choice is between data and
computational needs.

Q1.2: Is the computation more important than the storage
of the data or an equal share of both?
Even though it is a computational intensive project
the e-scientist may be more concerned abut how
the result is stored than how the computation was
performed.

Q1.3: What is the expected life-time of the resulting data
of the project?
The lifetime of the project may influence where
the resulting data should be stored.

Q1.4: By whom the results of the project will be used
for?
The usage of the results will guide the system to
decide which security mechanisms will be needed.
The user will choose one of the following prede-
fined choices:

• Single user (me)
• Small group size ( <10 )
• Medium group size ( <100 )
• Large group size ( >99 )
• Public access, anyone can access the result

2) Data Needs: The second category prompts the user
to provide input regarding the needs of handling the data
related to the project. This includes both the input data and
any derived results from computations. The questions are
used to profile the requirements on the reliability, integrity,
and privacy for the project data.

Q2.1: Is the provenance of the stored data of the project
necessary?
The provenance is important for certain applica-
tions in proving that the data has not been tampered
with/alternated.

Q2.2: Where would you prefer the data to be stored?
Due to the nature of the data, local government
laws may prohibit export of the data in another
country. Furthermore, the e-scientist may wish to
store the data close to the local site. The predefined
choices are:

• Close to my site
• Preferable in my country/region
• Location is not important

Q2.3: What would the consequences of data loss be?
Depending on whether or not the input data is pri-
mary data or derived data, the loss of the resulting
data can greatly vary. Similarly, if the computation
cost of deriving the data is extremely high, the
cost of recomputing it may not be feasible. The
predefined choices for this question are.

• Danger for loss of life (the user should be
warned that the Grid environment may not be
the most appropriate service provider in this
case)

• Scientific findings may be lost (forever)
• Loss of investments made by doing the study
• Inconvenience of having to rerun the compu-

tation
• No loss due to nature of the data

Q2.4: What would be the consequences of any modifica-
tion (accidental or deliberate) to the stored data?
Similar to Q2.3, except that the data is not lost but
modifications have occurred. The choices that the
user is presented with are the same as Q2.3.

Q2.5: Does the input/resulting data contain any sensitive
information?
This question will be split into two questions, one
for the input data and one for the resulting data.
This question will define what are the privacy
needs with regard to the data of the project:

• Highly sensitive (lose of life may result if
leaking occurs)

• Sensitive (personal privacy laws apply )
• Moderate (lose of business secrets)
• Low (prefer to keep the data secret)
• N/A (publicly available data)

3) Computational Needs: The third category captures the
computational needs for the project, and to be more specific
its performance, reliability, and integrity requirements.

Q3.1: What are the consequences of missed deadline of
the completion of the computation?
Deadlines can be missed in case of server failure,
power failure, sever room overheating, server miss
configuration, or accidental shutdown of the site.
The user will choose one of the following prede-
fined choices:

• Danger for loss of life
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• Scientific findings may be lost (forever)
• Loss of investments made by doing the study
• Inconvenience of having to rerun the compu-

tation
• No consequence due to nature of the project

Q3.2: What the delay of receiving computational data
result in?
This question is similar to Q3.1, except that here
we are referring to the case where the initial com-
putation service fails and the complete computation
will have to be redone on other resources. The
choices that the user can pick from are the same
as those for Q3.1.

Q3.3: What would be the consequences of any modifica-
tion (accidental or deliberate) to the computation?
Most Grid computational services have server
class infrastructure (including hardware and server
room), but not all. It could be the case that bit-
flipping could not be detected, hence what would
be the consequences of such problems. The choices
that the user can pick from are the same as those
for Q3.1.

4) Demonstration of Service Requirements Mapping from
Specifications: It is beyond the scope of the paper to present
the actual workings of the mapping, as the objective is to
present a conceptual proof-of-concept of the usefulness of
such a mechanism. Table II illustrates how user responses
get translated to specific service requirements for Scenario 1.
In this scenario, the user is a university researcher analyzing
data to discover a cure for a disease, hence there is no need
for secrecy of results but accuracy is vital for the success of
the project.

Table II
SERVICE REQUIREMENTS FOR SCENARIO 1

Attributes User Response
Security Req.
authentication (X509 certificate) (default)

integrity (MD5) Q3.3 - 4th option
confidentiality (N/A) Q1.4 - 5th option

availability (best effort) Q3.1, Q3.2 - 4th option
access control (public) Q1.4 - 5th option

privacy (public) Q1.4 - 5th option
Behavioral Req.

Competence (N/A) Q2.3, Q3.1- 4th option
Motivation (N/A) Q2.3, Q3.1- 4th option

Physical Properties (high quality) Q3.3 - 4th option
QoS Req.
Latency (N/A) Q3.1, Q3.2 - 4th option

Bandwidth (N/A) Q3.1, Q3.2 - 4th option
Comp. Accuracy (high quality) Q1.2 - computational
Database Storage (average quality) Q2.3, Q2.4 - 4th option

V. CONCLUSION

This paper presented sGUTS, an extension of GUTS,
that supports automatic generation of service requirements

for a grid project based on user responses on a set of
predefined coarse-grained questions that capture the project
nature and its data and computational needs. In this way,
the average e-scientist does not need to be knowledgeable
on technical grid details as the system maps his/her answers
to service requirements that are further used to select the
most appropriate grid service to satisfy the project at hand.

Even though research efforts exist for managing trust
in the grid environment, still the focus is on how trust is
perceived by the system (or site administrator) rather than
on attempting to simplify the interpretation of trust for the
end user. In the proposed conceptual framework, the center
of the trust management process is the user who decides
and specifies the needs of his/her project, which in turn
are mapped to trust requirements. The proposed techniques
leverage the functionality of the trust management system
to include user input in an intuitive manner. The research
effort presented in this paper is still under development.

As far as future directions are concerned, the applicability
of sGUTS in cloud services will be investigated. In these
settings, there is an additional constraint, which is the budget
allocated for the project, that must be utilized in an efficient
way and at the same time fulfill the aforementioned service
requirements.
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