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Abstract—In this paper, we consider provisioning protection protection switching time for a dedicated path protection
in WDM optical networks with pre-configured backup paths. In  scheme and protection approaches which share backup re-
the traditional protection approach, backup resources are not sources. Dedicated protection for traffic grooming of sub-
shared among pre-configured backup paths, and thus resourcesI bd i . . . d hi h
are not utilized efficiently. We propose a protection approach am _atra _'C usm_g a generic groommg_-no e architecture . as
with the use of a switch architecture, which allows limited been investigated in [3]. In [4], a comparison of schemes which
sharing of backup resources among pre-configured backup paths include path and segment based protection for differentiated
(referred to as pre-configured backup protection with limited availability-guaranteed services is given. The recent work in
sharing (PBPLS). The architecture uses switching components [5] investigates dedicated protection approaches considering

with a flexible feature of splitting optical power on need basis . t . t f | th ch |
in addition to directing the power towards one output port various transmission rates of waveiengtn channeis.

only. Further, configuration can be done which connects two A major drawback in provisioning pre-configured backup
(or more) input ports to the same output port at the same time. paths using the traditional protection approach is its inefficient
These features allow sharing backup resources while provisioning resource usage. Unlike the optical layer shared protection
pre-configured backup paths. This approach can be adopted in o55r65ach in this approach backup resources are not shared

networks in small geographical area such as metro networks th fi d back th d th
since the power splitting feature is used. While sharing backup among the pre-configured backup paths an us resources

resources in this approach, we consider power loss particularly are not utilized efficiently. The traditional optical shared
due to potential repeated power splitting. Amplifiers can be used, protection has long recovery time, in which backup paths

at additional cost, to compensate the power loss. Instead, wegre not pre-configured and backup wavelength links can be
adopt an approach of limiting the number of power splitting 10 ghareq py other backup paths. The work in [2] shows that,
small values to reduce the power loss. Constraining the number . . . . . .
of power splitting limits the degree of backup sharing. Through W'th_ 10ms switch conflguratlpn time, the recovery times of
simulation experiments in a single class and multi-class traffic dedicated and shared protection approaches are 3ms and 56ms
scenarios, we demonstrate that, even with the small number of respectively under a distributed protocol (for a random demand
power splitting such as one or two, significant improvement in  of 30 connections on a representative network topology). The
blocking performance can be achieved. configuration time of switches widely used could be several
Keywordsoptical networks; wavelength-division-multiplexing; 10’s of ms and the difference in recovery time for the two
survivability; approaches would, therefore, be even more significant. Several
mission critical applications require short recovery time. Pre-
configured backup protection is suitable for such applications.
Survivability or fault tolerance is an important requirementhe shared protection approach may not satisfy their stringent
in wavelength-division-multiplexing (WDM) optical networks.recovery time needs.
Among the several survivability approaches, provisioning op- We propose a protection approach which allows limited
tical layer protection with pre-configured backup paths sudaaring of backup resources among pre-configured backup
as optical dedicated protection (or 1:1 protection) is preferr@aths (referred to apre-configured backup protection with
for traffic which require short recovery time. In this approachimited sharing (PBPLS) The proposed approach can be
a backup path is configured at the time when the connectiorused under single component failure scenarios. To allow such
established. In the event of a component failure on a primamgsource sharing, we use the switch architecture proposed in
path, this approach requires no further switch configurati¢@]. The architecture has the following flexible features. In
to set up the backup path. This protection approach has beeidition to directing the input power towards one output port
investigated in research works under several scenarios soaoly (like the traditional switches), the power can be split on a
as path, segment, and link based protection, protection wihsired sub-set of output ports on need basis. When the switch
traffic grooming, differentiated survivability services, and pras pre-configured to split power on two output ports, the traffic
tection with multi-line-rate consideration. In [1], two 1:1 pattcan be switched on one of the ports with the split power which
protection methods, static and dynamic have been investigatestjuires no further configuration. Further, the switch can be
The static method provides fixed primary and backup pathenfigured to connect two (or more) input ports to the same
and the dynamic method allows rearrangement of backoptput port at the same time. With this pre-configuration, the
paths. The work in [2] investigates capacity utilization anttaffic can be switched from one of the input ports to the

I. INTRODUCTION
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. . . . DEMUX MUX
same output port which requires no further configuration. In Wa 1.
the proposed approach, when backup paths are set up, similar a vi /1 N J— c
pre-configurations can be done so that backup resources can wo CoLmbiner

VOSs

be shared. The recovery time in this case is equivalent to the Yn Ll
case of the traditional dedicated protection approach since no b{w‘ (| N }“ d
further configuration is needed at intermediate nodes. This wo vosﬁj Combiner
protection approach can be adopted in networks in small

geographical area such as metro networks since the power Control Processing Unit

splitting feature is used when sharing backup resources.

In the proposed approach, we consider limited sharing
of backup resources. This is because of power loss when a ¢ vos 0% = 50% — 100%
power splitting is used for backup sharing. Particularly, when ) < 100% — 50% — 0o ™!
repeated or cascading of power splitting occurs, power will b d " Port2
be reduced significantly. One solution is to compensate power (@) (i
using amplifiers at additional cost. In this paper, we adopt

the approach of limiting the number of power splitting on a
backup path to reduce the power loss. Constraining the number

of power splitting limits the degree of backup sharing. Wgur work, we consider unicast only and the proposed approach
investigate for small values for the maximum number of powegoids reconfigurations when failure occurs. In the following
splitting (one to three). sections, we illustrate the switch architecture first, and then

As explained above, the proposed protection approach Ufigstrate our proposed protection approach.
lizes the flexible features of the switch architecture used in

this paper. The widely used traditional optical switches such Il. OPTICAL SWITCH ARCHITECTURE
as MEMS switches [7] do not support these features becaus@he proposed switch architecture [6] is shown in Fig. 1(i).
of architectural limitations, and therefore similar protectiom [6], we have investigated the transmission of bursty traffic.
approach cannot be adopted. The proposed approach camlbe switch can be used for the transmission of circuit level
employed in broadcast-and-select based architectures whiclffic also (transmission through lightpaths). We consider the
are widely considered in optical burst/packet switching neswitch for a node with two input and two output links as shown
works [8] [9]. These architectures generally consist splittens Fig. 1(ii). Each link carries a control wavelengtt, and
and semiconductor optical amplifiers (SOAs). Since SOAs anedata wavelengthgw;, ws, .., w,). The basic architectural
used, power loss due to power splitting would be compensatmponent is a 1x2 variable optical splitter (VOS). Other
and the need for limiting the number of power splitingomponents are combiners, multiplexers (MUX), demulti-
may not arise (or reduced). However, we do not use thesiexers (DEMUX), receivers (Rx), transmitters (Tx), and a
architectures in this paper because of their high power lossntrol processing unit. In Fig. 1(i), the components VOSs,
and high cost. Splitters used in these architectures always sptimbiners, receivers, and transmitters are shown for the data
power towards all the output ports and thus significantly \mavelengthw,. VOSs are cascaded and linked to combiners
large amount of power is wasted. Further, these architectusesl receivers as shown in the figure. Additional VOSs and
are expensive since a large number of SOAs are requiredmbiners can be cascaded and linked in the similar manner
The switch architecture used in this paper uses componettsaccommodate more links. Fét number of fiber links and
with the flexibility of controlled power directing and splitting N data wavelengths, a total 8f 2 VOSs andV F combiners
as explained above. Therefore, it reduces power wastggach is of typg F + 1)X1) are required.
significantly. In addition to this, we do not use amplifiers in We use the 1x2 VOS component presented in [14] [15] [13]
the architecture in order to reduce the cost. in our switch. The self-latching VOS is based on magneto-
In [10], an approach has been proposed to improve rmptical technology. The VOS is designed using mainly a
source usage in which a pre-configured backup path can shaagable faraday rotator and a walk-off crystal. In the VOS,
resources of non pre-configured backup paths. Unlike thigout optical power can be distributed (or split) on the two
approach, this paper investigates sharing backup resoureaetput ports with various ratios (states) such@% — 100%),
among pre-configured backup paths. Power splitting has béé0% — 50%), and (100% — 0%) as shown in Fig. 1(iii).
considered in [11] [12] when provisioning protection. In [11]The component requires an electric pulse to switch states
a 1+1 dedicated protection approach (traffic is simultaneouglye. increase/decrease the power on a port). By applying the
sent via the two alternate paths) has been investigatedeiectric pulse appropriately the various states can be achieved.
which splitters are used in broadcast-and-select OADMs foitatakes 0.25ms time to switch betweéf% — 100%) and
ring topology network. This work does not consider backu(®0%—50%) states. We assume the same time period to switch
sharing. In [12], splitters are used in tree-based protection foetween(50% — 50%), and (100% — 0%) because of near
multicast traffic. In this work, backup sharing is considered arsymmetrical power splitting pattern seen in [15]. We denote
nodes may require reconfigurations in the event of a failure. flme 0.5ms configuration time required to change the split power

(@)

Fig. 1. Switch architecture with two input and two output links
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® =, link a to link ¢ on the wavelengthu; as shown in Fig. 2().
a }@i It is considered that, at= —Twvos, the control message has
b d been processed and the switch configuration is .initiated. The
. i Qefaylt ste}.tus of VOSs in our switch (@& —Twvos) is shown
0 . 100 . in Fig. 2(ii). _VO_S-p_and VO_S-q shovyn are the two_ VQSS
Al —d %4’ d connected with linka in our switch architecture shown in Fig.
00 0 5 0 13). We do_ not §hovy the oth_er VOSs connected with link
gggtlryicpulse 100 100 as no configuration is done in these VOSs.tAt —Twvos,
Rx(Local drop) Rx(Local drop) the default power splitting status of both VOS-p and VOS-q is
(t=-Tvos) t=0) (0% — 100%) with 0% power directed towards links and d.
That is, paths within the switch fromto ¢ anda to d are shut
Fig. 2. Switch configuration initially. Once the control message has been processed, the

node identifies the output port of the connection and selects the

) VOS which is connected to that port (i.e. VOS-p). An electrical
on an output port frond% to 100% (i.e., from (0% — 100%) pulse is applied to the selected VOS, i.e. VOS-,-at—Tvos
to (100% — 0%)) as Twos. The states(0% — 100%) and 54 shown in Fig. 2(ii). It changes the power splitting state of
(100% —0%) can be used to direct the full power towards ONGOS-p to(100% — 0%) att = 0 (i.e. it requiresTvos time to
output port only (like the traditional optlc_al switches). _Furthe'bhange the state) with00% power directed towards links.
the state(50% —50%) can be used to split power. Particularlyrys i shown in Fig. 2(iii). That is, power directed towards
unlike the traditional switches, the power can be split on Ik ¢ increases frond% (att = —Twos) to 100% (att = 0).
desired sub-set of output ports on need basis by appropriatge efore, at — 0, the patha — ¢ is connected/opened. When
changing the state of VOSs in the switch. We use this featygiica| signals arrive on the lightpath they are switched with
in our protection approach, which is illustrated in Section Ilk input power directed towards link. Pathsa — d remains
The low-cost magneto-optic component available in [16] cafl ¢ Note that, at the receiver node (egress), the optical signals

also be used in our architecture. . can be received at the default state as full power is directed
Average insertion loss (IL) of the VOS is 0.6dB (foryquards the local receiver (RX).

(0% —100%) and (100% — 0%)) and 4dB (for(50% — 50%))
and polarization-dependent loss (PDL) is less than 0.1dB. The
VOS energy consumption is very low-(120uJ) [14]. For
a typical nodal degree such as two and three, the insertion

loss at core components (VOSs and combiners) is in theTne traditional optical layer dedicated protection has short
range of 6.6dB to 7.2dB and 6.6dB to 7.8dB respectivefucovery time because of pre-configured backup paths. Achiev-
(VOSs: 1.2dB and 1.8dB when traversing up to 2 and 3 VO{§y short recovery time by pre-configured backup paths and at
with (0% — 100%) and (100% — 0%) states, and combiners:ihe same time employing backup sharing are not done. This
6dB when two cascaded combiners (each of 3dB type) g&pecause of the limitations in the traditional OXCs. Consider
traversed with these nodal degrees in a 4X1 type). When gyt a switch configuration is done to connect an input port to
VOS is used with(50% — 50%) state (used when failure 55 output port within a widely used OXC such as a MEMS
recovery only), slightly more power loss occurs. Thereforgytical switch. While maintaining this connection, another
the architecture is suitable for networks in small geographiC@énﬁguraﬁon to connect (1) the same input port to a different
areas because of the power-loss. Otherwise, amplifiers g{fput port, or (2) a different input port to the same output port
required to compensate the power-loss. is not done. This is because, this later configuration disrupts
the existing connection. The configuration is, therefore, done
only after the existing connection is over or released. This
An optical connection/lightpath can be set up by configuringpnstraint does not allow setting up two backup lightpaths
intermediate nodes along the lightpath. Generally, contrehich are pre-configured and at the same time they share one
messages are sent (on the control waveleagihusing a two- or more wavelength links.
way reservation approach for establishing the lightpath (on aAs explained in Section Il, the switch architecture consid-
data wavelength, say,). The control message is processedred in this paper has increased flexibility of how optical power
electronically at the control processing unit at intermediateceived on an input port can be directed or split on need basis.
nodes. The control message carries the details about Tes flexibility can be used to overcome the above constraint.
connection which are used to configure VOSs at intermedi®ewer splitting allows connecting an input port to two (or
nodes. Below, we illustrate how VOSs are configured at a nog®re) output ports within the switch. In addition to this, the
which connects an input port to an output port for establishim@mponents are cascaded in the architecture such that they
the lightpath. We consider a node with two input and twallow configurations which connect two (or more) input ports
output links as shown in Fig. 1(ii) for illustration. to the same output port. We illustrate how these features are
We consider that a lightpath is set up which traverse froased in our protection approach below.

Ill. PRE-CONFIGURED BACKUP PROTECTION WITH
LIMITED SHARING (PBPLS

A. Switch configuration
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P2 (Rx) (Rx)
Fig. 3. Shared protection Fig. 4. Switch configuration at nodé- Fig. 5. Switch configuration at nodg-

The protection approach allows provisioning pre-configured
backup paths with limited backup resource sharing. Such
backup sharing is possible in single component failure scenar-
i0s. We assume single link failures which are the predominant
type of component failures. The proposed approach is illus-
trated in Fig. 3. It shows two primary lightpaths (P1 and P2)
and their backup lightpaths (B1 and B2). Each of the backup
lightpaths is link-disjoint with its primary lightpath. Further, Fig. 6. A backup sharing scenario
primary lightpaths P1 and P2 are also link-disjoint as shown.

Links d—e ande— f are shared among the backup paths. When
using the proposed switch, configurations can be done at nddeLimited backup sharing

d such that the linki—e can be opened for both the links-d  Backup sharing while provisioning pre-configured backup
and g — d for transmission at the same time. This is showpaths is limited because of power loss due to power splitting.
in Fig. 4 (The same switch shown in Fig. 1(i) is used for thigie mainly consider splitting loss at VOSs. Repeated or
illustration. Only the VOSs and combiners for wavelength cascading of power splitting may occur when backup links
are shown in Fig. 4. The additional output link which is nojre shared by many backup lightpaths. This is illustrated in
labeled in the figure is not used). In this configuration, VOS+pig 6. Three primary lightpaths (P1, P2, and P3) are protected
and VOS-r are configured such that their power splitting stag§ their pre-configured backup paths (B1, B2, and B3). Links
becomeg100% —0%) with 100% power directed towards link g — ¢ and f — ¢ are shared by backup lightpaths B1 & B2,
d—e. The configurations are done by applying electric pulsesd B1 & B3 respectively. In case of failure on P1, traffic is
as explained in Section II-A. Further, at notlepower from rerouted via B1. In this case, power splitting occurs at nodes
e — f can be split onf — c and f — . This configuration is ¢ and ¢ (at VOSs). To reduce the power loss due to such
shown in Fig. 5. In this configuration, VOS-p is configured t@epeated power splitting, we adopt the approach of limiting the
the splitting state(50% — 50%) and VOS-q is configured to nymber of power splitting at intermediated nodes (at VOSSs)
the splitting state(100% — 0%) (100% directed towards link on a backup lightpath. Limiting the number of power splitting
[ —1). As a result of these configurations, the power frofmits the degree of backup sharing. We denote the maximum
e— fis splitonf—candf—i. While sharing backup links huymber of power splitting at intermediate nodes on a backup
d—e ande— f, these configurations allow transmission over fghtpath asK. For instance, the three backup lightpaths can
backup path without needing further configuration. No powgfe provisioned in Fig 6 whedl = 2. However, if K = 1,
splitting occurs at VOSs at nodesande (at nodee, similar  only primary lightpaths P1 & P2 can be set up with backup
configuration illustrated in Section II-A is done). Note that, thﬁaths B1 & B2 respectively. Lightpath P3 has to be rejected
above configurations are done at the time when the primagince B3 would, otherwise, cause additional power splitting at
connections are established. nodeg. Similarly, once P1 and P2 have been admitted with

In case of failure on P1, traffic can be immediately reroutdfeir backup lightpaths, consider admitting a future request
through B1 since it is pre-configured. The traffic will beVith its primary and its backup lightpaths (say, P4 and B4
switched fromu—d to d—e because of the switch configuration(not shown)). Assume that B4 shares the same backup link
illustrated above. Further, the traffic will be switched fronf — ¢ and additional power splitting occurs at nodéo a link
e — f to f — c because of the power splitting configuration(Say e — [) in addition to the linkse — f ande — i (the link
Hence, it provides short recovery time which is equivalent to— ! is not shown). In this scenario, with’ = 1, this new
the case of dedicated protection. When rerouting the traffic’@fluest is rejected since additional power splitting occurs.
copy of traffic is routed on the linf — i also due to power i L )
splitting. Similar rerouting can be done when failure occurs di Protection with fixed splitters vs. VOS
P2. Note that, in Fig. 5, power from— f is split towards the  Our proposed protection approach can also be implemented
desired output linkg — ¢ and f — i only, and power wastage with traditional (fixed) splitters and shutters instead of using
can be reduced by not splitting on unwanted ports (if any).VOSs. (Similar splitter-shutter type switches are broadcast and
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select based switches [8] considered for optical burst/packet & [adtora dedeaedpoceion
switching networks) A major drawback with fixed splitters RS K-z
based switches is their high power loss. This is because power

is always split towards all the output ports. Therefore, only

a small portion of power is used to transmit data and the
remaining power is wasted. This small power may not be
enough for transmission over long distance. In addition to
this, additional shutters are required. With VOSs, even with a
large number of ports, optical signals are switched Wiib%
power directed at VOSs towards the output link during normal
working conditions. In case of failure-recovery using shared 0 ‘ ‘ ‘
. . . . 25 30 35 40 45 50
backup lightpaths, optical power is split towards necessary Traffic Load (Eriang)

output ports only. Therefore, power-wastage is significantly

reduced. In addition to thiS, additional shutters are not requiré@. 7. Performance for the traditional and proposed protection approaches
when VOSs are used. Because of these reasons, we use VOSs

instead of traditional splitters. O Crass 1. Tradiional dedioated protecion
- Class-1, PBPLS, K =1

0.16r| Class-1, PBPLS, K =2
Class-2, Traditional shared protection
I V' P E R F O R M A N C E ST U DY (O Class-2, Traditional shared protection, K = 1
L| 4 Class-2, Traditional shared protection, K = 2

Blocking Probability

We evaluate the performance of the proposed protection
approach (PBPLS) on the 14 node and 21 bi-directional link
NSFNET topology. We consider 16 wavelengths per fiber.
We consider sub-lambda connection requests (or LSPs) which
require optical layer protection. A sub-lambda connection can
traverse a number of lambda connections or lightpaths. In
the optical layer protection, each of the lightpaths traversed ooaf
is protected by a backup lightpath. Traffic requests arrive
dynamically. Request arrivals follow Poisson distribution and
holding time of a request follows exponential distribution with
unit mean. We assume wavelength capacity to be 10 units. Fig. 8. Performance of class-1 (50%) and class-2 (50%) requests
Bandwidth requests for traffic are uniformly distributed in the
range of (4-10). Each request’s source node and destination
node are selected based on uniform distribution. We usealgo observe whether the performance improvement for class-1
shortest path selection algorithm (Dijkstra’s algorithm) wittraffic due to limited backup sharing penalizes class-2 traffic.
the objective of minimizing the total number of physical hop¥/hen both the PBPLS and the traditional optical layer shared
to route the requests. Each experiment is carried out withpeptection are provided, we consider that backup resources
large number of request arrivals on the order of. associated to these two protections are separated (i.e., pre-

We investigate whether significant performance improveonfigured backup paths and traditionally shared backup paths
ment is seen when limiting the number of power splitting dnot pre-configured) do not share the same resources) in order
intermediate node() to small valuesk = 1, K = 2, and to reduce the complexity.

K = 3). First, we consider that all the traffic requests require The blocking performance for the proposed PBPLS ap-
short recovery time and they are protected with pre-configurptbach with different values of the number of power splitting
backup paths using our proposed protection approach, PBP(S.= 1, K = 2, and K = 3) and the traditional dedicated
We compare the performance with the traditional dedicatgdotection approach are shown in Fig. 7. In this study, a
protection since it also provides pre-configured backup patbisgle class of traffic is considered and all the requests are
(recovery time in PBPLS is equivalent to the case of ttedmitted using the same protection method. It can be seen that,
traditional dedicated protection). In addition to this, we alssignificant reduction in blocking is achieved in PBPLS with
study the performance with two classes of traffic when onlff = 1 (more than 74% reduction in blocking when compared
a portion of requests require short recovery time (class-b) the traditional approach). This is because, significantly
while the rest can tolerate slightly longer recovery time (class- large number of requests can find backup resources as
2). For class-1, pre-configured backup paths are providegbsources can be shared though it is limited in our approach.
using PBPLS (and compared with the traditional dedicatédirther reduction in blocking is observed with increasing
protection). For class-2, non pre-configured backup paths amgmber of power splitting (with{' = 2 and K = 3, additional
given using the traditional optical layer shared protectioh8% and 23% blocking reduction is seen at high loads).
approach. In this study, two traffic arrival distributions are Figure 8 shows the blocking performance when 50% of
considered. The traffic arrival follows the distribution, class-1requests (class-1) are protected by pre-configured backup paths
class-2 = (1) 50% : 50%, and (2) 25% : 75%. In this study, WBPLS is used. The traditional dedicated protection is used

Blocking Probability

0.02 . . . .
25 30 35 40 45 50
Traffic Load (Erlang)
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2 requests were provisioned using pre-configured and non
pre-configured backup paths respectively) traffic scenarios.
We demonstrated that even with the small number of power
splitting (K), significant performance improvement is seen.
In the single class scenario, our proposed approach with

Blocking Probability

04 e K=1 showed more than 74% reduction in blocking when
008 ggigigigggu 1 compared to the tradmo_nal_ dedication protection approach.
wonl | In the two-class scenario, it showed up to 42% and 15%
& reduction in blocking for class-1 traffic with 50% and 25%
B S & & ] traffic distributions respectively.
0.02 . L . .
® * Tratc Load (Erlang) * * ACKNOWLEDGMENT
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