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Abstract—This paper defines and evaluates an unplanned
technique based on Generalized Multi-Protocol Label
Switching (re-routing) to restore lightpaths interrupted by
failures in wavelength switched optical network. Cmpared to
the pre-planned recovery techniques, the re-routingapproach
may significantly save network resources, but mayuffer from
longer recovery times and even fail to recover ligipaths, due
to slow convergence of the information transportedby Interior
Gateway Protocol. To address this issue, we have eas the
crank-back extensions proposed by IETF, combined uh a
make-before-break strategy that re-uses resourcesaom the
broken lightpath to setup a recovery lightpath. Wepresent an
evaluation that permits to conclude about the perfomance of
the proposed approach.

Keywords-crank-bak re-routingt; make-before-brake; routing
and wavel ength assignment.

l. INTRODUCTION

Generalized Multi-Protocol Label Switching (GMPLS)
defines a set of standards for managing lightpdths
Wavelength Switched Optical Network (WSON). The
GMPLS control plane supports the following recovery
techniques: protection, restoration, and re-routjf In
protection, recovery paths are planned and crossemed
before a failure occurs. It provides fast recoviames, but
are costly because backup resources cannot bedsHare
restoration, recovery paths are planned and ressuace
reserved in advance, but recovery paths are cuassected
only when a failure occurs. Restoration is lessegjve than
protection because multiple recovery paths mayeshiae
same wavelengths. However, it is still expensiveabse
shared resources cannot be used by service pahsaen
there are no failures in the network. Re-routinigneto the
unplanned recovery technique, where all the proadss
defining a recovery path and reserving resourcemaule
after a failure occurs. Compared to the pre-plameedvery
techniques, it may significantly save network reses, but
may suffer from longer recovery times and fail exaver
lightpaths, due to slow convergence of network rimiation
transported by Interior Gateway Protocol (IGP).

In a high capacity network, a single failure catirupt a
multitude of lightpaths and trigger a strong coritjmet for
resources. The network view will be outdated, deddetup
of lightpaths planned with incorrect information llwi
probably fail. To address this issue, we have tisedrank-
back extensions proposed by IETF [2], which defme
flexible way to include additional information inhe
messages exchanged by the signaling protocolResource
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Reservation Protocol with Traffic Engineering (RSVE).
The extensions permit to include the informatioguiesd to
plan an alternate route in case of failure, anchealify the
flow of the signaling messages to contour the paftthe
network that are interrupted. Our recovery approacludes
the following ideas. First, the nodes adjacenth® failure
use the crank-back extensions to inform the ingrestes
about the information required to recover the inteted
lightpaths. Second, the recovery lightpath is ptghby the
ingress node using a load balance heuristic, wénciids the
creation of bottlenecks and favors the reuse oburess.
Third, recovery is performed using a Make-Beforedi
(MBB) strategy, to reuse as much as possible theurees
and cross-connects of the original lightpath thavise the
failure. Finally, signaling is performed using aeXible
segment re-rerouting strategy, permitting any raldeg the
path to fix the information planned by the ingressde.
MBB is pointed as being advantageous to improve
likelihood of a successful recovery (see [6], faample),
but no previous work has detailed how it could be
implemented in WSON.

The remaining of this paper is organized as follolus
Section 2, we review the WSON literature by focgson
improvements to RSVP-TE and crank-back. Section 3
explains the problems that may rise in an unplarateanpt
to recover lightpaths and how we address the pbiisties.
Section 4 presents the algorithms that composaaution.
The evaluation of the proposed method is foundeictiSn 5.
Finally, Section 6 presents the summary of our most
important results and our vision about future rese#opics
related to the subject.

the

Il RELATED WORK

Some improvements to RSVP-TE have been proposed to
increase the likelihood of a successful label sstige
assignment during path creation. Sambo et al. {&2iew
several strategies that employ the label preferappeoach.
The suggested vector object is introduced by Atidgbal.
[1] for networks with wavelength conversion capipil It
collects information about the number of conversiohat
will be performed by intermediate nodes. This infation
permits the destination node to select a wavelefigth the
Label Set that minimizes the number of conversidrise
suggested vector approach is further explored loygstti et
al. [3] to avoid contention of wavelengths due tddated
information in nodes that receive Path or Resv agss
The proposals previously mentioned improve RSVPBUE
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are not comparable to our work because they doakemse
of crank-back.

Planning protected lightpaths using a shared ptiotec
scheme is discussed by Munoz et al. [10]. The pwego
extension of RSVP-TE includes information indicgtin
which wavelengths in a Label Set are already baseyl by
a protection lightpath. The same extensions ardamg by
Manolova ett al. [9], but considering networks wathimited
number of wavelength converters. The paper extehds
previous proposal by combining the idea of the sstgd
vector to reduce the number of wavelength converéng
the path. Manolova et al. [7] [8] extend the samgreach to
include the sharing of optical regenerators. Gitirge al. [4]

examples of recovery problems caused by the IGR slo
convergence and define the strategies to improwe th
likelihood of a successful restoration using a comd
crank-back and re-routing strategy.

In this section, we show how the MBB approach may b
useful in WSON and why it may result in a temporary
deadlock in some situations. We propose the uséfyNot
messages to improve the ingress node perceptiaunt #he
possibility of completing a successful MBB recoveihe
discussion in this section is based on the sceiafaure 1.

All links are supposed to have only two wavelengitheach

PROBLEM FORMULATION

explore the use of suggested vector to improve Resyirection. There are two uni-directional lightpatbseated

blocking, and evaluates the strategy in scenariih or
without crank-back attempts. The proposals disclgséhis
paragraph don't cover segment-based rerouting bedhe
error messages always propagates to the ingregs whith
is responsible for generating a new setup attempt.

between the nodes 2 and 6 (represented by theesquar
circle symbols), and one uni-directional lightpatfeated
between the node 1 and 6 (represented by the tle@ng
symbols). The symbols in the links between nodpsesznt
the direction and the wavelengths used by eactplgh. In

More recently, some alternative approaches have beehis setup, no wavelength converter is used because

proposed. Pavani and Waldman [11] present a Rouatily

Wavelength Assignment (RWA) strategy with crankkbac

lightpaths use the same wavelength in all links.
Suppose that link 4-5 fails. The failure is pereeivby

support based on Ant Colony Optimization (ACO)the adjacent nodes, and interrupts the three kghsp A

algorithm. The proposed strategy can be classifsd
segment-based re-routing, however, instead of usirg
RSVP-TE extensions, or IGP updates to propagaterte-

Notify can be used to inform the ingress node oérgv
lightpath affected by a failure (see Figure 2).idt not
necessary that both nodes generate a Notify mestage

back information, the authors assume an ACO baseghe same interrupted lightpath, but according toreaovery
method, both nodes send the message.

algorithm that updates local state information dfedent

aspects of the routing process. Chen et al. [1#)}qBe a new
routing protocol based on the concept of intengigdient
from an information source. It is based on a distavector
routing scheme that enables the re-routing capgabin

every intermediate node, which maintains all pdesiink-

disjoint routes to the destination node. The prapoxludes
a new signaling protocol that implements the infation-

diffusion-based routing. Because the proposalsudsed in
this paragraph are based in proprietary protoctisjr

corresponding approaches require a complete matidit
of the IGP algorithm and routing information prethenised

in GMPLS.

To the extent of our knowledge, the literature daktbe
use of crank-back extensions in WSON is still wgakl
explored. There is nothing in the literature corapée to the
study presented in this paper, in terms of exptprihe
signaling protocol extensions to define a methocetmvery
of lightpaths using a purely distributed approablattis
robust against the problems caused by the slowergence
of IGP information. In a previous study, Jamhoud &enna
evaluated [14] eight different network topologies t
determine which network features favor the cranékba
strategy, considering several network metrics, uidicig
some used in Social Network Analysis (SNA), allogvito
find the criteria that permits to identify the sitions in
which the crank-back approach, or other re-routstesyy is
advantageous. However, the algorithms presentethifn
paper are totally new.

In special, we define an approach to coordinate th&’

recovery attempts according two strategies: MBB Brehk-
Before-Make (BBM). In the next section, we pressoine

Copyright (c) IARIA, 2014.  ISBN: 978-1-61208-318-6

1
O : lightpath A uses wave 1
2

> : lightpath B uses wave 2

2
O—»: lightpath C uses wave 2

Figure 1. Sample scenario with three lightpaths.

In standard re-routing recovery, the ingress nodestm
setup a recovery lightpath for each broken ligttpaported
in the Notify message. The lightpath can be planmedhe
ingress node, or constructed in a distributed igach node
in the network has its own view of the availabilitf
resources. Ideally, a node should know about each
wavelength available at each link, and the avditgbof
wavelength converters in the nodes. However, flogdi
information about individual wavelengths is not gtieal.
Moreover, in case of failure, this information igpposed to
change very fast because several attempts of &ghgetups
ill be performed simultaneously. We assume thatdhly
information available is the link state and the bemof free
wavelengths in each link.
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Notify messages sent by nodes 4 and 5 inform thatnot
possible to cross-connect the wavelengths of thginat

lightpath to the links 4-7 and 8-5, because theelemgth is
already in use, and the nodes have no wavelengtreders.
At present situation, the node has no immediatevery
option. Observe in the legend of the figure thatused the
term “MBB is unlikely”, instead of “MBB is impossie”.

MBB would be impossible if the wavelength required
perform cross-connect belongs to a lightpath tlsainat
interrupted by the failure.

®

Notify messages
inform the

4-5 link failure to
the ingress node
of lighpaths A
and C and crank-
back information.

Notify messages
inform the

4-5 link failure to
the ingress node
of lightpath B
and crank-back
information.

—— IGP: available

e - wavelengths
~

--- IGP: depleted, but
possible with MBB

"™ Notify: MBB is unlikely

Figure 2. A Notify message is used to report the ingress md@ach
interrupted lightpath.

Figure 3 shows how the node 2 perceives the regover
options for the lightpath A, in a scenario withewdvelength
converters. The straight lines in the graph repete status
of the links based on IGP information, and the edrlines
additional crank-back information supplied by thetiy
messages. Without considering the availability o t
wavelengths used by the original path, the recovery Figure 4. A Notify message is used to report the ingress méeach

unfeasible. The ingress node cannot perform an biate interrupted lightpath.
recovery attempt without trying to reuse the wangths of e o . . i
the broken lightpath. The IGP information indicatist As indicated in Figure 5, if node 2 viewpoint oftwerk

there is one wavelength available at the links &8 8-5. resources is based solely on the information receby IGP,
However, it is not possible to know if the wavelmty" is the recovery of lightpath C will be unfeasiblet(ie qlepleted
available at these links. We use the Notify message links are removed, nodes 2 and 6 become discont)ecte
indicate if the wavelength used by the broken pgtit can However, the Notify messages will indicate thaeaovery
be successfully cross-connected to its adjacenesedfhe ~May be possible in a near future, because somelevaths
cross-connect is possible if the same wavelengiivagable, —are required to complete a MBB setup belongs tdemo
or if it can be converted to an available wavelandtode 4  lightpaths. The situations of the lightpath B anda@
informs the ingress node that a recovery attemipgugBB ~ Similar, because none of them have an immediateveey

is possible for the link 4-7 and node 5 informs saene for ~ Option.

link 8-5. The ingress node, however, does not have

additional information about the links 3-8 and 7-6. @ — IGP: available
wavelengths
--- IGP: depleted, but
possible with MBB
Notify: MBB is unlikely

P

— IGP: available o2
wavelengths N

--- IGP: depleted, but
possible with MBB

/™\ Notify: MBB is possible

/.

Figure 5. Recovery options for lightpath C perceived by thde2.

The dynamic planning of recovery lightpaths may be
done according to MBB or BBM. In the first, the girial

The recovery options for lightpath B are computed b lightpath is teared down before the setup of theovery
ingress node 1y (s%e Figure %)_ pAgain, the nodpe r?tgs lightpath. In the second, the resources are raleasky after
recovery options for lightpath B without considegitthe the setup of the recovery lightpath is conﬂrme(mmrted. If
reuse of the wavelengths of the broken lightpaththe ~ nodes 1 and 2 try MBB recovery, they would be inctieck
decision is based exclusively on IGP informationde 1  State (until the reservation is broken by the sgite). On the
will consider that MBB can be successful. Howeie other hand, if they try BBM recovery, it would begsible to

Figure 3. Recovery options for lightpath A perceived by thel@ 2.
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recover all lightpaths. However, BBM approach canne
performed immediately, because the release ofdbeurces
of the broken lightpaths is not instantaneous,tdube delay
of the tear down message propagation. In additmues
will not perceive the new resources instantanegumgause
the slow convergence of IGP. Also, a BBM attempy rha
slow, because the lightpaths will compete for tkene
resources, and in this case, the RSVP-TE may bdetkp
attempts.

Our solution is the following: always when possjlitee
recovery of lightpaths will consider performing MBBrom
viewpoint of the ingress node, MBB is possible fifet
recovery path does not contain any edge assignethéy
Notify messages as “MBB unlikely” or “MBB imposséjl
The reuse of wavelengths in MBB is not mandatdrghe
node finds a more advantageous recovery pathshthsjoint
with respect to the original path. For the lightgathat do
not satisfy this condition, BBM will be performe@nd
resources are released immediately after recethi@dNotify
message. When the ingress node is unable to fiadididate
path to perform a recovery attempt, it will waitrandom
timeout (back-off), with a minimum safeguard time t
receive updates from IGP.

The feasibility of MBB may change in a scenario vehe
nodes are capable to perform wavelength convergiothe
scenario of Figure 1, the situation of lightpathad C will

fw(e) [bfactor - (1

w(e)

©(Py) = Y_hopweight +

Py

In the following, we show how to build the recoveth
using the route computed with the algorithm in Feg6.
According to RSVP-TE, the Path message may inclde
Label Set Iset) that restricts the range of wavelengths that
can be selected by the downstream node. Nodes leapfb
performing wavelength conversion may expandlsgie The
Path message may also include a Suggested Ldpeh(
wavelength chosen from theet that is preferentially offered
to the downstream node. If the downstream noddlis t@
used, it performs a cross-connect between sheeceived
from the upstream node and sheffered to the downstream
node. Once the Path message is received by theseguee,
it selects the Generalized Labgl)(and transmits it upstream
using the Resv message. If tjleis different from thed, a
node must remake the cross-connect withgth&he Explicit
Route Object ¢r0) permits to define the route and the
wavelengths used along the path. The crank-badnsixins
introduce the possibility to fix blocked setup reguwithout
signaling a new setup request from the ingress .node
Segment-based re-routing allows any upstream nbee t
receives an error message to make a correctidmeirsetup
request through a new Path message.

not change. For lightpath A it would still be pdidsi to
perform MBB recovery, and lightpath C would stili\re no
wavelengths available in edges 3-4 and 5-6. Howether
situation for lightpath B would change because ribiis
possible to perform a cross-connect of the MBB wengths
to the edges 4-5 and 8-5. In this case, lightpathend B
would perform MBB recovery and lightpath C would
perform BBM recovery.

V.

To provide some level of load balancing, the ingres
node computes an explicit route to the destinatisimg a

PROPOSEDSOLUTION

load balancing heuristic. The most common heuristig

consists in assigning a cost to a link that is propnal to
the fraction of wavelengths in use with respecth® total
number of wavelengths. The Weighted-Shortest-Catt-P
(WSCP) proposed by Hsu et al. [5] follows this &gy. We
have modified WSCP to take into account the pdiyilaf
performing MBB, as defined in equation (1). A retioic

factor (mbbfactor) is used to favor routes that reuse the™

wavelengths of the broken lightpath. In the formula
hopweight = mbbfactor if the edge contains a reusable
wavelength and MBB is possible. Otherwikepweight = 1.

In the expressionPy is the set of edges connecting the
source node to the destination node, an¢efvand we) are,
respectively, the number of free wavelengths ardtttal

Begin: The algorithm is triggered by the first Notify message

received by the ingress node.

1. Save the information received in the first Notifyessage in
“failed”, “MBB likely”, “MBB unlikely” and “MBB
impossible” edge sets.

. Wait for the second Notify message. If messageatefore

timeout, go to Step 3, otherwise go to Step 4.

Update the information received in the edge sets.

Create a graph including the edges that are nitteirffailed”

edges set; the edges not depleted according to a6 the

edges depleted but with wavelengths used by thginati
broken lightpath. Depleted edges usable only wiBBuvaves
are called “MBB only”.

Compute a list of candidate paths by considerieg<tshortest

paths with respect to the number of hops.

Eliminate from the list of candidate paths all gatihat include

at least one “MBB only” edge and at least one “MBB

unlikely” or “MBB impossible” edge.

If the remaining set of candidate paths is not grgt to Step

9

2

3.
4.

6.

7.

Tear down the original lightpath to free its resms; and

perform a recovery attempt without explicit routaier a

back-off timeout. Terminate the algorithm.

Select the best route among the candidate patlsdatg to

the cost function in equation (1). If the best eodibes not
contain any edge with a MBB wavelength, tear dowa t
original lightpath to free its resources. Perfornregovery

attempt using the best route as an explicit rolgeminate the
algorithm.

9.

number of wavelengths ie. In the expressionpfactor
controls the relative importance between assigpaths that
contribute to load balance or are shorter in nunabdrops.
Algorithm 1 is used to determine the recovery rcand is
responsible to make the decision to use MBB or BBM.
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Figure 6. Algorithm 1: Determine the recovery route.

Figure 7 illustrates the sequence of messagesreeljta
setup a recovery lightpath using our method. Théh Pa
message is generate using aro with explicit labels,
associated to each hop in tb® object (see théero sub-
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object in the figure). The ingress node fills tee with the
MBB wavelengths that are present in #me. New links in
the recovery path have no explicit label (theyiadicated as
“0” in the lero sub-object). The ingress node also indicate
the lightpath is being recovered using the AssimiaDbject
(a0), informing that for the broken lightpath, a crassnect
can be undone and the reserved wavelengths catdased.

The Path planned by the ingress node may be ubfeasi
In the example in Figure 7, the ingress node knibhvee is a
free wavelength at the link 4-7. However, it does know
which wavelength it is, neither if the node 4 mayfprm a
conversion to this wavelength. Because of this,endd
generates an error, sending a PathErr messagetdackle
3. Instead of forwarding the error upstream, noder@putes
a new path to the destination excluding node 4.ridve path
is included in a new Path message as an explicterand
sent to the node 8 (re-routing). The Path messageaiso
carry an excluded route obje&td), in order to inform to the
downstream nodes known blocking resources. This
necessary if another node is required to solveoekiig by
performing another segment re-route.

sl=2, Iset={2}
ero={8,5,6}

{,}: free wavelengths or wavelenths

V. EVALUATION

We have developed a simulator for the GMPLS control

lane using Wolfram Mathematica. The RSVP-TE messag
%ropagate as individual packets and are delayedhby
transmission rate, link propagation and queuintheinput
and output ports of the nodes. The Reconfiguratgécal
Add-Drop Multiplexer (ROADM) is able to process puine
RSVP-TE message at a time. We have included in the
simulator all elements required to estimate theséime.
The control plane messages propagate as indivizhedets
and are delayed by the transmission rate (1Gbjrs§, |
propagation and queuing in the input and outputspoir the
nodes. The ROADM nodes are modeled as single poces
entities, i.e., each node is able to process onky RSVP-
TE/SDN protocol message at a time. Incoming message
queued and processed sequentially in a FIFO. Aicalpt
cross-connect (i.e., the creation a flow in a WOIES)he
.most timing consuming operation. The time to perfan

ptical cross-connect is 10 ms and to releasess-@onnect,
5 ms. The time consumed to process Path and Ressages
is 2 ms. The time consumed to process PathErr, Rgsv
PathTear is 1 ms. Lightpaths are teared down éttplic

Xro={4} usable by MBB in the edges
ao="LSPID_A"

P e) PATH
() PATH X @

sl=2, Iset={1,2}

ero={3,4,7,6}
lero={2,2,0,0} e -—
ao="LSPID_A" (b) PATH (c) PATHERR

sl=2, Iset={2}
ero={3,4,7,6}
lero={2,2,0,0}
ao="LSPID_A"

Figure 7. A Notify message is used to report the ingress md@éach
interrupted lightpath.

The algorithm in Figure 8 describes the proceduore t
determine the next node to forward a Path messHges.

Begin: the algorithm is triggered by a Path or thBa message.

1. If the node has no wavelength converter, deter
blockedPorts as the set of adjacent edges with no free
wavelengths included irset. Otherwise, sdblockedPorts= @.

2. If the procedure has been triggered by a Path messad it
includes anero, determines next hop from it. If the edge
connecting to the next hop does not belonig dokedPorts, go
to step 8.

3. Determine the set of edges that has no more waylen
available:depletedEdges.

4. If the procedure has been triggered by a PathEssage and
nex is present, setro with the nodes imex. If nex is not
present, sexro with the node that generated the PathErr
message.

5. Build a graph excluding the edges depletedEdges and
blockedPorts and thexro nodes.

6. If the graph is connected, go to Step 7. Othervgeep Step 9.

7. Compute the recovery path from the current nodadegress
node using the metric given by Equation (1), vitipweight =
1. Setero (with no explicit labels) with the new recovenytipa

8. Update thds with the wavelengths that can be cross-connected
from the incomings to the local port connecting to the next
hop. If the next-hop has an explicit label in #re, set the
corresponding wavelength as the sl. Otherwise,ctela
random wavelength from the Is as the next sl. ShedPath
message to the downstream node, and terminate.

9. Send a PathErr message to the upstream node imgliidelf
in nex, and terminate.

procedure can be triggered by a Path message edcigom
the upstream node, or a by PathErr message receywtte
downstream node. In the first case, some informatiech as
the upstream label set must be retrieved from tuke rstate
database. The set of adjacent edges (local poitk) o
wavelengths that satisfy the label sdélo¢kedPorts) is
computed using the local information of the nodke Xro
and thenex objects are specific crank-back information
created by the node or received from the upstrezae.n
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Figure 8. Algorithm 2: Build and forward a Path message.

The topologies of the control plane and the daaaghre
identical. All links have 32 wavelengths and altles have a
shared converter pool with capacity to perform &elength
conversions. The parametersbbfactor and bfactor in
Equation (1) are set to 0.5 and 4, respectively.
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ResvErr Probability PathErr Probability Blocking Probability

Route Error Probability

Mean Setup Time (ms)
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Figure 9. Evaluation of the Euronet basic topology.

The traffic load is generated as in most papersudised
in our review section. The network is submittechttmad of
setup requests uniformly distributed among all aif
nodes. The requests are controlled by two expaalenti(lowest load scenario) to 2914 (highest load sgepafhe
variables: average interval among requesksahd average Nnumber of recovery setups completed with the hefyank-
duration of the lightpaths [/ The total setup request load is back re-route increases consistently with the loadhe

ISBN: 978-1-61208-318-6

request load we set)l# 2400h, and we vary the value)of
For each load scenario we performed the simuldtpo2000
setup requests. The number of failures is varidideause
they are based on the exponential failure ratespoted
taking into account the length of the links, anel tumber of
optical amplifiers in the spans. Failures of node®
perceived as multiple link failures by the adjaceotes.
Depending on the failure, or the importance of lihk or
node that failed, dozens of simultaneous recovésmgpts
may be performed simultaneously. In general, thabar of
the recoveries in the evaluated scenarios varidd/een
2000 and 3000. The amount of simulated connections
resulted in a small standard deviation, of the oede.0* for
the average probabilities and of the order of fdd the mean
setup time.

The following methods are evaluated: (i) RSVP-TE:
standard distributed RWA. (ii) MBBSCP: uses explici
routes to support MBB, according to Algorithm 1ii) (i
MBBSCP & crank-back: uses explicit routes to suppor
MBB, and the crank-back re-routing, according tgaklthm
2. We present the results obtained for two distiogblogies,
based on variations of the Pan-European networkiqzand
large) and the NFS network. For all networks, weeha
assumed that the topologies of the control plankthe data
plane are identical. The control plane uses a veder
wavelength in all links with a throughput of 1 Gbps

Figure 9 shows the obtained results for the Pai&an
network basic topology. The performance metric hg t
average blocking probability. The blocking prob#piof the
first setup is indicated as single plot markersd ahe
recovery blocking probability is indicated as dauiglot
markers. In all scenarios, the best performanoétained by
the MBBSCP & crank-back approach, followed by the
MBBSCP approach, indicating that the major influenc
results from the coordination of the recovery atitam
Blockages caused by the exhaustion of drop podsnat
considered because it cannot be controlled by dnthe
methods. The reason for exhaustion is the varialale that
can saturate drop ports on the ends of the commecti
However, the failure to consider this effect doe$ affect
the results, because it occurs in all methods atedu

There are basically three main reasons for a sd#tampt
not to be completed: (i) A PathErr, caused wherodens
not able to find a wavelength in the downstreant pluat
satisfies the incoming label set restrictions. fi)ResvErr,
caused when the label selected by the downstrease no
cannot be used, because this label has been a$signe
another lightpath since the Path message was fdeda(iii)

A route error, caused when a node cannot find teruthe
egress node (caused by depleted edges or failees enly
failed nodes). The MBBSCP is expected to reduce the
number of route errors. Crank-back is expecte@dnice the
number blocking caused by PathErr.

The number of recovery attempts varied from 2248

but achieves 3.5% at 200 Erlangs and 4.2% at 2Ehgs.
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In the highest load situation, crank-back re-rastesquired
even to help completing the setup of 1.65% of itjetpaths
when they are first provisioned. At the highestdioghe
proposed method has reduced to almost zero the gruafib
blocked recoveries caused by PathErr messagessettps
are blocked mainly due to route error (6.8%) andvR&Eror
(2.8%). The crank-back slightly increases the recpgetup

time, because requires a higher number of messtges

complete the setup.
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Figure 11.Evaluation of the NFS topology.

The results for the other topologies are similarthie
Euronet basic, so we are going to present thenfiybrieor
the Euronet large (see Figure 10) and for the NBESicb
topology (see Figure 11), it can be observed tiatécovery
blocking probability steadily increases with thefeoéd.
Because these networks provide many recovery atiees,

the advantage of the proposed methods is moreleaisib
Observe that the distance between the RSVP-TE agipro

and our proposed extensions increases with higlaels!

VI. CONCLUSION AND FUTURE WORK

In optical networks, the unplanned recovery techaiq

based on re-routing poses a number of difficultrest are
not observed in packet switched networks. In tlaigep, we

normal state of operation, but it is an importadtér to be
addressed during restoration, because the concerrfam
resources may prevent a node to honor the wavélengt
offered by the Path messages. We intend to adthissssue
by improving the crank-back re-route logic to alake into
account this effect. We also intend to develop ¢houk for
dimensioning the network to give a degree of asmgra
about the success of lightpaths restorations.
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