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Abstract—In this paper, we focus on transportation problem
and different approaches to solving it. The main gal of the
research was to determine accuracy and efficiencyf the most
popular algorithm solving the transportation problems and to
test two heuristic algorithms. The additional objetive was to
test the optimization algorithm depending on the dation given
as an input — comparison of optimizing the simpleaution and
the heuristic outputs. Our studies show that the pocessing
time needed by the optimization algorithm depends ro the
input solution and its accuracy mostly. The experirants
resulted with a complete comparison of the algoritms and a
possibility to evaluate the advantages of using eacone of
them.
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. INTRODUCTION

The transportation problem is a well-known issuat th

almost every company faces. Basically the main Iproks
how to move goods from group afh locations (for the
purposes of this paper called ‘factories’) to places
(‘warehouses’) in a way that minimizes the totaktcof
transportation [1]. Main assumptions of the problem that

the cost of transportation between given factoryd an

warehouse depends on the quantity of goods tratespall
the unit costs are known) and the acceptable solusi the
one that satisfies supplies of all factories anahaleds of all
warehouses without the negative values of allonatj@].
An example graph illustrating the problem is shown

Fig. 1.
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Figure 1. Example graph illustrating the transportation peofol

The factories and warehouses are represented dgscir

and the numbers they contain respectively standtHer
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factories’ supplies and warehouses’ demands. Trioevarare
meant to represent the shipping links and the nusntilaced
on them are the unit costs [3].Usually the matffixcasts is
used to completely describe the problem. It comiéls two
vectors representing the supplies of the factoaied the
demands of the warehouses.

The problem can be defined [4] by a set of formulas

. C(X)=Zzlz?=lqj X, — min, (1)
DR Y )
SEDIREL 3)
* %20 i=12..m j=12..n. (4)

The above expressions state as following:

(1) The total cost of the problem should be minimal
whereC(X) is the total cost; are the unit costs and
X; represent allocations,

(2) The total amount of goods sent form each factor
should be equal to its supply wheee are the
factories’ supplies,

(3) The total amount of goods sent to each warehous
should be equal to its demand whedeis the
warehouses’ demands,

(4) All allocations should be non-negative.

The current papers treating the problem focusr ialia,
on the advanced modifications of the problem suich a
e Bi-criterion Transportation Problem [5],
e Fuzzy Transportation Problem [6],
* New methods of solving transportation problems [7].

Our work concerns the methods of solving the oalyin
problem and profitability of the heuristic approacded.

The rest of paper is organized as follows. Section
presents the most popular algorithms for solving th
transportation problem and a short description af hhey
work with the most important pros and cons of udimgm.
One authorial algorithm is described as well. Sectll is a
short brief about the environment of the experirmeartd a
close-up look at the created testing tool. Sedibronsists
of the design of the experiments and their resulith
comments. This section presents the way of hovidtblecan
be used and what information it can be used toegaifhe
Section V concludes the work. It also containsglams for
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the future work and the development process of the

application.

II.  ALGORITHMS FORSOLIVING TRANSPORTATION
PROBLEM

TABLE I ALGORITHMS TOTEST
Algorithm NW corner Cheap Expensive
rule means more| means less
Optimization v ? ?

The algorithms tested in the paper as well as th€. Expensive means le@&ML)

additional objective are shown in the Table 1.
A. North-West Corner rule (NWC)

The most basic way of finding the solution of the

problem is setting the maximum possible amountsart in
each shipment link given. The maximum is calculaedhe
smaller number from the supply of the factory ameenend
of the warehouse linked. The links are considenedai
sequence as they appear in the matrix of a probléns
method is supposed to provide a fast way of achipwa
possible but not necessarily efficient solution [8]

B. Cheap Means More (CMM)

The idea of the first heuristic algorithm is to tséne
connections by the unit cost and use the cheapest first,
setting the amount of transportation as a maximossiple
[9]. However, it is not likely to use this methaal provide
the final solution. The idea of usingMM as a heuristic
algorithm is novel. Main advantages of this apphoae the
simplicity, quickness and way better solution thiaaNWC
Whilst NWC is not deterministic, CMM algorithm is
(assuming that all unit costs of transportatiores different,

which means there is only one possible output @& th

sorting). The solution returned by this algorithraeats all the

main requirements (satisfying all supplies and daisa

without negative amount of transportation) andupp®sed
to be close the optimal one. The flowchart of tbKIM
algorithm is shown in Fig. 2.
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Figure 2. Flowchart ofCMM algorithm.
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The second heuristic algorithm is in theory simitathe
previous one. The essential difference is that thie
considers the most expensive shipment links findtsets the
amount of transportation in them as little as galesiThis
minimum is calculated based on the rule best desgras:
‘How small amount of good can | send / receive herstill
have enough other warehouses / factories to satisfy
supply / demand? The main problem in this apprasc¢hat
it postpones achieving the solution. TOEIM algorithm was
going to satisfy all of supplies and demands askiyias
possible. On each step the current situation wasvikrand
while making the decision about each allocation no
assumptions were made. In this approach each decisi
about transporting X units of goods has additional
information: ‘...assuming that | can still sendeteive Y
units of goods elsewhere’. After a few steps ofalgorithm
it may be that the assumptions made in calculathng
minimum are not valid anymore and given factory /
warehouse cannot satisfy its supply / demand.

It was the serious issue making tHeML almost
completely different algorithm than CMM. After
consideration and tests of a few possible waybeesthis
problem it was decided to use recursive approacthito
algorithm with increasing the allocations insteddsetting
them. This was possible thanks to the observatimat t
increasing any allocation by a number other thameans
that given factory / warehouse makes an assumpifon
sending / receiving goods through all other linksikable
for them at their maximums. This causes satisfyihg
whole supply / demands of the given factory / warede
once the amount of transportation other than Odded to
any allocation. Then the algorithm repeats with somlues
already calculated (some amounts of transportatéinand
some supplies / demands accordingly decreased).

The algorithm ends when no allocation was increased
a single cycle (which means there was no recucsllg Just
like in the case o€EMM the solution returned biyML meets
all the main requirements and is supposed to bsecibe
optimal one. The flowchart of tHeML is shown in Fig. 3.

D. Optimization

Optimization algorithm takes any valid solution thie
problem as an input and gives the best possiblgignlas an
output. It checks the optimality of the solutioimds the non-
used connection that should be used to reduceotakdost
of transportation (if the solution was not optimahd then
adds it to the solution increasing and decreasitigero
allocations and repeats the described steps.[ds sthen the
solution is optimal. The number of circles doneiesrand
depends on the input solution — mostly on its acyibut at
some level also on other factors associated wstitiucture

[1].
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Figure 3. Flowchart ofEML algorithm.

E. Heuristic algorithms vs. optimization

One of the main assumptions about the best solfion
the transportation problems is that it uses no nthen
(m + n — 1)connections wherm is the number of factories
andn is the number of warehouses.

Outputs of the described heuristic algorithms dasé
more than the specified number of links. Unfortehat
optimization algorithm can’t handle the input s@uos with
less connections used either (degenerated solufibpg his
makes a necessity of marking some of the unuséd bis
used with amount of transport equal 0. They shdudd
chosen in a way that they don't create a closedecyca
matrix corresponding to a problem. It is necesdarythe
algorithm of optimization to work properly. Creain

methods of adding unused connections to degenerated

solutions made the additional objectives of thejgmto
possible to complete.

I1l.  EXPERIMENTATION SYSTEM

The testing tool was created entirely from the tetrdor
the purposes of the paper. | was an applicatioeimented
in C# language using Microsoft Visual Studio 2000ass
library ZedGraph was used to draw charts and ptetben
effect of the tests in a graphical form.

The application contains two tabs which allow useget
solution for a single problem or run automatic sesf
efficiency and accuracy of the algorithms.
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The screenshots of the testing tool are shown dn &i
and Fig. 5.
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Figure 4. Single solution part of the application.
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Figure 5. Automatic tests part of the application.

The application provided a complete and solid tool
testing the implemented algorithms.

IV. RESEARCH
The main part of the research was a series of empats

which were supposed to provide the data needed to

determine accuracy and efficiency of the algorithms

A, Experiment design

All the experiments were made using the preserted t
The main goal was to test the efficiency and aayucd the
implemented algorithms. The application allows user
select the range of the input data and the nunfaesbfrom
which the final answer is averaged. As for the amhaof
goods transported parameter, the user is allowéptd the
average supply and demand. As the number of fastamd
warehouses varies during the test, each time thédopply
and total demand is calculated and then the smedlere is
rounded up to balance the other one.

The test were designed to deliver the informatibaua
the main characteristics of the implemented algoritvhich
are processing time and cost found. To allow theemo
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valuable analysis it is possible to get informatiabout
processing time and cost reduction with optimizatio
algorithm enabled. Before the main part of the erpents
the preliminary experiment was made to determing tiee
results depend on the characteristics of the igata and
how to choose the input data to make the tests metiable.

Overall, several experiments were conducted inrotale
investigate:

C. Results of Experiments

The main experiment was made for finding the
relationship between the processing time needeettion the
solution and the size of the input measured bynthaber of
shipment links. The result of the performance oé th
considered algorithms is shown in Fig. 7.

The result of this test is consistent with expéoiest
Without optimization, the first two algorithmdN{vVC and

e Processing time of the algorithms depending on th€€MM) returned answer almost immediatdiML needs time

size of the input.

» Cost of the solution found by algorithms without
optimization in comparison to the optimal one

depending on the size of the input.

to process which is probably caused by many receiills.
The most important observation from this part iatth
combining optimization witiN\WC takes much more time
than calculating the best solution based on theridteu
methods. The optimization algorithm works the e the

* Relative error of solutions found by algorithms g\ solution as an input, but the long processing tihe
without optimization depending on the size of theiis algorithm causes that the quickest way ofimgtthe

input.

optimal solution is th€MM plus optimization.

e Time needed to improve the result depending on the The second significant experiment was made for

relative error of the input solution.

» Processing time of each algorithm and optimizatio
of its output depending on the size of the input.

All the experiments were made on a single machin

within the one instance of the application with thenber of
tests set to 10. As the calculations have beereptiog no
other actions on the machine were made.

B. Preliminary experiment

The preliminary experiment was based on testing th

processing time of the algorithms depending onsike of
the input data. It started from the 1x1 matrix ended at the
50x50 set of data. Measure point with the same e
example 4x6, 6x4, 2x12 etc.) were averaged. Theltses
showed that despite the repetitive tests and agdregsults
the measured values spread as showed in Fig. iitifideg
the variance points showed that the oddest resarés
returned when the number of the factories and vearsts in
the input differ significantly (the matrix of costs not close
to a square shape).
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t
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Figure 6. Preliminary experiment results.

In the further experiments it was decided to testdata
with the ratio of the factories to warehouses betw@.9 and
1.1 in arange of 1x1 to 100x100.
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comparison of not optimized solutions found by thitee

rElgorithms with the optimum solution. The resulsiown in
ig. 8

It can be easily observed that both hearist
algorithms give result that is very close to optinfvhat is

$nore, theEML is more accurate than the others in all cases.

The best way of evaluation of accuracy is the irdat
comparison of the cost of found solution and mimimeost.
The relative error of the solution found by thrégoathms
without optimization is shown in Fig. 9. This graphows
that although the heuristic methods may seem atxutsey

Feturn the solution with cost about two times bigtean the

calculated minimum. The percentage disproporticvéen
them varies from 0 to approximately 50%.

The most important fact that this graph shows & the
bare NWC is unacceptable as a way of solving the
transportation problem. It returns a valid solufidnut it
completely misses the main reason of solving thablpm
with a help of computer — minimizing the total casft
transportation.

The application also allows user to compare theetim
needed to improve the result given by the different
algorithms. The result of this test is shown in. Hi@.

This graph provides more accurate illustration loé t
relative error range for all three algorithms. Jasbefore, it
is clearly visible that the heuristic algorithmsure more
accurate solution than tihVC

Furthermore it proves that time of optimization eegs
not only on the relative error, but also on sonteofactors.

The last functionality of the created applicatianthe
analysis of two components of all algorithms joieith the
optimization. The results are shown in Fig. 11,. Big, and
Fig. 13. These three graphs show that in case @NWC
andCMM the size of an input does not matter when it comes
to the non-optimized solution. The optimizing presés the
main cause of the time needed of an algorithmwalscde.

In the case oEML both calculating basic solution and
optimizing it needs about the same amount of tiffiee
optimization here is much faster than in &M, but the
previous part takes more time so total time neduedhe
algorithm is bigger.
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Based only on the three last graphs it can be thatl
because of the shortest optimizing time, EhL is supposed
to return better solution than two others algorghwhich is
reflected in the previous graphs.

5000 T T T T T
NWC + apt
4000 +
— 3000 + E
M,
L3
£
= 2000
EML + opt
1000 + CMM +opt
,_,-‘""EML
"
0 i el CMM
t ; t t ;
0 2 4 6 8 1WC 12
Number of shipping links in the input (1043)

Figure 7. Processing time of the algorithms depending orsthe of the

input.
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Figure 8. Cost of the solution found by algorithms withoutiopzation
depending on the size of the input.
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Figure 9. Relative error of solutions found by algorithmshaitit
optimization depending on the size of the input.
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Figure 10.Time needed to improve the result depending omelative
error of the input solution.
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Figure 11.Time needed by the componentdNWCwith optimization
algorithm depending on the size of the input.
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Figure 12.Time needed by the component<GHM with optimization
algorithm depending on the size of the input.

V. CONCLUSION AND FUTURE WORK

All of the objectives of the research have been
completed. The results are gathered as the graphglimg a
simple, fast and clear way of evaluation main diealiof the
transportation problem algorithms.

31



ICONS 2013 : The Eighth International Conference on Systems

1800

1600 T
EML + opt
1400 1
1200

1000 +

Time [s]

800 T EML
Opt

800 /

o 1

200 1

f t t t t
0 2 4 6 8 10 12
Number of shipping links in the input (10~3)

Figure 13.Time needed by the componentEdiL with optimization
algorithm depending on the size of the input.

The accuracy of tested algorithms without optiniaats
different and should be considered while attemptingolve

any given problem. On the other hand the optimized
[2] A. Calczynski, J. Sochanska, and W. Szczepankiewicz

solutions take much time to be calculated.

When it comes to getting the optimal solution @M
is the best algorithm to get the initial solutiomdaoptimize
it. This method combined with the optimizing algonn
provides the quickest way of getting the optimalison.

All of the above can be easily transformed to dcsip
transportation problem. All actions needed to Henaare
actions on the input matrix of costs and suppliderhands
vectors. They do not make any of the algorithmskwiar
other way and do not require any special treatnodimér
than described preparation. This is very imporfeoin the
point of view of future functionalities of the ajdtion that
are planned to be implemented.

The application can be used in the real systemigiray
a way of getting the solution to the problems ie field of
transport, network traffic etc. The most profitabtethod of
calculations can be chosen thanks to the testdtsesuis
significant in the cases where a lot of problemsstrhe
solved in a limited time (e.g. in computer netwofflav
control).
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