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Abstract—We present a user study that compares user per-
formance during architectural analysis using two different ap-
proaches to visualizing component-based applications structure:
AIVA (Advanced Interactive Visualization Approach) and UML
(Unified Modeling Language). AIVA is a research proof of
concept focused on extensive use of interactivity in visualization of
structure. UML is an industrial standard in the field of software
visual modeling. Participants of this user study tested how fast
they could perform six basic tasks which were selected so as to
gain understanding of component dependencies in a medium-
sized OSGi application. The results show that AIVA helps to
find answers on average three times faster than UML. The study
and its results provide a quantitative support for our hypothesis
that the structure of component-based applications should be
visualized interactively using dedicated notation rather than in
static UML diagrams to improve understanding of the whole
application architecture.

Keywords-software visualization; component; UML; user study;
interactivity.

I. INTRODUCTION

Component-based software engineering is a modern soft-
ware discipline that encapsulates objects into black box
structures called components to maximize re-usability and
to improve logical composition of the application. Although
the concept of a component is not new, approaches able to
fully visualize the structure of these applications are lacking.
However, such visualization is important for engineers to
thoroughly understand the applications.

AIVA (Advanced Interactive Visualization Approach) [1] is
our research visualization approach that is built on the idea
that interactivity is beneficial for the study of structure and that
different interactive techniques should be adopted to maximize
the impact of interactivity. This idea is in contrast with the
commonly used static approach of standardized UML [2] and
its component diagrams. Such an interactive approach should
be able to describe any component in at least the same level
of detail as UML can, without introducing more occlusion in
the diagrams. Interactivity should lead to a simplification of
structure visual representation, especially when combined with
techniques that are able to provide all details to the user just
when he needs them.

To validate the approach and assess its practical implemen-
tation, we have performed a controlled user study focused
on performance (time required to provide a correct answer)
during architectural analysis tasks. This paper describes the

whole study in terms of its design and results, together with
necessary background information on the AIVA approach and
further discussion of the results.

A. Current State of the Art

The Unified Modeling Language (UML) provides three
groups of diagrams to model both static and dynamic features
of software [2], including the component diagram. The nota-
tion used in this diagram, however, captures components only
on a general level, while their details differ greatly between
component models, both commercial and research ones –
OSGi [3], EJB [4], SOFA 2 [5] and others.

A component model can further introduce its own unique
features like behavior protocols [6] or hierarchical decomposi-
tion. To this end, UML supports user-defined profiles that are
able to model most – but not all – of the features satisfactorily;
although, their visual representation tends to be difficult to
read. An opposite approach is sometimes used, namely to
augment a given component model with its own visual notation
as, for example, in the case of SaveCCM [7]. A brief study of
the currently used approaches and tools is provided by Holy
[8].

Even when a UML profile is complemented with a tool
providing good visualization of the profile, an essential prob-
lem still remains: that the structure of component applications
tends to be more complex than most class structures. Contracts
between components often involve several features like event
queues, provided interfaces, imported packages, etc., leading
to many diagram lines per component pair. The resulting
structure is therefore more complex and harder to read.

B. Related Work

Research efforts related to our visualization of software
architectures fall in two broad categories: displaying the struc-
ture and dealing with interactivity. The efforts to display these
structures are most commonly oriented on extensions of the
UML itself, without taking interactivity under consideration;
while Dumoulin [9] introduces layers to support multiple
views in one diagram, Byelas [10] suggested the use of colored
areas of interest to improve orientation in classical UML
component diagrams. Other works are even less relevant to
the work presented in this paper.

Telea’s [11] work on (interactive) visualization of
component-based software is generic and mostly similar to
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the work presented in this paper, but it does not provide
many details about components themselves and can hardly be
compared with UML. Wettel and Lanza [12] visualize software
as cities – they define three dimensions: two are used as the
base of a building and the third is used as the height of a
building. This approach could be easily used on component
software, but again it does not provide details needed to get
full comprehension of the structure.

Interactivity should help primarily with the creation of a
mental model, so that one will be able to reason about the
architecture and make decisions. It is important to lighten the
cognitive load, namely hide unnecessary details, as Ric Holt
highlighted with several examples in [13]. The importance of
interactivity for the ability to make decisions about a mental
model is mentioned in several studies, one of which is Meyer
et al. [14]. He goes even further and defines a new science
of visually enabled reasoning, implying that interactivity is its
key enabler.

Finally, works concerned with the evaluation of new in-
formation visualization approaches are also related, as we
studied them prior to designing our own user study. Therefore,
the work of Camilla Forsell [15] should be highlighted, as it
provides a clear guide for similar studies. Laidlaw [16] uses a
similar comparative study of performance on 2D vector field
visualization methods. Evaluation of software visualization
was also described by Sensalire et. al. in [17], cooperating
with Telea, mentioned earlier.

C. Structure of the Text

This paper first describes AIVA and UML in Section II
in order to provide sufficient understanding of them. Section
III describes the design of the presented user study in detail.
Technical information related to the hardware and specific
software technologies used are provided in Section IV.

Section V presents the results of the performed user study,
whose conclusions are then discussed in Section VI. Finally
this paper is concluded by Section VII with a summary of
findings.

II. OVERVIEW OF COMPARED APPROACHES

This section discusses both AIVA and UML, where the
former is described in greater detail, as it is an experimental
approach which is not commonly known. UML is touched only
briefly, being a common standard. Special care is given to the
techniques and features that were used by participants in the
study. Both approaches were already compared in a case study
[18] which focused solely on the readability of the diagrams in
these two approaches – compared to their performance testing,
which is the subject of this paper.

A. AIVA

The Advanced Interactive Visualization Approach (Project
page: http://www.assembla.com/spaces/comav)
uses an oriented graph to visualize components and their
relations. Its visual notation is unified for all component
models (including the hierarchical ones) and is partially

similar to that of a UML class diagram. However, it differs in
the representation of the list of elements inside the component
“box” – AIVA prefers hierarchical ordering based on the
characteristics of elements. The resulting groups of elements
stand each for itself to provide better orientation. A thorough
description of AIVA was published in [1], so below we
discuss mainly its interactive features that can help increase
user performance, in line with the goal of this paper.

The navigation and explore features that are most fre-
quently used when studying the diagram accommodate these
interactive techniques: scrolling, zooming, panning, outline
view and quick search (move the view on the diagram to
show the component selected in the project overview). AIVA
improves the zooming technique: when zoomed out, standard
zooming simply changes the scale of the standard output,
which makes the details of a component unreadable and thus
useless. AIVA in this case hides the details and enlarges only
the information that is always important – the name of the
component. This change should improve orientation in the
diagram.

Highlighting helps to further improve orientation in the
diagram. Almost any interaction will highlight the subject of
interaction with bright, easily distinguishable color in both
the diagram and the overview. One click on a component
highlights the component; one click on a connection line
highlights the line together with both components connected
by the line and the elements involved in this relation. Double
click on an element highlights all connection lines related to
this element as well as all connected components.

Decreased complexity of the diagram is yet another way
to improve diagram readability; AIVA uses information-hiding
techniques that help to achieve this goal, together with details
on demand (discussed next). A very effective complexity
reduction method is to collapse the connection lines, since
the reduction of the number of lines in the diagram makes
it less complex and easier to read; in AIVA, therefore, there
is only one connection line between each pair of connected
components. In addition, the information labels identifying the
connection type and connected elements are by default hidden.
Finally, interfaces and other component interface features are
not diagram nodes and the structure is therefore less complex.

Details on demand are used to access the hidden informa-
tion. When one clicks on the connection line, an information
box appears showing a detailed list of all connected elements;
therefore, no information value is lost. Additional details
are also provided when the user clicks on the component,
revealing information about, e.g., its version, license, symbolic
name, etc. Similar information about every component element
is accessible by hovering over its name.

Other features that are supported by AIVA are used mostly
to offer a different view on the same thing. However, these
features are not in the scope of this paper, so we mention
them only to present AIVA completely:

1) Grouping and filtering, based on the characteristics of
the elements. Support for user defined sets of groups.

2) Conditional formatting able to work with component-
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model-specific information and various secondary data
that are normally hidden.

3) Reconfiguration features, namely change of representa-
tion of components or diagram layout.

B. UML

Unified Modeling Language on its own is a static approach
in which the diagrams look the same on a computer screen
and on paper. For full component modeling support, user
profiles are necessary, which considerably shortens the list
of available tools. The standard interactive techniques used
across all these UML tools are navigation ones – scrolling,
panning, zooming, and overview. The overall usability of UML
component diagrams is related more to the specific features of
concrete tools than to the UML notation itself. Therefore, tools
with some “added value” should be selected to objectively
investigate UML usability.

IBM Rational Software Architect (RSA) can be considered
as such an advanced UML tool. Besides all standard navigation
features, it supports some advanced ones that allow users to
manipulate the diagram, like changing the layout of nodes,
changing the line routing and modifying the look of compo-
nents and interfaces. Added value is in its “properties view”,
displayed at the bottom of the screen. This view shows all the
details about components and relations and, most importantly,
it can be used to navigate to related components. For example,
the “Relationships” tab shows a list of all elements that use or
are used by the component. This list clearly specifies which
kind of relation is used and which component is related. The
name of the related component has the form of a link, so the
user can easily find more information about it.

III. DESIGN OF THE STUDY

This section provides the details about the goal and me-
chanics of the performed user study.

A. Goal of the Study

The main goal of this study is to evaluate the performance of
users during architecture analysis in two different approaches
– UML and AIVA. The hypothesis tested was: “It is faster for
engineers to study the structure of component-based applica-
tions interactively rather than using static diagrams.” The null
hypothesis was that studying component-based applications’
structure is comparably fast when using interactive and static
visualization methods.

The results of this user study can therefore help in finding
out to what degree interactivity is useful. These questions
are important because the level of interactivity used in AIVA
is high and could negatively affect the user’s performance
while he collects some more detailed information, specifically
because a lot of this information is hidden and revealing it
requires user interaction.

The set of tasks used in the study simulates the activities
performed during one step of architecture analysis. These tasks
are focused on collecting knowledge about one component –
its features, dependencies and overall context consisting of

related components. When analyzing the whole architecture,
one needs to repeat this step for most of its components. The
concrete set of tasks is discussed thoroughly further below.

B. Profile of Participants

The structure of component-based applications is studied
by software engineers who work on these applications. They
have a deep knowledge of components and UML to be able
to understand the diagram presented. Such people are hard
to get to participate in a user study that takes at least one
hour; thus we decided to ask our colleagues to participate.
Use of academics and Ph.D. candidates was encouraged by
Sensalire et. al. in [17], based on their lessons learned: “They
are willing to take part in studies for the sake of gaining
knowledge and may require less or no additional motivation”,
while still clearly being professionals in the field of software
engineering.

The participants were young software engineers selected
from different groups at our department. They were confi-
dent in most UML diagrams; their knowledge of component
diagrams was tested specifically before participation. Most of
the participants use components on a daily basis and the rest
were briefly trained before the study. All of the participants
were confident in the required basics of component-based
development before undertaking the questions.

All participants were also trained in both tools that were
used to test the two approaches: UML/RSA and the AIVA
research prototype. First, the tool was presented to them. We
shared our working experience on how to get various types of
information effectively. Then every participant had unlimited
time to test all types of tasks that he would encounter.
Participants were handled individually and guidance was given
when asked. The training ended when the participant felt
confident and able to perform all types of tasks used in this
user study.

C. How the Study Was Performed

The process repeated with every participant was as follows:
1) Verification of knowledge
2) Training in Tool 1
3) Performing all tasks in Tool 1
4) Training in Tool 2
5) Performing all tasks in Tool 2
Verification of UML and component knowledge took about

20 minutes to ensure the participant’s expertise. Training in
both tools took about 40 minutes, until the participant felt
confident. All tasks were performed in under 10 minutes,
because the tasks were quite short.

All participants were observed for the whole time of the
study and there were no interruptions nor any advice while
they searched for the answers to a given task. The time
was measured from the moment the question was read and
understanding was confirmed by the participant, to the point
when a correct and full answer was given. We required users
to visually verify the information as part of the answer, i.e. to
pinpoint the found information in the diagram.
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All participants were divided into two groups of the same
size. Group #1 started with AIVA and group #2 with UML.
The set of tasks was identical for both approaches; however,
the tested approaches provide such different diagrams that
the participants could not gain an advantage by performing
the same tasks again with the other tool. Moreover, training
in the second tool was performed after testing first tool to
distract participants from the tasks. During the training phase,
similar tasks were practiced by the participants on different
components in a completely different application to ensure that
they could not gain any knowledge related to the test tasks.

The study was intentionally designed this way to prevent
bias of participants which could erode the validity of results.

IV. TECHNICAL BACKGROUND

This section provides technical details required to recreate
the user study described. An overview of the OSGi component
model and CoCoME application used is provided, after which
the set of tasks (bound to the application) is described in its
final form. Finally, details about hardware are presented to
provide the whole picture.

A. OSGi Component Model

OSGi [3] is a multi-platform Java component solution
focused on dynamic deployment and assembly of components.
OSGi components are black-boxes; their nature and features
are described in a manifest file. The communication between
components is realized by services which are implementations
of interfaces, thus keeping their black-box nature.

Apart from services, both provided and required, these
components can depend on Imported packages and other com-
ponents – Required bundles. Thus there are three completely
different types of relations in the OSGi environment. Complex
analysis of OSGi and its key features is described in [19],
where the author suggests an OSGi profile for the ENT meta-
model which is used by AIVA.

After a thorough study of this profile, we developed a
similar one for UML, so it can model the same information
as the ENT meta-model. We already described this profile in
our previous study [18], which was more concerned with the
question of how this information is visualized.

B. CoCoME

CoCoME stands for Common Component Modeling
Example [20]. It models an information system for
supermarket chains and is used for the purpose of
comparing different approaches to component-based software
development. It has been officially implemented in 13
component models; we created an OSGi implementation
(http://www.assembla.com/spaces/comav/docu
ments/tag/CoCoME).

The CoCoME application consists of three main parts. First
is a Cashdesk part, which contains the cashdesk, including
barcode scanners, credit card readers, etc. The second part
is a store backoffice server and a store client. Finally,
the chain part consists of an enterprise server and client

applications. CoCoME is assembled from 37 components
using 12 interfaces, thus representing a medium-size
application. The complete diagram of the whole application is
accessible in both AIVA and UML forms on our project page
(http://www.assembla.com/spaces/comav/wiki
/Comparison_of_AIVA).

C. Tasks

The tasks described below were tested on the CoCoME
application. Because of this, they are formulated directly for
its components; however, they can be easily generalized. The
tasks are basic and contribute to answering one complex
question: how is a particular component (cocome-osgiDS-
store.impl) integrated in the CoCoME application. One has
to find out what this component offers and requires and
uncover its ties to other components, simulating the activities
performed during one step of the architecture analysis. The
most complex component of the application was chosen for
these tasks.

The tasks were identified based on our experience with the
structure of component-based applications and hints obtained
during interviews with several software engineers from local
software companies. The exact wording was then designed to
cover all aspects of one concrete component.
Q1. Which packages are imported by component cocome-

osgiDS-store.impl?
Q2. Which elements of component cocome-osgiDS-

store.impl are unused (i.e. have no relationship)?
Q3. Which components use the service StoreIf provided by

cocome-osgiDS-store.impl?
Q4. Which components depend on cocome-osgiDS-

store.impl?
Q5. Which components are required by cocome-osgiDS-

store.impl?
Q6. Which elements does cocome-osgiDS-store.impl need

from cocome-osgiDS-data?

D. Hardware

Computer hardware did not influence the results of the
study since the bottleneck for performance was the user’s
ability to interact and read the information from the diagram.
However, to provide complete technical background, here are
the specifications of the testing computer: Intel Core i5 3Ghz
CPU, 4GB DDR3 1066Mhz RAM, 7200RPM HDD and,
most importantly, 24” LCD with 1920x1080 resolution. This
computer proved to be fast enough to ensure a comfortable
working experience and the screen resolution was sufficient
for visualization purposes.

V. RESULTS

This section provides detailed results of this study for each
approach and their comparison. As the reader may note, the
results differ greatly depending on the participant. This was
caused by individual perception, orientation abilities and how
quickly they were able to click the mouse. (A lot of attention
was paid to preparing all of them thoroughly, see Section III.)
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Twelve users participated in the study, identified as A-L in
the tables below. The last two participants (K and L) are co-
authors of this paper and mentored the rest of the participants.
Our performance is listed in the results to show the peak
performance of the tasks, as we knew exactly what we were
looking for and how to retrieve this information. We followed
the same rules as any other participants and accepted the
answer only after visual confirmation. Our results are not used
in later statistics. The Q1-Q6 identifiers in the result tables
refer to the tasks from Section IV-C.

Statistical tables present important statistical values calcu-
lated per question. The “Total” column provides the sum of
values per row, calculated from results data with millisecond
precision (thus, the simple sum of provided values may differ).

A. Performance in AIVA

Results of all participants are presented in Table I, while
statistical values are in Table II. The biggest strength of AIVA
was the search for unused elements (Q2), as it provides the
answer immediately and most participants were able to read it
right away; however, a few of them did not at first understand
this information. The biggest weakness was finding the depen-
dent components (Q4), because most of the participants forgot
to read the type of arrow indicating the type of the connection
and got a little confused – searched for the answer elsewhere
before they found it. As a result, the time needed for a correct
answer was longer, as we waited for them to solve the problem
themselves.

TABLE I
RESULTS OF USERS IN AIVA [MIN:SEC].

ID Q1 Q2 Q3 Q4 Q5 Q6 SUM
A 0:46 0:11 0:20 0:32 0:33 0:28 2:50
B 0:16 0:09 0:42 0:25 0:35 0:25 2:32
C 0:22 0:08 0:18 1:02 0:23 0:27 2:40
D 0:51 0:33 0:20 0:41 0:44 0:50 3:59
E 0:12 0:10 0:11 1:20 0:22 0:10 2:25
F 0:25 0:09 0:23 0:27 0:31 0:38 2:33
G 0:23 0:22 0:19 0:40 0:23 0:29 2:36
H 0:29 0:06 0:16 0:37 0:29 0:16 2:13
I 0:07 0:04 0:08 0:24 0:16 0:24 1:23
J 0:15 0:24 0:17 0:31 0:25 0:17 2:09
K 0:08 0:03 0:08 0:13 0:19 0:10 1:01
L 0:12 0:04 0:08 0:15 0:17 0:11 1:07

TABLE II
STATISTICS OF USERS IN AIVA.

Measure Q1 Q2 Q3 Q4 Q5 Q6 Total
Avg 0:24 0:13 0:19 0:39 0:28 0:26 2:32

Median 0:22 0:09 0:18 0:34 0:27 0:26 2:18
Min 0:07 0:04 0:08 0:24 0:16 0:10 1:09
Max 0:51 0:33 0:42 1:20 0:44 0:50 5:00

Std dev. 0:13 0:08 0:08 0:17 0:07 0:10 N/A

B. Performance in RSA

Results of all participants are presented in Table III, while
statistical values are in Table IV. The biggest strength of RSA

was looking up service clients (Q3), as it provided the answer
almost immediately, while the biggest weakness was finding
the dependent components (Q4) due to worse RSA support
in connecting components through ports. Participants gave a
stable performance as they are familiar with UML notation.
The graphical user interface of RSA is more user friendly,
which also helped users in orientation. Often, Participants were
delayed by accidental clicking on the connection line – RSA
had centered the screen on it and they lost the context of the
studied component.

TABLE III
RESULTS OF USERS IN RSA [MIN:SEC].

ID Q1 Q2 Q3 Q4 Q5 Q6 SUM
A 1:04 2:40 0:12 2:56 2:43 2:10 11:45
B 1:22 2:06 0:11 1:40 2:39 2:08 10:06
C 1:13 2:30 0:25 1:58 2:49 2:14 11:09
D 1:19 1:30 0:27 1:23 2:25 2:10 9:14
E 0:36 0:59 0:17 0:43 1:41 1:00 5:16
F 1:24 1:05 0:21 1:01 1:40 2:49 6:12
G 0:43 0:30 0:07 0:39 1:46 1:20 5:05
H 0:46 1:14 0:09 0:54 2:17 0:52 6:12
I 0:52 0:34 0:08 0:28 1:00 0:36 3:38
J 0:59 1:06 0:21 0:40 1:48 1:28 6:22
K 0:32 0:42 0:10 0:34 1:07 0:46 3:51
L 0:39 0:52 0:11 0:25 0:54 0:39 3:40

TABLE IV
STATISTICS OF USERS IN RSA.

Measure Q1 Q2 Q3 Q4 Q5 Q6 Total
Avg 1:01 1:25 0:15 1:14 2:04 1:40 7:42

Median 1:01 1:10 0:14 0:57 2:02 1:48 7:14
Min 0:36 0:30 0:07 0:28 1:00 0:36 3:17
Max 1:24 2:40 0:27 2:56 2:49 2:49 13:05

Std dev. 0:16 0:43 0:06 0:43 0:33 0:41 N/A

C. Comparing the Results
Apart from the measured values, a useful piece of infor-

mation resulting from this study is the performance ratio of
AIVA to RSA. Comparing this ratio for every participant can
bring more insight than comparing the global numbers. The
highest ratio was for participant A, who was 4.15 times faster
in AIVA than in RSA. The lowest ratio was for participant G,
only 1.96 times faster in AIVA than in RSA. The rest of the
participants were within these extremes; however, they were
on average 3 times faster in AIVA – the average test time in
RSA was 462 seconds, compared to 152 seconds in AIVA.

The average results are compared with the standard devia-
tion in Figure 1. Normal distribution says that 70% of users
would fall within these limits. This figure clearly shows that
AIVA was faster in tasks Q1, Q2, Q4, Q5 and Q6, that is in
83% of cases, while it was slower in task Q3, which was the
strongest task in RSA.

Figure 2 comprehensibly presents minimum, maximum and
median values in a comparable way, so that these values can
be conveniently studied in one place.

Lastly, Figure 3 contrasts the longest times measured in
AIVA with the shortest times measured in RSA. This figure
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Fig. 1. Comparison of average results.

Fig. 2. Minimum and maximum values with median marked.

presents a different look at these extreme values, showing how
a poor use of AIVA compares with best-performing RSA users.
The numbers show that even in this case, AIVA is comparable
in two thirds of tasks; RSA has its best results significantly
faster in tasks related to service dependencies.

Fig. 3. Comparison of maximal AIVA results with minimal RSA results.

Two scenarios were tested to compare results in more depth.
The first scenario tested if users who perform best in UML
are also very fast in AIVA. All participants were ordered from
fastest to slowest in both AIVA and UML and their order was
compared. Four participants from the UML top 5 were also in
the AIVA top 5. The notes on the remaining participant who
did worse in AIVA showed that he was overconfident because
of his expertise in UML. He started the test in AIVA and had
to think longer about how to finish the given tasks. As a result
of this scenario, it is possible to conclude that good analysts
will benefit from using AIVA.

The second scenario tested where in the distribution are
users who were really slow in UML. All participants were
ordered from fastest to slowest in UML and, also, their
performance ratio between AIVA and UML was ordered from
highest to lowest. Four participants from the bottom 5 in UML

were among the top 5 users overall in the performance ratio.
(The one who was not in the top 5 also had significantly worse
results in AIVA – he also felt confident in AIVA although it
turned out he should have kept training for some more time.)
The five slowest participants in UML were on average 3.5
times faster in AIVA, while the top 5 UML participants were
on average only 2.5 times faster. It is possible to conclude that
casual users of UML will benefit the most from using AIVA.

VI. DISCUSSION

The previous section provided results of this user study and
compared them. By studying these results it is possible to
conclude several things on which this section comments. It
is important to realize that AIVA did trade-off some char-
acteristic features of UML to get these better results. The
most important trade-offs are that AIVA can not be used on
paper; it is usable only for component-based applications and,
moreover, only for the structure of these applications.

A. Measures of AIVA Performance

First of all, the time required to finish a task in AIVA
is more consistent – the standard deviation in RSA (48
seconds) is almost four times higher that that of AIVA (14
seconds). The reason is that UML itself and thus also RSA
has different levels of recognition and therefore handling for
different elements – work is really fast with some (tasks that
depend mostly on interfaces) but slow with others (tasks that
depend mostly on ports). On the other hand, AIVA provides
the same level of support for all types of elements on both
visual and interaction levels.

The previous conclusion leads to a more important one –
the choice of tasks is not so important for AIVA as it is for
UML. In other words, AIVA should be able to provide stable
user performance for any task set, in any component model. In
contrast, a user’s performance in UML depends on the selected
tasks, the selected UML tool and the component model.

Task Q4 (searching for clients of the studied component)
was the slowest one in both approaches. The reason is that
the component was widely used by many other components
in the CoCoME application. Therefore, it took time to find
them all.

One should also look at the fastest task for UML – Q3,
which worked with dependencies of interfaces in a tool which
is able to list all these dependencies at once. This can be
recognized as a best case UML scenario, with the fastest time
of 7 seconds, while AIVA required 8 seconds. Median values
are 14 seconds for UML and 18 seconds for AIVA – that is,
AIVA is 28% slower. The worst case scenario for UML would
be Q5, which worked a lot with dependencies of packages
(ports). The fastest user finished this task in 16 seconds in
AIVA but took 60 seconds in UML. Median values are 27
seconds in AIVA and 122 seconds in UML – UML is 450%
slower. These numbers again indicate that AIVA would be
faster in any mixed task set.

From the results provided, it is thus possible to conclude
that the level of interactivity used in AIVA is useful and that
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the null hypothesis is not valid. Interactivity helped AIVA to
provide a simpler diagram, so users could orientate themselves
easier, and the overall user performance was better even
when the interaction was required to gather the necessary
information.

B. Participant Opinions

This user study confirmed that AIVA is faster than UML,
but we also asked the participants a few subjective questions
after they finished:

1) Do you consider the AIVA or UML diagram clearer?
Why?

2) Which was more comfortable to work in, AIVA or RSA?
Why?

3) Do you have other suggestions?
All participants answered that AIVA provides a clearer

diagram that is more readable and understandable. They men-
tioned these reasons: fewer lines, hidden details on zoom,
all information in one place and very readable structure of
elements.

One participant felt more comfortable in RSA because
labels were always visible and a click on lines centered the
screen. The rest of the participants felt more comfortable in
AIVA, giving these reasons: clearer GUI, packages shown
inside components, much faster operation, information easier
to reach, better interactive overview. These participants also
did not like the RSA feature that centered the screen after
they clicked on a line because it happened often by accident
and they lost thecontext.

VII. CONCLUSION AND FUTURE WORK

This paper described a complete user study that compared
performance in component architecture analysis tasks using
two different component visualization approaches – AIVA and
UML. AIVA is implemented as a research proof of concept,
while UML is supported by a lot of commercial tools. Rational
Software Architect was chosen to represent these tools because
of its ability to easily study relations, which was most needed
in this experiment.

The data obtained show that users working interactively (i.e.
in AIVA) are approximately three times faster than those using
UML. In only one of six tasks was UML faster, while AIVA
performed better in the remaining 5/6 of tasks. The discussion
section above provides insight into the reasons and on how
different tasks could affect the overall performance.

Results of this user study therefore confirm that advanced
visualization of component-based application architecture us-
ing a high level of interactivity is beneficial for users. Even the
increased interaction required to uncover hidden information
does not introduce significant problems.

Our future work will evaluate if AIVA can be used by
software engineers in real-life scenarios. In particular, we want
to test if it helps users to understand the application structure
starting from the beginning of the learning process to the
point where they have sufficient insight to make decisions and
answer complex questions.
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