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Abstract—Software as a Service (SaaS) is a form of Cloud 

Computing that involves offering software services on-line and 

on-demand via Internet deemed a main delivery support. Multi-

tenancy is a tool to exploit economies of scale widely promoted by 

SaaS model. Even so, the ability of a SaaS application to be 

adapted to individual tenant’s needs seem to be a major 

requirement. Thus, in this paper we introduce an approach 

proposing a more flexible and reusable SaaS system for Multi-

tenant SaaS application. The approach introduced is based on 

integrating a deployment variability that enables the customers 

to choose with which others tenants they want or do not want to 

share instances with a functional variability using Rich-Variant 

Components. 

Keywords-SaaS; Rich-Variant Component; Functional 

Variability; Deployment Variability; Multi-tenancy. 

I.  INTRODUCTION 

With the age of Cloud Computing, several forms of Cloud 
services have emerged thanks to the Internet services 
development and the customers' needs evolution, in particularly 
the Software as a Service (SaaS) form. The latter refers to 
software distribution model in which applications are hosted by 
a service provider and made availability to customers over a 
network, typically the Internet. A key enabler in Cloud 
Computing to exploit economies of scale is the multi-tenancy, 
a notion of sharing resources among a large group of customer 
organizations, called tenants. But, the multi-tenant application 
responds only to needs that are common to all tenants. So, a 
plethora of work research has been performed to facilitate SaaS 
applications customization according to the tenant-specific 
requirements by exploiting benefits of both variability 
management and multi-tenancy [1][2][3]. In the same vein, we 
aim to create a flexible and reusable environment enabling 
greater flexibility and suppleness for customers while 
leveraging the economies of scale. For this purpose, we 
propose a solution integrating a functional variability at 
application components level and a deployment variability at 
multi-tenants level as well.  

This paper is divided into five main sections along with this 
introduction. Section II provides an overview on variability 
management mechanisms, Cloud Computing and Multi-
tenancy as a background concepts for our work research, then 
deals with the incentives and motivations for the proposed 
approach. Section III presents several approaches studied as 
related work and positions our contribution. Section IV initiates 

our contribution which consists on integrating functional and 
deployment variabilities for SaaS applications. Section V 
provides some outstanding of our approach and future works. 
Finally, Section VI is a conclusion of the paper. 

II. BACKGOUND AND MOTIVATION 

In the following subsection, some variability management 
mechanisms are presented, followed by a short introduction to 
the Cloud Computing and the Multi-tenancy notions as a 
background for our work. Finally, the motivation of our 
contribution consisting on the need of managing variability for 
Cloud environment is discussed. 

A. Variability managment mechanisms 

Variability is the ability of a software artifact to be adapted 
for a specific context [4]. For example, it could be the ability to 
be extended, configured, customized or modified. A request for 
change requires the evolution of systems. Therefore, the 
variability of the system or the software must be managed 
during all lifecycle's phases (e.g., the specification phase, the 
conception phase, the testing phase, the implementation phase, 
etc.).  

A variety of mechanisms and approaches are proposed for 
the management of system's variability. These mechanisms 
intervene at the level of the different lifecycle's phases. 
Examples are cited bellow: 

 Specification phase: Iqbal, Zaidi and Murtaza propose 
a model for requirement prioritization using Analytical 
Hierarchical Process (AHP) [5]. 

 Conception phase: Several approaches were proposed 
in this phase to model software product lines by using 
feature models as the Feature Oriented Domain 
Analysis (FODA) approach [6], which aims to capture 
the commonalities and the points of difference at 
requirement level. Many other approaches provided 
extensions to the FODA approach. Such as the 
Feature-Oriented Reuse Method (FORM) [7], whose 
main contribution is the decomposition of the feature 
model layers to describe different perspectives 
(capacity, environment, technology). 

 Testing phase: Erwing and Walkingshaw propose  
organizing the space of all variations by dimensions, 
which provides scoping and structuring choices [8]. 
They consider the concept of ”variation programming” 
for a flexible construction and transformation of all 
kinds of variation structures [8]. 
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 Implementation phase: Trummer proposed a 
corresponding data model [9] that is based upon the 
Composite Application Framework (Cafe) model [1]. 
Applications are composed out of components that 
may be provisioned separately. 

From the cited works above, the interest of variability 
management mechanisms is evident. Particularly, these 
mechanisms are useful for managing the functional variability 
and the deployment variability into Cloud environment, 
specially for Multi-tenant SaaS applications. 

B. The Cloud Computing  and Multi-tenancy 

Cloud Computing as defined by the National Institute of 
Standards and Technology (NIST) is the access via a 
telecommunications network, on demand and self-service, to a 
shared pool of configurable computing resources [10]. Cloud 
Computing is the use of computing resources - hardware and 
software - that are provided as a service over a network, 
usually the Internet. Cloud Computing entrusts remote services 
with a user's data, software and computation [10]. 

Our work focuses on Cloud Computing Services from the 
kind of Software as a Service (SaaS). In this type of service, 
applications are made available to consumers. Applications can 
be manipulated using a web browser. As a tool to exploit 
economies of scale, SaaS promotes Multi-tenancy [3].  

Multi-tenancy is the notion of sharing resources among a 
large group of customer organizations, called tenants. That is, a 
single application instance serves multiple customers. But, 
even though multiple customers use the same instance that 
each of which has the impression that the instance is designated 
only to them. This is achieved by isolating the tenants’ data 
from each other. Compared to single-tenancy, Multi-tenancy 
has the advantage that infrastructure may be used most 
efficiently as it is feasible to host as many tenants as possible 
on the same instance. Thus, maintenance and operational cost 
of the application decreases [3]. In Multi-tenant SaaS 
applications, the variability may have fundamentally different 
sources (evolution, maintenance, tenant’s requirements, etc.), 
but is naturally present [2]. 

C. Motivation: On the need of managing variability for the 

Cloud Environment  

The emergence of Cloud Computing has necessitated more 
and more variability in the form of types of services, types of 
deployment, and the different roles of Cloud participant. Thus, 
variability modeling is required to manage the inherent 
complexity of Cloud systems.  

SaaS application are consumed by many customers that 
have different requirements. Thus, customers that consume the 
same application usually exhibit varying requirements needs. 
Varying requirements usually necessitate varying software 
architectures. In other words, when applications’ requirements 
are changed, the software architectures of these applications are 
modified to satisfy the changed requirements. Therefore, both 
requirements and architectures have intrinsic variability 
characteristics.  

Moreover, other concerns are raised by Multi-tenancy. For 
example the need to ensure the correctness of all possible 
configuration of the application. It is not sufficient to guarantee 
the correctness of a single application's configuration. 

On the other hand,  in Multi-tenant SaaS application, the 
consumer does not have to worry about making updates and 
upgrades, adding security and system patches and ensuring 
service availability and performance. In addition to that, the 
rapid elasticity and the resource pooling are essential Cloud 
characteristics [10], which  promote variability for Cloud 
Computing environment and particularly for Multi-tenant 
contexts. 

III. RELATED WORK 

Several research works have been performed in the context 
of architectural patterns for developing and deploying 
customizable Multi-tenant applications for Cloud environment. 
Fehling and Mietzner propose the Composite-as-a-Service 
(CaaS) model [11]. They show how applications built of 
components, using different Cloud service models, can be 
composed to form new applications that can be offered as a 
new service. These applications have been designed in the 
spirit of customization, thus their variability was modeled using 
the application model and variability model from the Cafe  
Framework [1], which allows exploiting economies of scale by 
the use of highly flexible templates enabling increasing 
customers base. Our work aims to exploit economies of scale 
from two sides by the use of Multi-tenancy and the 
introduction of the new concept of Multiview, that has not been 
used in any of the related work studied.  

In the context of the Late Binding Service - which enables 
service loose coupling by allowing service consumers to 
dynamically identify services at runtime - Zaremba, Vitvar, 
Bhiri, Derguech and Gao present models of Expressive Search 
Requests and Service Offer Descriptions allowing 
matchmaking of highly configurable services that are dynamic 
and depend on request [12]. This approach can be applied to 
several types of services. In the remainder of their work, 
Zaremba, Bhiri, Vitvar and Hauswirth apply their approach 
[12] on the domain of Cloud Computing, more exactly on the 
IaaS services that are highly configurable, change dynamically 
and depend on requests [13]. This approach deals with a 
different area of cloud application which is IaaS services. 
Moreover, this approach does not propose a solution to exploit 
economies of scale and only deals with one type of variability, 
which is the deployment variability.   

Ruehl, Wache and Verclas address the deployment 
variability based on the SaaS tenants requirements about 
sharing infrastructure, application codes or data with other 
tenants [3]. They propose a hybrid solution between Multi-
tenancy and simple tenancy, called the mixed tenancy. The 
purpose of this approach is to allow the exploitation of 
economies of scale while avoiding the problem of customers 
hesitation to share with other tenants [3]. Authors focus on the 
deployment variability and neglect the functional variability 
management.    

In [2], an integrated service engineering method, called 
service line engineering, is presented. This method supports co-
existing tenant-specific configurations and that facilitates the 
development and management of customizable, Multi-tenant 
SaaS applications without compromising scalability [2]. In 
contrast to our approach, this method - as well as the other 
approaches cited - does not address to the accessibility by roles, 
which is allowed in our work by the use of Multiview concept. 
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The Multiview notion allows applications to dynamically 
change the behavior according to the enabled user's role or 
viewpoint. 

 The next section deals with the initiation and the 
explanation of the approach subject of our contribution, 
consists of integrating the functional variability with the 
deployment variability for Multi-tenant SaaS applications.  

IV. TOWARDS THE IMPLEMENTATION AND THE DESIGN OF 

MULTI-TENANCY SAAS 

One of the main focuses of our team research is to work on 
complex systems variability according to functional areas that 
have initiated the concept of Multiview Component [14]. The 
Multiview Component concept is a component model for 
viewpoint in the perspective of View-based Unified Modeling 
Language (VUML) approach [15]. 

Our work aims to define a way to design and descript 
capabilities and variability of Rich-Variant services. In this 
intention, our contribution is to establish a flexible and reusable 
SaaS environment while exploiting economies of scale. That is, 
our work in progress consists of providing Multi-tenant 
applications based on Rich-Variant Components (RVC), which 
allow customers to choose among other tenants who they want 
or do not want to share the deployment with. This implies that 
these composite SaaS applications are made up of a number of 
RVC components; each one of which provides an atomic 
functionality and modifies their behavior dynamically 
depending on the Multi-tenant variability. 

A glimpse of our architectural vision for the approach is 
provided in Figure 1. All tenants use the same execution engine 
that executes tenants' specific configurations by 
communicating with a Web server. A tenant is a customer who 
pays to use the application. It could be an enterprise, a 
company or any kind of organization wishing to rent the 
application.  

 

Figure 1.  The architectural vision 

Each tenant has several users who are actually their 
employees. These end-users will be categorized according to 
their business and needs to form different roles or viewpoints. 
So, applications which are based on RVC components behave 
differently and this is according to the enabled role or 
viewpoint thereof, as it was mentioned earlier. 

The catalog is a formal description of all the applications 
offered by a provider. It describes the functional variability of 
each application and specifies the variability points of an 
application to show how it could be customized. 

For each application, the configuration template describes 
the different RVC components that must be linked to create the 
specific application. The configuration template contains 
instantiations of the catalog related to the application. Thus, the 
variability points of each RVC  component that require specific 
tenants information are not configured yet at this level.  

Based on a particular configuration template, the Rich-
Variant configuration describes a specific application tailored 
for a specific tenant with a dynamic behavior changing during 
the execution according to the end-users' enabled role or 
viewpoint. In addition, the parameters or variability points 
provided by each RVC component are defined at the Rich-
Variant configuration level. 

From the catalog, the Multi-tenants choose the features and 
functionalities they need and specify the necessary parameters 
to obtain their specific Rich-Variant configuration. This fact 
enables the functional variability. Besides, the use of RVC 
components allows more flexibility according to end-users 
business. 

In a further work, we plan to define a number of 
deployment models. Namely a Public deployment model to 
enable sharing deployment with all other tenants. A Private 
deployment model to not enable sharing deployment with any 
other tenant. And a  Hybrid deployment model to enable 
specifying with who share and who do not share the 
component's instance. For each RVC component, the tenant 
chooses one deployment model. Thus, we intend to allow the 
variability of deployment by permitting customers to choose 
with whom they want to share an instance of a particular RVC 
component based on the aforementioned deployment models. 

Our work has been implemented on a case study to 
demonstrate the value and feasibility of the approach. The case 
study consists of a SaaS application for managing private 
schools, accessible from a web browser. Schools which are 
tenants of the application benefit, undoubtedly, from 
deployment variability and functional variability in a flexible, 
reusable and dynamic environment according to the different 
needs of the end-users (e.g., administrator, professor, student, 
etc.). 

V. OUTSTANDING AND FUTURE WORKS 

In our research work, we seek to integrate both functional 
and deployment variability. Also, we look to improve 
reusability by the use of RVC components. In addition, our 
approach  enables flexibility according to the tenants' 
requirements and the viewpoint or role activated, too. In our 
approach, we aim to exploit economies of scale by the use of 
Multi-tenancy concept as the most of approaches cited as 
related work do. But, we also rely on the use of Multiview 
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notion predicating on the RVC components to exploit more and 
more economies of scale. 

As future works, we will define an new artifact based on 
Rich-Variant Component enabling customers to choose to 
share or not to share with other customers. The next step will 
be devoted to the implementation of our approach by applying 
it to the case study consisting of SaaS application for managing 
private school so as to show its interest and improve it by tests 
evaluation. 

VI. CONCLUSION 

The variability management, the RVC component notion 
and the Multi-tenancy rationalization are key enablers for the 
accomplishment of flexibility, reusability and exploiting 
economies of scale in customizable SaaS applications. For this 
objective, we have initiated in this paper our approach which is 
primarily based on integrating two types of variability to create 
a more flexible and reusable SaaS environment while 
exploiting economies of scale. For this purpose, we introduced 
the background knowledge of our work: variability 
management mechanisms, Cloud Computing and Multi-
tenancy. Then, we showed the need of managing variability for 
Cloud environments. Finally, we presented the Multiview 
component concept to introduce our contribution. Our present 
work is devoted to the implementation of our approach by 
applying it to a case study showing its interest. 
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