
Wireless Ad Hoc Networks Resilience Through Cooperative Communication

Ulisses Rodrigues Afonseca
Instituto Federal de Goiás - IFG

Campus Luziânia
Luziânia-GO, Brazil

urafonseca@ifg.edu.br

Thiago Fernandes Neves, Jacir Luiz Bordim
Department of Computer Science

University of Brasília - UnB
Brasília-DF, Brazil

tfn.thiago@cic.unb.br, bordim@unb.br

Abstract—Several studies predict the use of wireless ad hoc
networks in support of critical missions like search and rescue
and prevention of natural disasters. In order to improve network
connectivity, Cooperative Communication (CC) has been explored
as an alternative to connect isolated network components in
wireless ad hoc settings. However, existing cooperative commu-
nication solutions rely on global topological information which
may not be feasible in more realistic scenarios. This paper
presents a self-organized and distributed solution to improve
network connectivity by exploring the availability of cooperative
communication links. Simulation results show that the proposed
scheme has a low computation cost and provides a link recovery
rate comparable to those obtained by centralized solutions.

Keywords–Ad hoc networks; articulation; bridge; cooperative
communication; critical edge; critical node; network resilience.

I. INTRODUCTION
In an ad hoc network, nodes cooperate in relaying packets

to each other to enable communication. In such scenarios,
network connectivity is crucial once faraway nodes may not
be able to communicate in case of network partitioning. Link
and node failure are events that may occur during the course
of operation. As urgent and critical tasks, such as search
and rescue and the prevention of natural disasters depend on
network connectivity, ways to prevent network partitioning and
node isolation are of interest. Let G = (V,E) be a undirected
connected graph, where V is the set of nodes and E is the
set of edges. A node v ∈ V is an articulation or cut-vertex
if its removal makes the graph disconnected. Similarly, an
edge e ∈ E is a bridge if its removal makes the graph
disconnected. Note that bridge links are connected by two
articulations nodes. In this work, articulation nodes sharing
a bridge are referred to “bridge nodes”.

Owing to their importance in preserving network connec-
tivity, ways to identify articulation nodes and bridges has
been investigated in the literature. Goyal and Caffery Jr [1]
proposed a centralized mechanism to identify articulations
in wireless networks. Later, Jorgic et al. [2] presented a
distributed solution, where each node performs a k-hop depth-
first search to locate and identify articulation nodes and bridges
using localized information. The proposed solution, however,
has the drawback of false positive detections. Chaudhuri [3]
and Turau el at. [4] proposed algorithms based on distributed
depth-first search to determine the articulations of a graph.
These solutions are optimal in time and number of messages
and work with the knowledge of directly connected neighbours
only.

As viable solutions to locate bridges and articulation nodes
have been developed, the research community focused on
alternatives to extend the availability of such nodes and links

as well as in ways to reestablish network connectivity in
case of failure [2][3][4]. Afonseca et al. [5] proposed ways
to reduce energy consumption of articulation nodes by using
packet aggregation techniques. The solution is based on the
fact that energy consumption of articulation nodes is usually
higher than other nodes, leading to a premature node failure.
Khelifa et al. [6] propose the usage of dormant nodes that could
be activated in case of link or node failure. When necessary,
the dormant nodes would be activated to prevent network par-
titioning. In the same line, Goyal and Caffery Jr [1] proposed
the usage of limited, coordinated, mobility so as to recover
from link and node failures. In case of network disruption,
nodes would move in a coordinated way as to reestablish
network connectivity. As the location of articulation nodes are
assumed to known a priory, node activation and dispatch can
be employed to improve network connectivity in such areas. Yu
et al. [7] employed cooperative communication techniques to
connect disjoint network components using cooperative links.
The proposed technique allows transmitting nodes to transpose
the limit of maximum transmission range by allowing multiple
nodes to relay the same information, thus improving network
connectivity [7][8]. Neves et al. [9] exploited cooperative
communications to establish power efficient links and routes
to a sink node.

Despite of its benefits, all the above solutions rely on
global topological information which may not be feasible
to obtain and maintain due to its operational costs. Also, it
seems unlikely that a network would have enough dormant
nodes with the ability to be activated and dispatched to the
necessary location whenever needed. Hence, cooperative com-
munication seems to be a suitable approach to improve network
connectivity. However, the aforementioned works that explore
this path aimed to locate the least power link cost that can
connect disjoint components before operation. This work takes
a different approach by focusing on localized mechanisms to
prevent network partitioning due to node and link failure. More
precisely, the proposed scheme works by identifying critical
elements, such as bridges and articulation nodes, and uses
cooperative communication to create cooperative links to avoid
network partitioning whenever possible. The proposal scheme
employs cooperative communication based on localized topol-
ogy information and works in a distributed, self-organizing,
manner. Simulation results show that the proposed scheme has
a low computation cost while link recovery rate is comparable
to those obtained by centralized solutions.

The rest of the paper is organized as follows: Section II
presents a review on cooperative communication, defines the
communication model and formalizes the problem addressed in
this work. Section III presents a distributed solution to recover
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network connectivity. In Section IV, the simulation process
and the data collected are presented, and finally, Section V
concludes this paper.

II. COMMUNICATION MODEL AND PROBLEM
Cooperative Communication (CC) aims at enabling the

cooperation of nodes for transmitting their messages to the
destination [7][8]. Rather than operating independently, com-
peting with each other for channel resources, nodes form
a virtual Multiple Input Multiple Output (MIMO) system
and simultaneously transmit the same information. In MIMO,
nodes use a set of antennas to transmit and receive data to
combat signal fading. Cooperative communication is similar,
but uses multiple nodes in a two-step process [7][10]. In the
first step, a node, called source, sends information for a subset
of the nodes directly connected, called “helper nodes". In
the second step, the source and helpers send the same data
simultaneously. Thus, cooperative communication enjoys the
same benefits of a conventional MIMO system. Further details
on the characteristics of the cooperative communication can be
found in Hong et al. [8]. The subsequente sections describe the
cooperative communication model considered, present a brief
overview of the closely related works and formally defines the
problem addressed in this work.

A. Cooperative Communication Model
The communication between two nodes, in the traditional

model, can be simplified in terms of the transmission power,
the distance between nodes and the rate of signal fading. Thus,
consider a network modelled as a planar, undirected graph
G(V,E), where V = {v1, v2, ..., vn} is a set of wireless
nodes and E is the set of communication links. Each node
vi can adjust its transmit power pi with values in the range
[0, PMAX ]. When pi = 0, the transceiver is turned off and
when pi = PMAX , the transceiver operates at full power.
In traditional models of communication, the source vi can
communicate directly with the destination node vj only when
the transmission power of vi complies with (1):

Pi(di,j)
−α ≥ τ (0 ≤ Pk ≤ PMAX), (1)

where α is the exponent of signal fading, usually around 2 and
4, which is the rate of loss of the signal power with increasing
distance, di,j is the Euclidean distance between vi and vj ,
and τ is the receiver sensitivity to correctly receive a packet,
i.e., the threshold of the received power so that node vj can
correctly decode the signal and obtain the original message.

In cooperative communication, the transmission power
required by the source in conjunction with helper nodes can
be determined similarly to the direct communication. Full
communication between nodes vi and vj can be obtained with
CC, if vi transmits its signal with an auxiliary node set Hi,j

and the sum of transmission powers satisfies (2).

∑
vk∈vi∪Hi,j

Pk(dk,j)
−α ≥ τ (0 ≤ Pi ≤ PMAX). (2)

In the cooperative communication model, new concepts are
introduced whereas the new edges in the graph can not be
defined using classical concepts. Then, some important defini-
tions on the model of cooperative communications, similar to
those presented by Zhu et al. [10], are shown:

Figure 1. Example of the cooperative communication.

Definition 2.1: (Direct link): A direct link vivj is an edge
in E representing that the node vi can transmit data to node vj
directly, that is, pi is such that the node vi can reach vj when
pi ≤ PMAX . A solid horizontal line on the nodes represents
a direct link.

Definition 2.2: (Helper node set): Hi,j is the set of helper
nodes of vi in a cooperative communication with vj . It is
assumed that all required helper nodes are direct neighbours
of vi, that is, Hi,j ⊆ N(vi), where N(vi) is the set of all
direct neighbours of vi. In other words, all elements in N(vi)
are candidates for helper nodes.

Definition 2.3: (CC-link): A CC-link ṽivj is an edge of E
representing that a node vi can transmit data to vj coopera-
tively using a set of auxiliary nodes Hi,j . A horizontal wavy
line is used to denote a CC-link.

Definition 2.4: (Helper link): A helper link is an edge
between vi and one of his helpers in Hi,j .

Definition 2.5: (Network topology): The union of all direct
links and CC-links, E and Ẽ, respectively. Similarly, the graph
of direct communication and CC communication are denoted
by G = (V,E) and G̃ = (V, Ẽ), respectively. Note that E =
E
⋃
Ẽ. Also, if vivj ∈ E, then: vivj = vivj if vivj is a direct

link; and vivj = ṽivj if vivj is a CC-link.
Definition 2.6: (Weight of direct link): The weight of a

direct link vivj is defined as: w(vivj) = τdαi,j .
Definition 2.7: (Weight of a CC-link): The weight of a CC-

link ṽivj is defined as:

w(ṽivj) = wd(Hi,j) + (|Hi,j |+ 1)wCC(Hi,j),

where:
- |Hi,j |: is the number of elements in Hi,j ;
- wd(Hi,j) =

(
τ

maxvk∈Hi,j (di,k)
−α

)
: is the maximum

power consumption of the node vi to communicate
with the farthest node in Hi,j ;

- wCC(Hi,j) =

(
τ∑

vk∈vi
⋃

Hi,j
(dk,j)−α

)
: is the mini-

mum power consumption of the node vi to communi-
cate directly to vj , together with their helper nodes in
Hi,j

In a cooperative communication from vi to vj , node vi
should initially send its data to helper nodes in Hi,j and
then, node vi and its helpers must simultaneously send the
same data to vj . Thus, the weight of a CC-link is the sum
of communication cost of these two steps. The cost for the
first stage of communication is equivalent to wd(Hi,j), while
the cost of individual nodes to transmit data using CC is
wCC(Hi,j). Figure 1 shows a cooperative communication
example. The radius of maximum transmission, represented

55Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-368-1

ICSNC 2014 : The Ninth International Conference on Systems and Networks Communications



in a grey circle, shows that node va has three neighbours. To
communicate with the destination node vb, out of its reach, the
source node va uses a helper candidate sharing a direct link
to va.

B. Related Works
In wireless ad hoc networks, CC have been used as a topol-

ogy control mechanism with the aim to improve network con-
nectivity and while reducing power consumption [7][10][11].
For networks initially without full connectivity, CC was used
to transpose the maximum transmission range as a mean to
improve network connectivity [7][9]. Yu et al. [7] use CC as
a topology control mechanism, whose purpose is to connect
disjoint components through cooperative links. The proposed
solution, called CoopBridges, increases the network connectiv-
ity while reducing the transmission power at each node. The
authors proposed a heuristic to select power efficient helpers
nodes to reduce power consumption of the nodes sharing
a CC-link. Starting from an undirected, disconnected graph,
CoopBridges uses the proposed heuristic to create cooperative
edges to connect components in the network. In the resulting
topology, the minimum spanning tree algorithm is employed
within each component and between network components to
prune costly links. The task of selecting power efficient helper
nodes works in O(|V |2) time. Neves et al. [9] developed a
similar mechanism that interconnects the components of an ad
hoc network, initially with no direct connectivity with a sink
node. The solution consists of four steps that uses a modified
version of the heuristic proposed by Yu et al. [7]. The solution
uses low cost cooperative edges to interconnect the network
such that paths created should lead to the sink node. The task of
selecting power efficient helper nodes takes O(|V |2) time [9].

This work presents a localized and proactive strategy
to maintain network connectivity in the event of network
partitioning. Unlike the previous works, that are based on
coordinated mobility or dormant nodes, the proposed scheme
uses cooperative communication. Localized information is
used to reduce the computational cost to select helper nodes
during the process of establishing cooperative links. To the
best of our knowledge, this is the first work to employ coop-
erative communication in a proactive way to prevent network
partitioning.

C. Problem Formulation
This paper address the problem of recovering network

connectivity in the event of node and link failure on ad hoc
networks with cooperative communication capabilities similar
to those in [7][8][10][12][13]. In particular, this work focuses
on monitoring articulation points and bridges nodes and, in
case of unavailability, cooperative communication is employed
as to reestablish network connectivity. Consider an ad hoc
wireless network represented by a planar, undirected graph
G(V,E) such that there are a number of articulation points
and bridges. By definition of articulation point and bridge, on
the event of unavailability of one of these elements, the graph
G becomes disconnected. Let Ga and Gb be the components
of G that have been created due to the unavailability of an
articulation point or a bridge node. Furthermore, let node
va ∈ Ga and vb ∈ Gb and let H(va) and H(vb) be the set of
helper nodes available to va and vb, respectively. Thus, using
cooperative communication, the proposed scheme aims to
reconnect the graph G. In this context, the problem addressed
in this work is three fold: (i) locate articulations and bridges

(a)

(b)

Figure 2. Representation of the problem of connectivity recovering using
CC after a (a) bridge edge failure and (b) an articulation node failure.

in the network; (ii) monitor their status and; (iii) in case
of unavailability, coordinate the activities of the neighbouring
nodes to recovery connectivity with the aid of cooperative
communication.

III. PROPOSED SOLUTION
This section presents a distributed algorithm that allows the

network to reestablish connectivity in case of articulation node
failure. The main idea is to proactively identify suitable CC-
links and to ensure that these CC-links are created in case of
network connectivity disruption. Figure 2 shows an example
of connectivity recovery in cases of bridge and articulation
failure. The dotted edges represent topology changes that
effect the communication links. When a bridge node fails,
according to Figure 2a, collaborative communication is used to
recover connectivity by establishing a cooperative link among
the remaining bridge node and nodes in the vicinity of the
failed bridge node. When there is only one articulation node,
identified by va in Figure 2b, that connects two components,
collaborative communication is employed as an alternative to
reconnect the graph.

To achieve the above, the proposed scheme uses two-hop
information to allow articulation nodes to periodically update
their neighbours so that they can create CC-links to maintain
network connectivity in the case of articulation node failure.
To perform power efficient selection of helper nodes, the Greed
Helper Set Selection (GHSS) heuristic, proposed by Yu et al.
[7], is employed as a routine in the main algorithm, similarly
to [10]. A call to the heuristic GHSS takes as input parameters
the pair (vs, vd), where vs is the source node and vd is the
destination node, the output of this call is the cost of the CC-
link ṽsvd or ∞ if it is not possible to create the CC-link.
Note that, despite the related works that propose the increase
of network connectivity using CC, the goal of the proposed
solution focus on connectivity recovery. Another important
aspect of the proposed solution is the processing type and
amount of information used to reconnect the network. The
proposed solution is distributed and uses localized information,
while other proposals in the literature are centralized and
require global topological information. The subsequent section
details the proposed scheme.

A. Reconnecting Components (RC)
The proposed solution, called ReconnectComponents (RC),

is detailed in Algorithm 1 (Figure 3). The algorithm considers
that each node knows (i) whether it is part of a bridge or not,
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Algorithm 1 RC(articulation, bridge, S)
# Articulation node forming a bridge notifies a
# neighbouring nodes to replace it

1: if (articulation = TRUE and bridge = TRUE) then
2: Let va and vb be the nodes sharing a bridge. Ga and Gb are the

network component connected to va and vb, respectively;
3: Let Nva (Ga) be the set of neighbours of va in Ga;
4: for each S seconds do
5: va computes GHSS(vi, vb) and GHSS(vi, vb), ∀vi ∈

Nva (Ga), and finds vk , vk ∈ Nva (Ga), such that the combined
cost of CC-links ṽkvb and ṽbvk are minimum;

6: va send RECOV ER(vk, vb) to nodes vk and vb;
7: end for
8: end if

# Articulation node computes the CC-link cost to
# connect its neighbouring nodes using local information

9: if (articulation = TRUE and bridge = FALSE) then
10: Let va be an articulation node running the algorithm;
11: Let Gi and Gj be two network components that are connected to va

such that G− va= Gi

⋃
Gj ;

12: Let Nva (Ga) be the set of direct neighbours of va in component
Ga;

13: for each S seconds do
14: va computes GHSS(vi, vj) and GHSS(vj , vi), ∀vi ∈

Nva (Ga) and ∀vj ∈ Nva (Gb), and find v′i and v′j , v′i ∈
Nva (Ga) and v′j ∈ Nva (Gb), such that the combined cost to

create the CC-links ṽ′iv
′
j and ṽ′jv

′
i are minimum;

15: va send RECOV ER(v′i, v
′
j) to nodes v′i and v′j ;

16: end for
17: end if

# Actions taken by nodes receiving a RECOVER msg
18: Let {vi, vj} be the set of nodes receiving a RECOV ER(vi, vj)

message;
19: Let va be the articulation node the sent the RECOV ER message;
20: while true do
21: if va is unavailable then
22: Create the CC-links ṽivj and ṽjvi;
23: end if
24: end while

Figure 3. Algorithm Reconnect Components

and (ii) whether it is an articulation or not. This knowledge
can be obtained by running algorithms such as those proposed
in [2][3]. Besides these requirements, the algorithm takes as
input a parameter S that indicates the time interval in which the
cooperative links are computed and updated to accommodate
eventual topological changes.

Bridge nodes calculates the bidirectional cooperative link
having the least cost between the adjacent articulation and
its direct neighbours (lines 1-5). A message is sent to the
elected nodes that compose the cooperative link (line 6). Nodes
receiving the RECOV ER(vi, vj) message should monitor the
source of the message (lines 18-24). Should the articulation
node become unavailable, the cooperative link is then used to
maintain connectivity (line 22).

When a node is an articulation and does not compose a
bridge, it calculates the cooperative link with least power cost
between each pair of neighbouring nodes in the components
interconnected by it (line 9-14). After that, a message is sent
to the selected nodes (line 15). Note that, up to this point,
the articulation only elects nodes to replace it and the links
supported by the articulation node. It should be noted that
after an articulation node failure, that is not associated to a
bridge, a new bridge is created and therefore two new bridge
nodes appear in the graph. In this case, the connectivity can

(a) (b)

(c) (d)

Figure 4. Example of connectivity recovery after a bridge node failure.

be maintained continuously using the same strategy.

B. A Working Example
Figure 4 and 5, respectively, show the sequence of events

for recovering the connectivity when a bridge and an articula-
tion become unavailable. Figure 4a presents the initial topology
in which nodes v3 and v4 are bridge nodes. In Figure 4b, these
nodes notify neighbours that should take over its function in
case of failure. In Figure 4c, articulation v3 fails and in Figure
4d a cooperative link is created between nodes v1 and v4. In
Figure 5b, the articulation node v4 notify nodes v2 and v6 that
they have been elected to create a cooperative link. In Figure
5c, when the articulation v4 fails, a cooperative link is created
and the new topology is presented in Figure 5d. In the resulting
topology, there are two new articulation nodes and a bridge.

C. Computational Cost
The GHSS routine is used to perform the required helper

selection in the RC algorithm (lines 5 and 14) and is also
used, as in previous works, to measure the computational cost
of the proposed algorithm. For this purpose, let ∆(G) denote
the maximum degree of a node in G. Also, let va and vb
denote two nodes connected by a bridge. According to previous
definitions, node va and vb have Nva(Ga) and Nvb(Gb)
neighbours, respectively. Note that Nva(Ga) ⊂ N(va) and
Nvb(Gb) ⊂ N(vb). Then, the task of computing the best set
of helper nodes to create CC-links (line 5) makes at most
2[N(va) + N(vb)] calls for the GHSS routine. In the case
where a node va is an articulation node such that G − va=
Gi
⋃
Gj , node va computes the best set of helper nodes among

its one and two-hop neighbouring nodes. Hence, in the worst
case, the direct neighbours of va, say vi ∈ N(va) has a degree
of at most ∆(G). As the heuristic to compute the best set
of helper nodes needs to verify all alternatives among the
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(a) (b)

(c) (d)

Figure 5. Example of connectivity recovery after a failure in an articulation.

nodes in N(vi) that connect to vj ∈ Gj and vice-versa, node
va makes, in the worst case, O(∆(G)2) calls to the GHSS
routine. Considering that 2[N(va) +N(vb)] ≤ O(∆(G)2), the
RC algorithm uses, in the worst case, O((∆(G))2) calls to the
GHSS to select the best helper set to establish a CC-link.

IV. EVALUATION AND RESULTS
The proposed solution has been evaluated by simulation.

The validation process consists in: (i) generate random topolo-
gies; (ii) identify articulation nodes and bridge nodes; (iii)
employ the RC algorithm to compute the best CC-links and
check whether these links are able to reconnect the network
in case of articulation and bridge nodes failure. To assess the
goodness of the proposed solution, the resulting CC-link cost
is compared with those produced by the centralized scheme
presented by Yu et al. [7].

The evaluation scenarios are based on the following pa-
rameters (similarly to those in [9][10][13]): a set of nodes
n = 20, 30, ..., 60 are randomly positioned in a 300 × 300m
area. Equation (1) can be easily adapted to a more suitable path
loss models. Hence, in what follows, Free Space Path Loss
Model [14] is considered, where the maximum transmitting
power (PMAX ) is set to 6dBm and the receiver threshold (τ )
is set to −71dBm, allowing to a maximum transmission range
(RMAX ) of ≈ 70m on the 2.4GHz frequency band [14].
To compare the performance of the proposed solution, the
following metrics were considered:
M1: Computational cost: Aims to evaluate the overhead

(in terms of calls to GHSS) to select the helper
set with least power cost to create CC-link using
distributed and a centralized solutions;

M2: Power cost: The amount of transmission power
needed to establish the CC-links;

M3: Percentage of recovered connectivity: identifies the
percentage of graphs that had connectivity recovered;

To compute M1, first a random topology is generated
using the defined parameters. Then, the articulation nodes
and bridges are identified in the graph and the best helper
sets are computed. For a defined node density, the simulation

results are drawn from an average of a three hundred random
topologies. Note that, as the purpose of M1 is to compare
the computational cost, the parameter S has no effect in
this case. Table I presents the simulation results for metric
M1. The column “density” corresponds to the number of
nodes in the graph. Columns “Articulations” and “Bridges”
correspond to the number of calls to the GHSS heuristic.
The column “Global” shows the same results when the best
cooperative bi-direction link among all the nodes is computed.
Note that the degree of each node is random. Thus, as the
node density gets higher, nodes tend to have a larger node
degree and, consequently, increasing the computational cost.
However, even by increasing the degree of the graph, the
proposed solution still has a scalable computational cost. As
can be seen in the Table, the proposed algorithm obtained, for
the evaluated cases, a reduction of up to 67 times the number
of calls to the GHSS routine.

The simulation results for metric M2 are shown in Figure
6. In the figure, the x-axis represents the graph density
(number of nodes per area) and the y-axis represents the
power consumption for the computed CC-links. As can be
seen in Figure 6a, the proposed algorithm has an power
consumption slightly higher than then that provided by the
global bi-directional link when an articulation connecting two
components fails. This trend is also verified in Figure 6b that
shows the power consumption to reestablish connectivity in
case of an bridge node failure. The average power consumption
reduces as the network density increases. This occurs as the
articulation and bridge nodes have potentially more nodes that
may act as helper nodes. With closer helper nodes, the cost
wd(Hi,j) decreases and the weight of the cooperative link
w(ṽivj) tends to reduce as well. Despite the slightly higher
power consumption of the proposed solution, it is important
to state that the RC relies solely on local information.

Suppose that the nodes could increase the transmission
power beyond the PMAX up to the limit necessary to reestab-
lish network connectivity without the aid of a CC-link. Al-
though this is an unlikely situation, it provides a lower bound
on the minimum amount of power necessary to reestablish
communication. Also in Figure 6b, the bar Tx(Localized)
corresponds to the minimum transmission power needed to
reestablish connectivity without resorting to CC-links in the
resulting topology using localized information. Similarly, the
Tx(Global) bar corresponds to the amount of power neces-
sary to reestablish connectivity using global information. When
a direct link are considered, the nodes selected in both cases
present comparable results in terms of the required transmitting
power to reestablish network connectivity.

For the metric M3, percentage of graphs that had con-

TABLE I. NUMBER OF CALLS TO THE GHSS ROUTINE (M1).

Density (×10−4) Articulation Bridge Global
2.22 13.22 14.78 174.04
2.78 14.52 16.38 276.98
3.33 15.62 17.18 408.20
3.89 16.74 18.86 562.78
4.44 17.78 21.98 742.00
5.00 18.90 21.36 950.72
5.56 19.26 24.96 1177.96
5.11 20.34 22.48 1431.12
6.67 22.12 25.24 1710.72
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Figure 6. Average power cost to recover connectivity in case of: (a) an articulation node failure; and (b) a bridge node failure.

nectivity recovered, it was observed that the proposed solution
presents similar results to the global alternative. This results are
not shown due to space limitation. Nevertheless, the observed
results shows that, for node density up to 2.5, a success rate
of 98% by employing global information while RC attains
96.5%, only 1.5 points below the extensive evaluations. For
node density with values between 2.5 and 5.0, both algorithms
were able to recover network connectivity in approximately
99% of the cases. On graphs with node density above 5.0,
both algorithms have been able to reconnect the graphs in all
evaluated cases.

V. CONCLUSION
Maintain connectivity in wireless ad hoc networks is a goal

that has been addressed in many ways, most of them focusing
on identifying critical nodes and implement mechanisms the
preserve these nodes using efficient routing, packet aggrega-
tion, among other techniques [2][3][4]. This work explored
cooperative communication to reconnect the network using
distributed processing and localized knowledge. Bidirectional
links are created between network components when articu-
lation and bridge nodes fail. The main contribution of this
work is to present an algorithm that reduces the computational
cost when using localized information that offers resilience
when monitoring critical elements, creating cooperative links
when conventional links become unavailable. Simulation re-
sults demonstrate that the proposed solution provides similar
results of more costly solutions that rely on global topological
information. For the scenarios evaluated, the computational
cost of the proposed scheme was 67 times lower than cen-
tralized solution, while producing comparable results.
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