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Abstract—In this paper, we investigate the effects of imperfect
channel estimation on the performance of a Selective-Decode-
and-Forward (SDF) relay-assisted communication system. In
the system studied, a pilot symbol-assisted modulation (PSAM)
scheme is used along with a channel estimation scheme based on
minimum mean square error (MMSE). In particular, we derive
an approximate expression for the bit error probability (BEP) in
the presence of channel estimation error for the SDF cooperative
protocol. Numerical simulations are presented to show that the
derived approximate BEP expression is very close to the actual
BEP. We also provide power-allocation that optimally assigns
power constraint to training and data transmission phases to
minimize the BEP.
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I. INTRODUCTION

Recent advances in information and wireless technologies
have led to growing interests in the development of multiple-
input and multiple-output (MIMO) systems, which improves
spectral and power efficiency of wireless networks. However,
installing multiple antennas at transmitter and/or receiver re-
sults in size expansion of the devices, which is not practical
in many wireless applications. A cooperative communication
system can be considered as an alternative to MIMO systems.
Cooperative techniques can exploit cooperative diversity by
means of providing several copies of a signal that have
experienced channel gains with low correlations [1][2][3].
Furthermore, early research in cooperative communication has
shown that energy efficient transmitters operating in relay
networks help extend the battery life [4].

According to the way in which the information is trans-
mitted from the source terminal to the relay terminals and
the way it is processed at the relay terminals, the existing
cooperative protocols can usually be divided into three types —
such as decode-and-forward (DF) protocols, selective decode-
and-forward (SDF) protocols and amplify-and-forward (AF)
protocols [1][2][3][5].

In the DF protocol, the relay terminals decode the received
signal, then the sequence will be re-encoded and it will be
forwarded to the destination terminal. In the SDF protocol,
the relay terminals detect the signal and check if the detected
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signal contains any error. If the information sequence is
considered error free, then the sequence will be re-encoded
by either the same or a different code before it will be
finally transmitted to the destination terminal. In AF protocols,
the relay terminals simply re-transmit a scaled version of
the signal that they receive from the source terminal to the
destination terminal.

Most of the existing work on cooperative communications
has assumed perfect knowledge of the channel fading coef-
ficients at the receiver side, which is an overly optimistic
assumption, and does not match with reality. For instance,
W. Su et al. [6] and A. S. Ibrahim et al. [7] assume that
the receiver has access to perfect information about the
channel and the transmitter knows the instantaneous channel
gain without the phase component. Various expressions for
the symbol error probability of a cooperative communica-
tion system have been derived in [8][9][10][11] under the
assumption of perfect channel state information (CSI) at both
the relay and destination. Although research results based
on these assumptions provide valuable insights, in practical
systems these coefficients must be estimated and then used
in the detection process. Especially, in mobile applications,
the assumption of perfect channel knowledge is unwarranted
as randomly varying channel conditions are learned by the
receivers imperfectly.

In recent work (e.g., [12][13]), the effects of the channel
estimation error on the bit error rate (BER) performance
of cooperative communication systems have been studied by
using a simple model for the channel estimation error, where
the variance of the channel estimation error is assumed to be
fixed for all values of the signal-to-noise ratio (SNR). Y. Wu et
al. [14] investigate effects of channel estimation errors on the
symbol-error-rate (SER) performance of a cooperative com-
munication system operating in AF mode. J. Zhang et al. [15]
assume that the receiver estimates the channel imperfectly,
based on the pilot signal sent by the transmitter. Moreover,
both the source and the relay perform an optimization on the
power to be allocated to the pilot and data, assuming that
achievable rate is the only factor to be optimized.

To the best of our knowledge, no previous work exists
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on the BEP performance of selective decode-and-forward
relay communication system that uses pilot symbol-assisted
modulation for channel estimation.

In the present paper, we derive a lower bound for BEP
performance of binary phase shift keying (BPSK) modulation
for the selective decode-and-forward relay communication
system. We then apply the lower bound expression of BEP
as the performance metric of the system, and solve a power
allocation problem to optimally allocate power to training and
data sequences.

The rest of the paper is organized as follows. We first
introduce our system model and channel estimation in Section
II. In Section III, the BEP expression is derived for the
system under consideration. Simulation results are presented in
Section IV, followed by conclusion and future work in Section
V.

Notation: E{-}, {-}*, & denote the expected value, the com-
plex conjugate and the estimate of the variable x, respectively.

II. SYSTEM MODEL AND CHANNEL ESTIMATION

We consider a three-node relay network, which consists of a
source, relay, and destination node. This relay network model
is depicted in Figure 1. We assume BPSK transmission over
flat fading channels. Note that this assumption is imposed
only for the convenience of notation. The analysis in this
paper can also be applied, after some simple modifications, to
the case wherein the source and the relay transmit using M-
ary phase shift keying (MPSK) modulation. Let hgq, hg, and
h,q represent the source-destination, source-relay, and relay-
destination channel gains, respectively. Each node-to-node
channel gain is modelled by a zero-mean complex Gaussian
random variable with variance oi. Furthermore, each channel
is assumed to be constant during the frame transmission where
each frame consists of a fixed number of symbols. A practical
relay node with low cost usually cannot transmit and receive
signal at the same time in the same frequency band. We assume
that nodes transmit under half-duplex constraint in the same
frequency band.

As in [1], the transmission protocol can be described as
follows: First, the source transmits data to both relay and
destination with power P;. The received signals at the relay
and the destination can be written as:

Ysr = V/ Pshsrx + N (1)
Ysd = V Pshggx + nsq 2

where ng,. and ngg represent the additive noise terms, x
represents the transmitted symbol with unit average energy,
ie., E{|z]?} = 1 and P, is the source power (energy per
symbol time) for data transmission. In the second time slot,
if the relay correctly detects the received message in the first
time slot, then it will forward it to the destination; otherwise,
the relay will remain silent to avoid the propagation of errors
[7]. Thus, the received signal at the destination in the second
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time slot is in the following form

Yrd = 0 V Prhrdx + Npd (3)

where 6 can be either 0 or 1 indicating whether the relay
was silent or not, n,q is additive noise term, and P, is the
relay power (energy per symbol time) for data transmission.
At the end of the second time slot, the destination will combine
the desired signals from the source and the relay, if any, and
attempt to detect the symbol.

hsd

Fig. 1. Three-node relay network model
Each frame has M symbols
Source Relay
Pilot | 2 | M| piot | 2 | | M |
[ 1 |
r T =]
First time slot Second time slot

Fig. 2. Transmission structure in a block of M symbols

The transmission block consists of two phases—training
phase and data transmission phase. We assume that the
communication between nodes is through single-input-single-
output (SISO) channel. For channel gain estimation of a
SISO system, only one pilot symbol is required [15][16].
To reduce the variance of channel estimation errors, one can
either increase the number of pilot symbols or use a higher
pilot transmit power. As in [15], we assume that only one
pilot symbol is used to estimate the channel coefficient. We
point out that since block fading channels are considered, the
accuracy of MMSE channel estimation depends only on the
total training signal power regardless of the training duration,
and increasing the number of training symbols in each block
results in decreasing the throughput. We assume that, in the
considered scheme, the source and relay can allocate power
to pilot phase and data phase in different proportions. At the
beginning of the frame, the source sends a pilot symbol, which
we denote as s,, to the relay and destination. The received
signals, 7%, and r, can be expressed as follows

T?’r = hsrsp + Ny
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T'gd = hsdsp + Nsq (4)

where 72 and 7%, are the received pilot signals at the relay
and at the destination, respectively. Then, the relay sends pilot
symbol s;, to the destination. The received pilot signal at the
destination is as follows

Py = hras) 4 nra )

The noise terms ngq, N, and n,.q are modelled as zero mean
complex Gaussian random variables with equal variance Ny
(Np/2 per real dimension).

The system conveys source information as a sequence of
frames, and each frame in the first time slot accommodates M
symbols sent from the source—one symbol is dedicated for pilot
and the rest are for data transmission (Figure 2). The second
time slot of the frame accommodates M symbols sent from the
relay—one symbol is dedicated for pilot and the rest are for data
transmission (Figure 2). The energy allocated to a frame for
the source’s transmission is denoted by P;, and the energy
allocated to a frame for the relay’s transmission is denoted by
P; (that is, if the relay ends up transmitting in that frame).
Parameter @ denotes the fraction of source’s energy allocated
for transmission during the training phase, and [ denotes the
fraction of relay’s energy allocated for transmission during
the training phase. Thus, |s,|? and |s; 2, the transmit energies
for the training phase are equal to aP; (if transmitted by the
source) and SP, (if transmitted by the relay), respectively,
where 0 < «a,8 < 1. Source power (energy per symbol
time) for data transmission (Fs) and the relay power for data
transmission (P,.) can be obtained as:

(1—0()P1 (1_5)P2
M—-1" M -1

The relayed communication system considered in the
present paper assumes that the relay and the destination both
estimate the wireless channel gain from the received pilot
signal using MMSE channel estimation method.

Ps: Pr: (6)

MMSE estimate of the channel is obtained at the relay and
destination by using hy. = E{hgrP *} - (E{r.r2 *})~" .
2, heq = E{hgar®,"} - (B2t )_1 P and hyg =
E{har?,"} - (E{r? 2" )71 -rP, [15]. Based on [17], we
can write

hij = iLij + €5 (N

where e;; is the channel estimation error modelled as a zero
mean complex Gaussian random variable with variance ogij
and we have [17]:

R U4|S ‘2
hii ~ CN 07hp>
! ( U}2L|5p|2+N0
O'2N0
i o~ CN (0, 2 8
‘i < o%lsp|2+No> ®

where |sp|? is the power allocated to pilot symbol, which is
equal to aP; or P, depending on whether the source or
relay is transmitting and CN(+,-) denotes complex Gaussian
distribution. It can be easily shown that e;; and Bij are
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uncorrelated random variables and since they have jointly
Gaussian distribution, they are also independent.

In the next section, we will use the analysis presented so
far to derive the BEP expression.

III. BEP ANALYSIS AND OPTIMAL POWER ALLOCATION

In SDF protocols, the relay forwards a symbol only if the
relay has high confidence that the symbol has been decoded
correctly, and remains silent otherwise. It is reasonable to
add a module for such decision making. From the destination
node’s vantage point, that decision made by the relay can
only be guessed. Traditionally, three methods can be used to
detect the presence of a signal [18]: energy detector, matched
filter, and cyclostationary feature detection. Energy detection,
which is the most popular method, is suboptimal and non-
coherent and can be simply implemented [19]. Matched filter
is a coherent detection that maximizes the signal to noise
ratio. Cyclostationary feature detection exploits the inherent
periodicity of the received signal. Besides all the methods
mentioned above for detecting the presence of the signal, flag-
based methods are also of interest [20]. However, sending a
flag signal has the drawback of consuming additional energy
and bandwidth. In this section, we assume that the destination
knows 6 in (3) perfectly. In other words, at each time slot,
the destination knows whether the relay is in transmission
mode or not. Then, we derive the optimal signal detection
rule and a closed-form BEP expression for the system that
uses MMSE channel estimator. Using (7), the received signals
at the destination during two time slots can be written as

y:i;d \/Eiledl'v + \/Eesdii =+ Tlid
yid = 0; \/l?’rilrdl‘i +0; \/ITTe,'dxi + nid 9)

where i = 1,2,...,M — 1 and 6; € {0,1}. We consider a
method in which symbols are detected individually (i.e., in
a symbol-by-symbol fashion), which can be employed by a
system that does not have sufficient memory space to store
and consider the preceding symbols. With # known by the
destination, optimal detection rule to be used by the destination
can be written as

=arg max _ p(Ysd,YralT, hsd, hra, ) (10)

ze{—1,+1}
By using (9), conditioned on the estimated channel gains
(ﬁsd and flrd), transmitted symbol (x) and 6, it can be
easily seen that y,q and y,.; are two independent complex
Gaussian random variables with means \/Pshsqz, Ov/P, hya
and variances Pyo2  + Ny, P02 + Ny, respectively. The
decision rule becomes

1 —lvsg=VPshggz|®
T =arg max T e PeeiytNo
ze{-1,+1} \ m(Pso2 , + No)
1 —19ra—=0VPripgw|?
6Pro2 +Ng
X e erd an
m(0P.02  + No)
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The decision rule is simply the minimum-distance decision
rule, where

T =arg min

<|ysd Y Psilsdx|2

ze{—1,+1} P, 0’2 + N()
\yrd — Ov/P,hyqz)?
6P, O'erd + N()
=a a e Ps h*
= ar max S — S
gace{ 1,41} P02+ No sd¥sd
0/ P, .
——h¥ y, 12
+Pro_grd + N[) rdy d) IE} ( )

In order to implement this decision rule, we can use maximal
ratio combining (MRC) that treats the estimated channels as
true channels [21]

MRC VP ., 0P, -,
= Bz ;i t oz o v (1
Y P02 4+ Ny sd¥Ysd T Po? +No *ra (13)

Conditioned on the channel gains, by substituting (9) in (13)
and after some simple manipulations, the SNR at the receiver
can be written as follows [24]

MRC _ Py

0P,
= P 7}3 N (14)

rd €rd

0 |hsd|2 |hrd|2

+ Ny

We now examine a closed form expression of BEP. Condi-
tioned on hgy, h,q, and 8, the BEP can be written as [24]

P (elhsa hras0) = Q <\/2 (Alhsal? + 9B|Brd|2)> (1s)

where

P, P,
= P02 (16)

2, +No’ B P.o2  + Ny

We denote |hgq|? and |h,q2 by X and Y respectively. In
accordance with the complex Gaussian channel model, X and
Y are exponentially distributed; we can therefore write

1
fX(x) = >\Sd6_>\5d$7 X Z 07 )\Sd = 2
g%
hsd
1
Fr () = Arae Y,y >0, Apa = —— (17)
o
where
CkPlU}QL-l-NO 5P20'}2L+N0
Aegg = 0 T0 = BE20n T 18
¢ aPyo} d BPyo} (18)
Conditioned on 6 and using (15), (17), and Q(z) =
T 71:2
L |2 € 252 dyp [24], BEP can be written as
Pleld) = [ Pclay.6) o) () dady
Ax —|— 0B
— / / exp( y) P (@) fy (y)dadydp
sin? o
(19)
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Conditional probability of error can be rewritten as

X / Ard€ (s ’d)ydydgo

s
1 [z

T Jo
After some simple manipulation, we can write

11 1 52
P(€9)=+BQAM oy A%

Asd
B6

2 mie
B (20
— ——d 21
Asm(ﬁfiw 2n

Ard  Asd
By using the result from [25, p. 177, 2.562.1], which is

/ dx B
a+bsin’r

and

Ple) =

P(elf) =

Agg Sin? %) Apg Sin? %)
Mg Sin? p+A Ay sin® o+ BO

de
(20)

™

sign a

tan ™ \/G—ertanx ,
ala+b) a

P(e]f = 0)P(6 = 0) + P(e|f = 1)P(6 = 1)

(22)

and after some manipulations, the probability of error can
be expressed as in (23) at the top of the next page. We
point out that the probability that the relay detects the symbol
with error (i.e., P(f = 0)) can be written as P(§ = 0) =
1 (1_ _A
2 A+ Nad

Remark: In the derivation of (23), it is assumed that the
relay is perfectly capable of diagnosing whether there has been
an error in the detection of the symbol transmitted by the
source. Based on this diagnosis, if the detection was erroneous
the relay would not forward that symbol to the destination
in the second time slot. In a practical system, error detection
scheme (e.g., cyclic redundancy check) could be implemented.
In the following, we prove (23) is a lower bound of the BEP
for a more practical system in which the relay uses a block
error detection scheme:

I) The case in which the relay mistakenly concludes that
there is a symbol that is detected wrong in the frame (while
all the symbols were detected correctly at the relay): In this
case, at the second time slot, the relay remains silent and the
whole frame is kept from being forwarded. In the practical
system, the final symbol detection at the destination is made
only based on the received signal at the first time slot, which
results in a higher BEP than the ideal system of Section II.

II) The case in which the relay’s block error detection
mistakenly concludes that all the detected symbols in the frame
are error-free (while there is a symbol that is detected with
error at the relay): In the practical system, the relay forwards
the frame which includes some symbol different from the
source’s and the frame may contain some corrected decoded
symbols. In the ideal system of Section II, which leads to (23),
only correctly decoded symbols will be forwarded. For the
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P(e) =

1+\/ A
A+)\sd

correctly decoded symbols, the destination’s symbol detection,
which combines the signal from the source and the signal from
the relay, will result in the same probability of error in both
the practical system and the ideal system. For a symbol that
is detected by the relay with error, in the practical system the
destination will end up combining the signal from the source
and a signal carrying a different symbol from the relay, while
in the ideal system of section II the destination will detect it
based only on the signal form the source. Therefore, the ideal
system will have less likelihood of making a symbol (bit) error.

IIT) In the case in which the relay correctly concludes that
the frame contains a symbol that is decoded with error at
the relay: In this case, in the system the whole frame is kept
from being forwarded. In the ideal system, only the corrected
decoded symbols will be forwarded, and for these symbols the
ideal system will combine both source’s and relay’s signals.
Therefore, the ideal system has a lower chance of making
error.

IV) The case in which the relay correctly concludes that
the frame contains no symbol error: In both the practical
system and the ideal system of Section II, the whole frame
is forwarded to the destination. In this case, both systems will
have the same detection mechanism of individual symbols in
the destination. Finally, from I, II, III, and IV, it can be easily
concluded that (23) is a lower bound for a system that uses
block error detection at the relay.

In order to optimally allocate power to training and data
transmission phases so that (23) is minimized, we formulate
an optimization problem as

4

(aoptv ﬁopta Topt) = arg gl}anr Pe(aa B, T)

subjectto:0<r<1, 0<a<1l 0<p3<1 24)

where 7 = P;/P is the ratio of source power constraint to
total power constraint (i.e., P, =r- P and P, = (1—71)- P).

IV. SIMULATION RESULTS

In this section, Monte-Carlo simulation results are presented
and compared with (23). Matlab was used for Monte-Carlo
simulation, and 108 transmitted symbols were drawn from
the BPSK constellation in order to estimate the BEP. The
node-to-node channels are modelled by zero mean independent
Gaussian random variables with unit variance.

Figure 3 shows the BEP analysis proposed in this paper
in comparison with the simulation results for M=4, 8, 16
and 64 where M is the frame length. Parameters «, § and
r = Py/P are set to 0.30, 0.30 and 0.61 respectively. As
the figure shows, all the simulation curves and analytical
expression are very close. Note that the energy allocated
to each data symbol can be obtained from (6). In order
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Fig. 3. BEP per P/Ny for a=£4=0.3, r = P;/P = 0.61 and different frame
lengths
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Fig. 4. BEP per « and 3, P/No=15 dB, P; /P = 0.61 and M=4

to numerically compare the BEP curve obtained by sim-
ulation and the BEP curve obtained by analytical expres-
sion, for each frame length (M) we define the ratio dy; as
dM = (BEPSimulation'BEPanalytical expression)/BEPsimulation-
For P/Ny=15 dB, a=£=0.30 and r = P;/P=0.61, we have
dg4=0.0005, d16=0.0011, dg=0.0011, and d4=0.0010. Also
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TABLE I
RESULTS OF OPTIMIZATION FOR M= 4, 8, 16 AND 64 UNDER P/Np =15
dB and 25 dB
M=4 | M=8 | M=16 | M= 64
r | 0.61 0.61 0.71 1
P/Nog=15dB | a | 0.35 0.29 0.24 0.18
51 035 | 029 | 0.26 -
r | 0.61 0.61 0.61 0.61
P/No =25dB = 651024 0.9 | 0.13
B8] 034 | 020 | 0.16 0.13

for P/Ny=30 dB we have: d4=0.0010, d15=0.0024, dg=-
0.0075, and d4=-0.0053. These results indicate that there is
little difference between the values of BEP obtained from
simulation and analytical expression.

In Figure 4, the BEP is plotted against both o and 3 for
P/Ny=15 dB, r = 0.61, and M=4. From the derived BEP
expression (23), it is apparent that for a fixed total power,
the power allocation among pilot and data affects the BEP
performance. If we allocate too much power for pilots, channel
estimation error will be reduced but because of low data SNR,
detection of the data in noise is more difficult. On the other
hand, lower power for pilots results in poor channel estimation
and thus in poor detection [22], [23]. The minimum value of
BEP under P/Ny=15 dB, r = 0.61 and M=4, turns out to be
at o = 8 =0.35.

In Table I, the optimum values for «, 8 and r for M= 4,
8, 16 and 64 under P/Ny =15 dB and 25 dB are tabulated.
To obtain the optimal values of «, 8 and r, an optimization
problem was formulated as in (24) and solved.

V. CONCLUSION AND FUTURE WORK

We have investigated the impact of channel estimation
error on the performance of a selective decode-and-forward
relay communication network that uses a practical model for
channel estimation. We have derived a lower bound expression
for the BEP performance of considered scheme. We presented
numerical simulation to show the proposed approximate an-
alytical formulation is very close to the actual BEP. It is
observed that channel estimation error causes loss of BEP
performance. For a given power budget, this loss is decreased,
by optimal power allocation between pilot symbol and data
symbols based on the lower bound expression for BEP.

This paper assumed that the destination node perfectly
knows whether the relay at each time slot is in silent mode or
not. We are currently designing the destination’s schemes for
detecting whether the relay has forwarded the symbols in the
frame or not. The study of these schemes and analyzing the
BEP performance are left for future research.

REFERENCES

[1] J. Laneman and G. Wornell, "Cooperative diversity in networks: algo-
rithms and architecture,” Massachussets Inst. of Tech., Cambridge, MA.:
PhD dissertation, 2002.

[2] R. U. Nabar, H. Bolcskei, and F. W. Kneubuhler, “Fading relay channels:
performance limits and space-time signal design,” IEEE Journ. on Sel.
Areas in Commun., no. 6, Aug. 2004, pp. 1099-1109.

Copyright (c) IARIA, 2013. ISBN: 978-1-61208-284-4

[3]

[4]
[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

(21]

[22]

[23]

[24]

[25]

J. N. Laneman, D. N. C. Tse, and G. W. Wornell, "Cooperative diversity
in wireless networks: efficient protocols and outage behavior,” IEEE
Trans. on Inf. Theory, vol. 50, no. 12, Dec. 2004, pp. 3062-3080.

J. N. Laneman and G. W. Wornell, “Energy-efficient antenna sharing
and relaying for wireless networks,” IEEE WCNC, Sep. 2000, pp. 7-12.
T. Wang, A. Cano, G. B. Giannakis, and J. N. Laneman, "Highperfor-
mance cooperative demodulation with decode-and-forward relays,” IEEE
Trans. Commun., vol. 55, no. 6, Apr. 2007, pp. 830-841.

W. Su, A. K. Sadek, and K. J. R. Liu, "Cooperative communication
protocols in wireless networks: performance analysis and optimum
power allocation,” Wireless Personal Commun. (Springer), vol. 44, no.
2, Jan. 2008, pp. 181-217.

A. S. Ibrahim, A. K. Sadek, W. Su, and K. J. R. Liu, "Cooperative
communications with relay-selection: when to cooperate and whom to
cooperate with?,” IEEE Trans. on Wireless Commun., vol. 7, July 2008,
pp. 2814-2827.

M. O. Hasna and M. S. Alouini, "A performance study of dual-
hop transmissions with fixed gain relays,” IEEE Trans. on Wireless
Commun., vol. 3, no. 6, Nov. 2004, pp. 1963-1968.

P. A. Anghel and M. Kaveh, "Exact symbol error probability of a
cooperative network in a Rayleigh-fading environment,” IEEE Trans.
on Wireless Commun., vol. 3, no. 5, Sep. 2004, pp. 1416-1421.

A. Ribeiro, X. Cai, and G. B. Giannakis, ”Symbol error probabilities
for general cooperative links,” IEEE Trans. on Wireless Commun., vol.
4, no. 3, Mar. 2005, pp. 1264-1273.

Y. Li and S. Kishore, ”Asymptotic analysis of amplify-and-forward
relaying in Nakagami-fading environments,” IEEE Trans. Wireless Com-
mun., vol. 6, no. 12, Dec. 2007, pp. 4256-4262.

Y. Wu and M. Patzold, "Performance analysis of amplify-and-forward
cooperative systems with channel estimation errors,” The Eleventh IEEE
International Conference on Commun. Systems (ICCS), Nov. 2008, pp.
1620-1624.

A. S. Ibrahim and K. J. R. Liu, "Mitigating channel estimation error
with timing synchronization tradeoff in cooperative communications,”
IEEE Trans. on Signal Processing, vol. 58, Jan. 2010, pp. 337-348.

Y. Wu and M. Patzold, "Performance analysis of cooperative communi-
cation systems with imperfect channel estimation,” IEEE International
Conf. on Communications (ICC), June 2009, pp. 1-6.

J. Zhang and M. C. Gursoy, "Achievable rates and resource allocation
strategies for imperfectly known fading relay channels,” EURASIP
Journal on Wireless Communications and Networking, vol. 2009, Article
ID 458236, 2009.

S. Bhashyam, A. Sabharwal, and B. Aazhang, “Feedback gain in
multiple antenna systems,” IEEE Trans. on Commun., vol. 50, no. 5,
May 2002, pp. 785-798.

M. C. Gursoy, ”An energy efficiency perspective on training for fading
channels,” IEEE International Symposium on Information Theory (ISIT
’07), June 2007, pp. 1206-1210, Nice, France.

D. Cabric, S. M. Mishra, and R. W. Brodersen, “Implementation issues
in spectrum sensing for cognitive radios,” Asilomar Conference on
Signals, Systems, and Computers,2004.

S. Atapattu, C. Tellambura, and H. Jiang, "Relay based cooperative spec-
trum sensing in cognitive radio networks,” IEEE Global Telecommun.
Conf. (GLOBECOM), Nov.-Dec. 2009.

A. Bletsas, A. Khisti, D. P. Reed, and A. Lippman, A simple cooper-
ative diversity method based on network path selection,” IEEE Journal
on Selected Areas in Commun., vol. 24, Mar. 2006, pp. 659-672.

R. You, H. Li, and Y. Bar-Ness, “Diversity combining with imperfect
channel estimation,” IEEE Trans. on Commun., Vol. 53, No. 10, Oct.
2005, pp. 1655-1662.

K. Ahmed, C. Tepedelenhoglu, and A. Spanias, “Effect of channel
estimation on pair-wise error probability in OFDM,” IEEE Conference
on Acoustics, Speech and Signal Processing, vol. 4, May 2004, pp. 745-
748.

A. Z. Ghanavati, U. Pareek, S. Muhaidat, and D. Lee, ”On the perfor-
mance of imperfect channel estimation for vehicular Ad-Hoc network,”
IEEE Vehicular Technology Conference Fall (VTC), September 2010.
M. K. Simon and M. S. Alouini, Digital communication over fading
channels, New York, John Wiley & Sons, 2000.

I. S. Gradshteyn and I. M. Ryzhik, Table of integrals, series and products,
Academic Press, London, 1980, 5th ed.

178



