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#### Abstract

The need of efficient methods for querying continuously moving object databases arises in many applications of intelligent video surveillance. As a consequence, several data indexing strategies have been introduced in order to improve data storing and retrieving and develop more efficient trajectory analysis systems. However, even though efficient spatial indexes in bi-dimensional planes are usually available, several issues occur when data to be handled are three- or even four-dimensional as, for instance, moving objects trajectories in real world environments. For this reason, we are interested in proposing a new indexing scheme capable of analysing and retrieving three-dimensional trajectories in efficient way. This goal is achieved by redundantly projecting and analysing a collection of trajectories on bi-dimensional planes and validating the obtained result through a clipping algorithm. Experimental results show that the proposed approach yields good performance in terms of averaged retrieving time when applied to time interval queries.
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## I. Introduction

Moving Object Databases (MODs) are used to store continuously moving objects. According to the widely adopted line segments model [1], the object motion is expressed through its trajectory; trajectories, in turn, are represented by a polyline in a three-dimensional space, the first two dimensions being referred to space and the third one to time (Figure 1).

The demand of efficiently querying MODs arises in many contexts, from air traffic control to mobile communication systems. There are at least two categories of queries that are worth to be considered: queries about the future positions of objects, and queries about the historical positions of moving objects. Historical queries can be further classified [1] into coordinate-based queries and trajectory based queries. While trajectory-based queries involve information about a trajectory such as topology and velocity, coordinate-based queries in turn include:

1) Time interval queries: select all objects within a given area and within a given time period;
2) Time-slice queries: select all the objects present in a given area at a given time instant;
3) Nearest neighbor queries: select the $k$ nearest neighbor objects to a given point in space at a given time instant.
A key problem to be addressed concerns the indexing of these data. R-trees, proposed by Guttman in his pioneering paper [2], was a widely adopted solution motivated by the Very Large Scale Integration (VLSI) design: how to efficiently answer whether an area is already covered by a chip. R-trees hierarchically organize geometric objects representing them using the MBRs (Minimum Bounding Rectangles); each internal node corresponds to the MBR that bounds its children while a leave contains pointers to objects. Starting from the original structure, several optimizations have been proposed [3]; in [1], for example, the particularities of spatio-temporal data are captured by two access methods (STR-tree and TB-tree) while SEB-trees [4] segment space and time.
When the aim is to index and query repositories of large trajectories, the size of MBRs can be reduced segmenting each trajectory and then indexing each sub-trajectory using R-Trees; such an approach is described, for example, in [5], where a dynamic programming algorithm to minimize the I/O for an average size query is proposed. SETI [6] segments trajectories and groups sub-trajectories into a collection of spatial partitions; queries run over the partitions that are most relevant for the query itself. TrajStore [7] co-locates on a disk block (or in a collection of near blocks) trajectory segments using an adaptive multi-level grid; thanks to this method, it is possible to answer a query only reading a few blocks.

Our main aim is to extend a video surveillance system [8] with an efficient method for querying continuously moving object databases in order to interpret the behaviour of different entities populating a scene. Even though efficient bi-dimensional indexing methods are usually available, several problems arise when data to be handled are three- or even four-dimensional as happens for the considered video surveillance system. Indeed, this framework identifies a real object by using a triple $(x, y, f)$ where $(x, y)$ represents the
object position whereas $f$ is the frame number; assuming a constant frame rate, the frame number and the time can be used as synonyms. In order to achieve this aim, we extend the existing video surveillance system by proposing a new indexing scheme capable of analysing and retrieving three-dimensional trajectories in efficient way. The proposed method works by redundantly projecting and analysing a collection of trajectories on bi-dimensional planes. Obtained result is finally validated in the three-dimensional plane through a clipping algorithm. Different experiments, performed by using the POSTGIS [9] system, will show that the proposed approach yields good performance in terms of averaged retrieving time when applied to time-interval queries on synthetic data.

## II. The Proposed Solution

A trajectory is usually referred to as a list of space-time points:

$$
<\left(x_{1}, y_{1}, t_{1}\right),\left(x_{2}, y_{2}, t_{2}\right), \ldots,\left(x_{N}, y_{N}, t_{N}\right)>
$$

where the generic pair $\left(x_{i}, y_{i}\right)$ is the spatial location and $t_{i}$ represents the time. Each point is thus treated as an object in an extended spatial domain, since time is considered as an additional dimension. As already mentioned, we use the line segments model [1], each segment being the linear interpolant between two consecutive points.

To answer a time-interval query, we have to verify the intersection between a 3D query box, identified by bottom-left-back $\left(x_{\min }, y_{\text {min }}, t_{\text {min }}\right)$ and top-right-front $\left(x_{\max }, y_{\max }, t_{\max }\right)$ points, and all the segments of each trajectory. To determine if a line segment lies inside, outside or partially outside the box, we can use a clipping algorithm; one of the most efficient methods for our purposes is the extension to 3D of the 2D Cohen-Sutherland Line Clipping Algorithm [10].

The recursive bi-dimensional Cohen-Sutherland Line Clipping Algorithm considers only segment endpoints; if at least one endpoint of the segment $s$ lies inside the clip box, the hypothesis $h$ : s intersects the box can be trivially


Figure 1. An example of spatio-temporal trajectory; $x$ and $y$ dimensions refer to position while the third dimension $(t)$ refers to time.


Figure 2. Some segments lying inside ( AB and GH ) or outside ( CD and EF) the clipping area $S_{1} S_{2} S_{3} S_{4}$.
accepted. If both endpoints are outside the clip box, the segment may or may not intersect with the clip box. In some cases $h$ can be still trivially accepted (as it happens for segments AB in Figure 2) or rejected (segment CD). Other situations (segment EF and segment GH ) can be solved recursively by subdividing the line into two segments and using the extensions of the clip box edge; one of the obtained segment can be trivially rejected, while the other one is the new segment to be analyzed.

The bi-dimensional Cohen-Sutherland algorithm can be easily extended to the 3D case [10]; here, operations have to be performed with reference to six half-planes ( $y<y_{\text {min }}$, $y>y_{\max }, x<x_{\min }, x>x_{\max }, t<t_{\min }, t>t_{\max }$ ) and by considering the obtained twenty-seven regions.

In the worst case, when the trajectory does not intersect the box, we have to verify all the segments in the trajectory; such an approach is too expensive for a large amount of trajectory data, thus the aim of the proposed indexing strategy is to reduce the number of candidate trajectories to clipping, taking advantage of the existing 2 D indexes.

The method we propose is based on three derived bidimensional spaces obtained by projecting each 3D trajectory onto $(X, Y),(X, T)$ and $(Y, T)$ planes. It is worth to observe that if a trajectory intersects the 3D query box, then each trajectory projection will intersect the correspondent query box projection. This is a necessary but not sufficient condition since the opposite is clearly not true: if all projections trajectory intersect correspondent box projection on considered spaces, they do not have to intersect the 3D query box too. To better explain this concept, Figure 3 shows a trajectory on 3D space and its projections on 2D spaces: we can note that all the trajectory projections intersect correspondent box projection, although the trajectory does not intersect the 3D query box.

Figure 4 resumes the main phases of the method needed to answer a time-interval query. For each three-dimensional trajectory $t$ (Figure 4a), we redundantly store three bidimensional trajectories. Each trajectory is obtained by projecting $t$ on the $X Y$ plane $\left(t_{X Y}\right)$, on the $X T$ plane $\left(t_{X T}\right)$


Figure 3. An example of trajectory (a) and its projections on the different coordinate planes XY (b), XT (c) and YT (d). Note that although the trajectory does not intersect the query box, its projections do it.
and on the $Y T$ plane $\left(t_{Y T}\right)$, as shown in Figure 4b. Given a box $B$ representing the time-interval query to be solved, we similarly consider $B_{X Y}, B_{X T}$ and $B_{Y T}$.

Using one of the available bi-dimensional indexes, we can find on each plane the following three trajectory sets in a very simple and efficient manner (Figure 4c):

$$
\begin{gather*}
T_{X Y}=\left\{t_{X Y}: M B R\left(t_{X Y}\right) \cap B_{X Y} \neq \emptyset\right\}  \tag{1}\\
T_{X T}=\left\{t_{X T}: M B R\left(t_{X T}\right) \cap B_{X T} \neq \emptyset\right\}  \tag{2}\\
T_{Y T}=\left\{t_{Y T}: M B R\left(t_{Y T}\right) \cap B_{Y T} \neq \emptyset\right\} \tag{3}
\end{gather*}
$$

The set $T$ of the candidate trajectories to be clipped in 3D space is thus trivially defined as:

$$
\begin{equation*}
T=\left\{t: t_{X Y} \in T_{X Y} \wedge t_{X T} \in T_{X T} \wedge t_{Y T} \in T_{Y T}\right\} \tag{4}
\end{equation*}
$$

As shown in Figure 4d, the candidate set is composed by trajectories whose MBR on each plane intersects the corresponding projection of the query box; this does not imply that, for example, $t_{X Y}^{i} \in T_{X Y}$ actually intersects $B_{X Y}$. This choice will be motivated in the last Section.

## III. EXPERIMENTAL RESULTS

We test our system over synthetic data sets generated as follows.

Let $W$ and $H$ be the width and the height of our scene; let $S$ be the time interval we are interested in. Each trajectory starting point is randomly chosen in our scene at a random time instant $t_{1}$; the trajectory length is assumed to follow a Gaussian distribution. We also randomly chose an initial direction along the $x$ axis $\left(d_{x}\right)$ as well as a direction along the $y$ axis $\left(d_{y}\right)$.

a)


CLIPPING
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Figure 4. An overview of the proposed method. Figure a) shows a query box and some examples of trajectories; in b) there are the projections of each trajectory on the coordinate planes. Figure c) only shows the projections that intersect the correspondent query box. Figure d) shows the trajectories whose three projections intersect correspondent boxes. Finally, Figure e) shows the final result of our method, i.e., trajectories that really intersect the query box.

Table I
THE PARAMETERS USED TO GENERATE OUR DATA.

| Scene width | $W$ | $10^{3}$ |
| :---: | :---: | :---: |
| Scene height | $X$ | $10^{3}$ |
| Time interval length in seconds | $S$ | $10^{4}$ |
| Number of trajectories (thousands) | $T$ | $\{1,2,3,5,10\}$ |
| Mean number of points in each trajectory (thousands) | $\bar{L}$ | $\{1,2,3,4,5,10\}$ |
| Standard deviation for trajectory's length | $\sigma_{L}$ | 10 |
| Probability to invert the direction along x | $P I_{x}$ | $5 \%$ |
| Probability to invert the direction along y | $P I_{y}$ | $5 \%$ |
| Maximum velocity along x (pixels/seconds) | $V_{x}^{\text {max }}$ | 10 |
| Maximum velocity along y (pixels/seconds) | $V_{y}^{\text {max }}$ | 10 |

At each time step $t$, we first generate the new direction, assuming that $d_{x}\left(d_{y}\right)$ can be changed with probability $P I_{x}$ $\left(P I_{y}\right)$ and then we randomly chose the velocity along $x$ and $y$ (expressed in pixels/seconds and assumed to be greater than 0 and less than two fixed maxima). The new position of the object can be so easily evaluated; if it does not belong to our scene, $d_{x}$ and/or $d_{y}$ are changed.

We define the scene populated with trajectories as the "Scenario". Table I reports the free parameters to be chosen together with the values we chose to create the 30 different scenarios used in our experiments.

We store data in Postgres using PostGIS, an extension built to store and query spatial data like points, lines and polygons. We represent mobile object trajectory as a tuple of $\left(m I d, m T r a j_{X Y}, m T r a j_{X T}, m T r a j_{Y T}\right)$, where $m I d$ is the unique trajectory identifier and $m T r a j_{X Y}$ (respectively $m T r a j_{X T}$ and $m T r a j_{Y T}$ ) is the $X Y$ projection of the trajectory (respectively, the $X T$ and the $Y T$ projections), represented as a sequence of segments (a PostGIS multiline). Data are indexed using the R-tree over GIST (Generalized Search Trees) indexes [11] since it guarantees, compared with the PostGIS implementation of R-trees, best performances for spatial queries. Similarly to R-trees, GIST indexes break up data into a search tree according to their spatial position. Once data have been indexed, PostGIS provides a very efficient function to perform intersection between boxes and MBRs in a 2D space. It is clear that this kind of intersection could be not accurate, especially for large trajectories whose MBR, especially in the XY plane, could cover almost the entire area.

To test our system we need some queries, each query being defined by the corresponding three dimensional cube. The dimension $D_{c}$ and the position $P_{c}$ of the cube of course affect the obtained performance. We decided thus to test different dimensions, expressed as a percentage of the whole volume; we choose $D_{c} \in\{1 \%, 5 \%, 10 \%, 20 \%, 30 \%, 50 \%\}$. Each query is repeated several times (to be more precise, smaller cubes are queried more times) and results are then averaged.

The overall averaged querying time ( $\overline{Q T}$ ) of course depends on $T$, on $\bar{L}$ and on $D_{c} ; \overline{Q T}$ can be expressed as the sum of two terms: $\overline{Q T_{q}}$ is the time needed to extract data
from the database while $\overline{Q T_{c}}$ is the time needed to apply the clipping algorithm to candidate trajectories.

We conduct our experiments on a PC equipped with an Intel quad core CPU at 2.66 GHz , using the 32 bit version of the PostrgreSQL 9.0 server and the 1.5 version of PostGIS. We obtain that, on average, $\frac{\overline{Q T_{c}}}{\overline{Q T_{c}+Q T_{q}}}=50.4 \%$. In the following we do not further investigate on $\overline{Q T_{c}}$ and $\overline{Q T_{q}}$ but we will concentrate on how $\overline{Q T}$ increases as the free parameters vary.

Diamonds in Figure 5 express (in a log-log scale for the sake of readability) $\overline{Q T}$ in seconds as the number of trajectories varies for different values of $\bar{L}$, both for small cubes $\left(D_{c}=1 \%\right)$ and for large ones ( $D_{c}=30 \%$ ). To analyze the relationship between $\overline{Q T}$ and $T$ we polynomially approximate $Q T(T)$, both for each fixed $D_{c}$ and for each $\bar{L}$. We obtain, with a very good approximation, that $\overline{Q T}$ linearly increases with $T$ (lines in Figure 5).

Diamonds in Figure 6 express $\overline{Q T}$ in seconds as the dimensions of the cubes vary, having $\bar{L}$ as parameter and for several values of $T$. In this case we obtain that $\overline{Q T}$ quadratically depends on $D_{c}$ (lines in Figure 6).

Last diamonds in Figure 7 express $\overline{Q T}$ in seconds as $\bar{L}$ varies for several values of $D_{c}$; in this case we have again a quadratic dependency on $\bar{L}$.

## IV. Conclusions and Future Directions

In the framework of a video surveillance system, we are interested in efficiently querying a three dimensional MOD using off the shelf solutions and so, in this paper, we propose a redundant storing system to index large repositories of three dimensional trajectories using widely available two dimensional indexes; the proposed method has been implemented using PostGIS, the well known spatial extension of the PostgreSQL server. Preliminary results, obtained on time interval queries performed against synthetic data, show that the proposed solution is able to fully exploit retrieving capabilities based on well established two dimensional indexes.

Concerning our work in progress, it must be observed that there are several possibilities to improve the performance of our system. First, we have a querying time that linearly increases with $T$ while is a quadratic function of $\bar{L}$; thus, it can be pointed out that it is better to have more trajectories


Figure 5. $\overline{Q T}$ (in seconds) as the number of trajectories increases having the number of points in each trajectory (in thousands) as parameter.


Figure 6. $\overline{Q T}$ (in seconds) as the dimension of the querying cube (in percentage of the whole volume) increases and having $\bar{L}$ as parameter.
with fewer line segments and this can be obtained pursuing at least two strategies. A trajectory can be easily compressed because, in many context, data are highly redundant when sampling objects' positions at high rate. A trajectory can be then splitted in two or more sub-trajectories and applying our method to the set of sub-trajectories; such an approach, while clearly improves the performance due to the linear dependency of $\overline{Q T}$ on $T$, also optimizes MBR-based indexes.

It is then worth to be noted that the clipping algorithm has to be applied in parallel to each candidate trajectory. This step can be easily implemented using multi threading,
in order to take advantage from multi-core and multiprocessors systems. On the other hand, the functions testing if two geometries intersect, available in GIS systems, are typically applied sequentially on each considered pair. For such a reason we query our DB (on each projected plane) for trajectories whose MBR intersects the corresponding projection of the query box (a very fast query given the MBR based index), instead of trajectories that actually intersect the corresponding MBR, that have to be tested sequentially.

Furthermore, we store data redundantly since, for each trajectory $t$, we store $t_{X Y}, t_{X T}$ and $t_{Y T}$ so that our


Figure 7. $\overline{Q T}$ (in seconds) as the number of points in each trajectory (in thousands) increases and having the number of trajectories as parameter.
schema roughly doubles the used memory (for each three dimensional point we store three bi-dimensional points) and this can easily become a serious limitation when the number of stored trajectories increases. To overcome such a problem we are developing a new schema that heavily diminishes data redundancy.

The system then needs to be extended; in fact queries different from the time-interval ones are likely to be easily solvable with our solution.

Last, another objective is to make our system able to store and handle data as they are acquired.
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