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Abstract—Association rule mining is one of the tasks of data
mining and it has been extensively studied during the last years.
As a consequence, recently, several methods for extracting
association rules have been developed. Some methods use Evo-
lutionary Algorithms to extract association rules. Among them,
a relatively new method using Genetic Network Programming
(GNP) has been developed and its effectiveness has been shown,
which outperforms other conventional algorithms. However,
there still remain some issues mainly focused on performance.

To improve the conventional GNP data mining algorithmic
efficiency without loss of reliability, a GNP enhanced with an
automatic termination criteria named AT-GNP is proposed in
this paper. Indeed, in an effort to save computational resources,
the objective is to stop the search right before unnecessary
function evaluations are performed. The concept of Gene
Matrix (GM) is used to direct the search and to stop it at
a proper instant.

An extensive comparison between the conventional GNP-
based association rule mining and AT-GNP is performed
in the simulations to evaluate the performance. Finally, the
association rules extracted using both methods are applied to
the classification problems and the prediction accuracies of
them are compared with other conventional approaches.

Keywords-Association rule mining; classification; evolutionary
computation; genetic network programming; termination criteria.

I. INTRODUCTION

Among several methods of extracting association rules
that have been reported, a relatively new Evolutionary Com-
putation (EC) method named Genetic Network Programming
(GNP) has also been developed recently and the effective-
ness of applying it to the data mining is shown by several
authors such as Gonzales et. al. [1][2][3] for diverse types
of datasets.

However, it still suffers of performance issues especially
concerned to the processing time. This is mainly due to the
termination criteria which is basically after a fixed number
of generation in the evolution of GNP. Empirically have
been demonstrated by Shimada et. al. [4][5] that most of the
association rules are extracted during the initial generations
of the GNP, but the problem is to determine exactly when
the algorithm has to terminate without loss of reliability.

There is not much work yet in the research of EAs dealing
with the question of the termination criteria. Nevertheless,
it is recognized that in many real world applications, saving
computational resources is extremely important. There are
only a few recent works on termination criteria for EAs.
Giggs et. al. [6], empirically studied the problem character-
istics in an attempt to determine the maximum number of
generations. Kwok et. al. [8] used statistics to terminate the
search when it is estimated that no further improvement in
terms of solution quality can be expected. Jain et. al. [7]
studied eight termination criteria with clustering techniques
that examine the distribution of individuals in the search
space at a given generation. Ong and Fukushima [9][10]
introduced the concept of the Gene Matrix (GM). The GM
is a matrix that represents subranges of the possible values
of each variable. It gives an indication on the distributions
of the variables over the search range. This information
is used to provide the search with new diverse solutions
and to let the search know how far the exploration process
has been performed in order to terminate it. Our proposed
method also takes advantage of the GM. The particularity
of using GM when compared to the existing methods that
deal with the question of the termination criteria (see above)
is that the algorithm is expected to terminate without a
priori knowledge of any desirable or available solution range,
and of any specific number of iterations or function evalu-
ations. Actually, the termination instant after completion of
adequate exploration and exploitation is determined by the
algorithm itself.

The aim of this paper is to extend the conventional GNP-
based mining method [4][5] by using a variation of the
GM to guide the search and the evolution of the GNP
individuals. That is, a mechanism similar to the GM is
applied to GNP. This mechanism ensures that all judgment
and decision nodes have been mutually joined to each
other at least a given number of times before terminating
the search. Consequently, the diversity of the solutions is
favored. Concurrently, the depth of the graph structure of
GNP is not altered, thus preserving the quality of the final
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solutions.
The following sections of this paper are organized as

follows: In Section II, a brief description of association
rules is presented; the outline of GNP is briefly reviewed
in Section III, where also the enhanced method for rule
extraction using GM is presented. Simulation results are
described in Section IV, and finally, conclusion and future
work are given in Section V.

II. ASSOCIATION RULES

Zhang et. al. [11] introduced a formal statement of
the problem of mining association rules. Let I =
{A1, A2, . . . , Al} be a set of l distinct attributes. Let T be
a transaction which contains a set of attributes such that
T ⊆ I . D be a database with different transaction records
T . A transaction T contains X , a set of some attributes in
I , if X ⊆ T .

An association rule is an implication of the form of X ⇒
Y , where X ⊂ I , Y ⊂ I , and X ∩ Y = ∅. X is called
antecedent and Y is called consequent of the rule. In general,
the set of attributes X and Y are called itemsets.

There are two important basic measures for association
rules, support and confidence. Support of an association rule
X ⇒ Y is defined as the percentage of records that contain
X ∪ Y to the total number of records in the database.

Confidence of an association rule X ⇒ Y is defined as
the percentage of the number of transactions that contain
X ∪ Y to the total number of records that contain X .

This measure indicates the relative frequency of the rule,
that is, the frequency with which the consequent is fulfilled
when the antecedent is also fulfilled .

However, the support-confidence framework has been
shown not enough to extract interesting association rules,
therefore, in this paper, the cosine correlation measure
is used in addition to the conventional measurements of
support and confidence.

Given two itemsets X and Y , the cosine measure is
defined as:

cosine(X,Y ) =
P (X ∪ Y )√
P (X) P (Y )

=
supp(X ∪ Y )√
supp(X) supp(Y )

(1)
Cosine is a number between 0 and 1. A value close to

1 indicates positive correlation between X and Y . Cosine
measure is also a null-invariant measure.

Therefore, the problem of mining class association rules
is to find all rules that are highly likely to be interesting, that
is, satisfying the minimum support, confidence and cosine
thresholds.

support(X ⇒ Y ) ≥ minsupp,
confidence(X ⇒ Y ) ≥ minconf , and

cosine(X ⇒ Y ) ≥ mincosine
(2)

III. GENETIC NETWORK PROGRAMMING

Genetic Network Programming (GNP), introduced by
Hirasawa et. al. [12], [13], [14], is one of the evolutionary
optimization algorithms, which evolves directed graph struc-
tures as solutions instead of strings (Genetic Algorithms) or
trees (Genetic Programming). The main aim of developing
GNP was to deal with dynamic environments efficiently by
using the higher expression ability of graph structures.

The basic structure of GNP is shown in Fig. 1. The
graph structure is composed of three types of nodes that are
connected on a network structure: a start node, judgment
nodes (diamonds), and processing nodes (circles). Judgment
nodes are the set of J1, J2, . . . , Jp, which work as if-
then conditional decision functions and they return judgment
results for assigned inputs and determine the next node to
be executed. Processing nodes are the set of P1, P2, . . . ,
Pq , which work as action/processing functions. The start
node determines the first node to be executed. The nodes
transition begins from the start node, however there are no
terminal nodes. After the start node is executed, the next
node is determined according to the node’s connections and
judgment results.

Figure 1. Basic structure of GNP

The gene structure of GNP (node i) is shown in Fig. 2.
The set of these genes represents the genotype of GNP-
individuals. NTi describes the node type, NTi = 0 when
node i is the start node, NTi = 1 when node i is a judgment
node and NTi = 2 when node i is a processing node.
IDi is an identification number, for example, NTi = 1 and
IDi = 1 mean node i is J1. Ci1, Ci2, . . . , denote the nodes,
which are connected from node i firstly, secondly, . . . , and
so on depending on the arguments of node i. di and dij
are the delay time, which are the time required to execute
the judgment or processing of node i and the delay time of
transition from node i to node j, respectively. In this paper,
the execution time delay di and the transition time delay dij
are not considered.

A. Class Association Rule Mining using GNP
When GNP is applied to class association rule mining [4]

[5], attributes of the dataset and their values correspond to
the functions of judgment nodes in GNP-individuals. Asso-
ciation rules are represented as the connections of nodes.
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Figure 2. Gene structure of GNP (node i)

Candidate rules are obtained by genetic operations. Rule
extraction using GNP is done without identifying frequent
itemsets used in Apriori-like methods such as Agrawal et.
al. [15] and stored in a pool through generations. The
fundamental difference with other evolutionary methods is
that GNP evolves in order to store new interesting rules in
the pool, not to obtain the individual with the highest fitness
value.

Let Ai be an attribute in a database and its value be 1 or
0, and C be the set of class labels. The method extracts the
following association rules:

(Am = 1) ∧ · · · ∧ (An = 1)⇒ (C = k),
(C = 0, 1, 2, . . . ,K)

1) Genetic Operations: Changing an attribute to another
one or adding some attributes in the rules would be con-
sidered as candidates of important rules. These rules can
be obtained effectively by GNP genetic operations, because
mutation and crossover will change the connections or
contents of the nodes.

Three kinds of genetic operators are used for judgment
nodes: GNP-crossover, GNP-mutation-1 (change the connec-
tions) and GNP-mutation-2 (change the function of nodes).
• GNP-Crossover: uniform crossover is used. Judgment

nodes are selected as the crossover nodes with the
probability of Pc. Two parents exchange the gene of
the corresponding crossover nodes.

• GNP-Mutation-1: Mutation-1 operator affects one in-
dividual. The connection of the judgment nodes is
changed randomly by mutation rate of Pm1.

• GNP-Mutation-2: Mutation-2 operator also affects one
individual. This operator changes the functions of the
judgment nodes by a given mutation rate Pm2.

On the other hand, all the connections of the processing
nodes are changed randomly. At each generation, all GNP-
individuals are replaced with the new ones by the following

criteria: The GNP-individuals are ranked by their fitness
values and the best one-third GNP-individuals are selected.
After that, these GNP-individuals are reproduced three times
for the next generation using the genetic operators described
before.

If the probabilities of crossover (Pc) and mutation
(Pm1, Pm2) are set at small values, then the same rules in the
pool may be extracted repeatedly and GNP tends to converge
prematurely at an early stage. If the probability of mutation
is set at high values, then some genetic characteristics of the
individuals might be lost. These parameter values are chosen
experimentally avoiding these issues.

2) Fitness of GNP: The number of processing nodes
and judgment nodes in each GNP-individual is determined
based on experimentation depending on the number of
attributes processed. The connections of the nodes and the
functions of the judgment nodes at an initial generation are
determined randomly for each GNP-individual. Fitness of
GNP is defined by:

F =
∑
r∈R
{cosine(r) + αnew(r) + β(n(r)− 1)} (3)

The terms in Eq. (3) are as follows:
R: set of suffixes of extracted important association

rules satisfying the minimum support-confidence-
correlation measure in a GNP individual

cosine(r): value of cosine correlation of rule r,
αnew(r): additional constant defined by

αnew(r) =

{
αnew (rule r is new)
0 (rule r has been already extracted)

(4)
β: coefficient for the number of attributes.

n(r): the number of attributes in the antecedent of
rule r.

cosine, n(r) and αnew(r) are concerned with the impor-
tance, complexity and novelty of rule r, respectively.

The fitness represents the potential to extract new rules.

B. Termination Mechanism: Gene Matrix and Mutagenesis

In AT-GNP, the termination instant is determined based
on the GM, that works mutually with a special mutation
operator called “mutagenesis”. Mutagenesis is a more ar-
tificial mutation operation that allows some characteristic
children to improve themselves by modifying their genes in
accordance with the status of the GM.

During the search, the information related to the con-
nections between each node is stored within a matrix M .
M is initialized as a square diagonal zero matrix of order
p+q, where p is the number of judgment nodes and q is the
number of processing nodes. While the nodes are being con-
nected during the search process, the corresponding entries
in M are updated with a non-null value. This information
is used in two ways. First, areas of the search space being
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Figure 3. An example of the termination mechanism.

unexplored are revealed during the search. Thus, at each
generation, some individuals are mutated in such a way that
unexplored regions are visited: The so-called mutagenesis.
Second, when M does not contain zero entries anymore,
the search is considered to have achieved an advanced
exploration process and is stopped.

Mutagenesis operates in two ways in combination with
the GM. First, some of the worst individuals that have
been selected by the survivor operator to figure in the next
generation are altered. To avoid premature convergence,
the number of selected individuals should be less than

the number of individuals altered by the normal mutation
operator. Preliminary tests show that altering the worst or
the two worst individuals lead to good performance in
most cases. By doing so, we keep genetic diversity and
accelerate the exploration process. The difference with the
normal mutation operator is that it is not completely random.
Indeed, mutagenesis is guided by the status of the GM.
Specifically, a zero-position in GM is randomly chosen,
say the position (i, j). Then the considered individual sees
one of its connections altered with a link between nodes i
and j. Hence, there is a chance for the crossover operation
to explore different combinations of solutions containing
this setting. Afterward, the GM is updated since a new
connection has been created.

Figure 3 shows an example of this mechanism with three
generations, namely, Gen 1, Gen 2 and Gen 3. For the sake
of simplicity, the population is reduced to two individuals.
At generation Gen 1, individuals A and B are represented,
along with the matrix M . An individual can be formed
using two processing nodes and two judgment nodes. Hence,
M is a square matrix of order 4. One can see that many
entries are still equal to zero: Entry (3, 2) for instance,
meaning that node 3 is not followed by node 2 in any
individual, although node 2 leads to node 3 in individual B.
In generation Gen 2, A and B has been evolved to become
individuals A′ and B′, respectively. Although they repre-
sent completely different solutions, with hopefully higher
fitness, the matrix M ′ associated with the second generation
reveals that the contribution of A′ and B′ in increasing the
diversity of the population is very poor. Indeed, from the
first to the second generation, a comparison between M
and M ′ shows that only entry (3, 2) turned to a non-null
value. Consequently, we use this information to accelerate
the search by specifically generating new solutions so that
their composition contains connections between nodes that
have not been explored. Let us consider entry (1, 4) for
instance. In our example of Figure 3, an original mutation
operator modifies during the third generation (normally, at
each generation) a candidate solution such that the resulting
solution, here referred to as N , will explicitly contain nodes
1 and 4 connected to each other. In this way, M evolves over
the generations such that all its entries become non-null.
When that point is reached, then the search is terminated.

IV. METHODOLOGY

Fig. 4 shows the schema of the proposed method to
evaluate the classification accuracy. 10-fold cross validation
procedure was performed on the dataset and the results will
be given by their average.

The training set and test set are generated randomly
from the dataset. Using the training set, the proposed AT-
GNP mining method is applied to obtain a pool of class
association rules for each class. Two classes are shown in
Fig. 4 as an example, that is, Class A and Class B. Finally,
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Figure 4. Schema for evaluating the classification accuracy.

these pools are used to evaluate the prediction accuracy of
the test set. All algorithms were coded in Java language.
Experiments were performed on a 3.2 GHz Pentium PC
with 12GB main memory, running Microsoft Windows 7
Ultimate.

A. Numerical Experiments

To assess the performance of the automatically terminated
GNP (AT-GNP) against the conventional GNP, the results
from 4 widely used databases in the field of DM [16]
are compared. Both AT-GNP and GNP were confronted
to a classification problem and 10 independent runs were
performed in the same experimental conditions for each
database. Table I reports the obtained averaged results in
terms of number of generations, number of extracted rules
and running time for each considered class as well as
in terms of accuracy level, for databases “labor”, “crx”,
“hepatitis” and “vehicle”, respectively.

Table II shows the comparison of the classification ac-
curacy using several conventional methods. The results of
C4.5. [17], Ripper [18], CBA [19], CMAR [20] and CPAR
are taken from the Yin and Han paper [21].

For the four considered databases, it can be seen that
for an equivalent or slightly improved accuracy, the number
of generations obtained by AT-GNP right before automatic
termination in all classes is on average 55% less expensive
than what is required by GNP. The computation time is
directly proportional to the number of generations and sees
a reduction of 60% on average. The amount of extracted
rules by AT-GNP is in almost all cases lower or of same
order than of GNP. However, as indicated by the accuracy
level, this does not have a negative impact on the quality of
the final solution. For the last database, it is very interesting
to notice that where the number of generations obtained by
automatic termination is higher than of GNP, the number of
extracted rules was particularly low. This may be explained

by the fact that AT-GNP is automatically adjusting the effort
in an attempt to extract more rules.

During our experiments, we have also considered allowing
artificially much more and much less number of generations
to assess whether or not AT-GNP suffered from premature
convergence or did not terminate without unnecessary com-
putation. However, as partially indicated by the comparison
with GNP and a doubled number of generations, it is clear
that AT-GNP did dot suffer from any of them.

V. CONCLUSION AND FUTURE WORK

By equipping GNP with an automatic termination, we
could alleviate the need to specify a given number of
generations before running the algorithm. The numerical
experiments demonstrated that our mechanisms could deter-
mine a proper termination instant without prior knowledge
of the database to be handled. For an equivalent or slightly
superior accuracy level, AT-GNP requires on average half
the number of generations needed by GNP and is thus also
reducing the computing time by half.

For future work, the method will be extended to deal with
large and heterogeneous scientific databases combined with
web data. Also, the authors will study the circumstances un-
der which our termination technique is accurate. It involves
the distribution of the data statistics of the databases.
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