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Abstract—This article presents a review of the Latent Seman-
tic Analysis (LSA) method used to extract knowledge from large
sets of text documents, describing its origins, main applications,
basic operation and dimensionality optimization. To evaluate its
performance and usefulness in identifying semantic relatedness
a series of experiments were conducted with various collections
of texts, varying number of files that were part of each corpus
and using different indexes. It was shown that LSA can serve
as a mechanism for grouping and classifying documents that are
related to the themes, in particular in obedience, to the search
expressions according to their semantic relevance. It was also
evident, however, that the computational performance of LSA
will deteriorate as more files are added to generate indexes, since
index and search response times increased significantly.
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I. INTRODUCTION

This article is an analysis of Latent Semantic Analysis
(LSA) [1], one of the most frequently used methods in search
engines, text comparators, and recommender systems, since it
allows the extraction of meaning and non-obvious relationships
of terms in large sets of text documents. The idea is to describe
the utility of LSA when applied to collections of texts from
the medical field, to find documents that are the most relevant
or similar in terms of content (semantic relatedness) according
to the search terms. LSA represents an alternative to the need
for human experts to analyse and digest information and is
very important to apply it to the area of Health Sciences, one
of the areas in which a large amount of scientific content is
generated every day.

The structure of this document is as follows: the next
section is a review of the concepts of LSA and the relationship
between the application of matrix decomposition techniques
of linear algebra such as the Singular Values Decomposition
(SVD). Section III describes the experimentation phase, outlin-
ing the collection of medical documents, the implementation
of the method in a LSA prototype to perform several tests
and the integration of test scenarios to carry out the semantic
relatedness test. Section IV describes the major results ob-
tained, from the time of indexing and responding to queries,
to the relevance in similarities of the meaning in documents.
Finally, conclusions and comments about the results obtained
are included in Section V.

II. LATENT SEMANTIC ANALYSIS

LSA is a computational model of human knowledge repre-
sentation that approximates the ability to make judgments of

semantic relationship, which is based on a very simple premise,
namely, that the similarity in the meaning of two words can be
induced by how they are used in texts [1]. By means of this
principle, words and text are created in a specific domains.
LSA examines the frequency in a set of texts and then uses
semantic relatedness in order to build the matrix decomposi-
tion. In a nutshell, LSA is a knowledge representation model,
which is based on the patterns of word usage in a range of
documents. This set of documents is commonly called a corpus
and the mapping between documents and terms is called Latent
Semantic Space [2].

The following subsections address issues related to LSA
that include: its origin, the basic operation of LSA and its
relationship with SVD, the importance of optimizing the
dimensionality of the matrices, and finally, the main areas of
application of LSA.

A. Origin and first applications

LSA was released under patent #4,839,853 of the U.S.
Patent Office issued on June 13, 1989 to Bell Labs researchers
Deerwester, Dumais, Furnas, Harshman, Landauer, Lochbaum
and Streeter, and was originally used as a mechanism to
support tasks of Information Retrieval [3] [4]. It was mentioned
as Latent Semantic Indexing (LSI) in order to use techniques
of dimension reduction for improving the indexing process
of textual content [5]. Subsequently, Landauer and Dumais,
who were interested in human learning and how people learn
new vocabulary from the texts that they read [6], proposed
the LSA as a new theory regarding acquisition, induction and
knowledge representation to reflect the similarity of words and
passages of text, making use of the analysis of a large corpus of
natural text. They observed that, by inducing global knowledge
indirectly from a co-occurrence data locally on a large body
of characteristic texts, the LSA can acquire knowledge of the
entire English vocabulary in a manner comparable to the way a
child learns. After reading texts, children can learn new words
every day and after several readings can apparently understand
the meaning of many other words that they did not know
before. This feature of human language learning has been a
topic of debate and research interest. In ancient times, it was
known as Platon’s problem, i.e., how people can know much
more than they have been exposed to. Platon suggested that
people had all this knowledge within themselves and only
needed small patterns or guides to be able to produce it.
LSA means analogous hidden meanings can be extracted when
information processing of a collection of texts is performed.
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B. Basic operation

The LSA method consists of a series of basic steps for
extracting meaning from a collection of documents. First, it
generates a term-document matrix, where each row represents
the words in the whole collection of texts and the columns
represent the documents. In this first step those words whose
occurrence in the collection of documents is too frequent or
too infrequent should be eliminated, as should words that do
not add any value, so-called stop-words. Second, an algorithm
to calculate the weights for each of the cell-matrix document
terms is applied, this for emphasis of the words according to a
certain domain. Finally, the SVD process is applied. As a result
of this process, three partial orthogonal matrices are produced:
the term-matrix (commonly called matrix U or Left Singular
Values), the document-matrix (commonly called matrix V, or
Right Singular Values) and the diagonal matrix S, whose main
diagonal contains singular values and other positions zeros [7].
Fig. 1 shows the original matrix A (term-document matrix) and
the resulting SVD matrices.

Fig. 1: SVD process applied to matrix A that produces three orthogonal
partial matrices as a result (source: Kireyev & Landauer, 2011) [8].

C. Optimal dimension reduction

Reducing the number of dimensions by applying minimal
SVD decomposition significantly reduces the noise and the
amount of data, memory and processing time required to
obtain results with LSA. This process is called optimization
dimensionality [9] and involves finding the K-th dimension
(the columns that represent collections of documents) for the
best K-dimensional approximation of the original matrix. Thus,
the document collection is represented by a K-dimensional
vector space derived by SVD. In many cases, the value of
K is much smaller than the number of terms that are present
in the matrix of term-document, but for application related
simulation language learning, it was found that the optimum
value of K is in a range of 300 +/- 50 [6], [9], [10] and
validated with a formal study applied similarity in meaning
tests for text samples from the Groliers Academic American
Encyclopaedia described by Landauer and Dumais [6]. Fig. 2
shows the original graph of this study where it can be seen
that there are sufficient values close to 300 in the number of
dimensions to be considered, since it is this range which gives
the best similarity in meaning.

D. Areas of application

LSA can greatly improve the extraction and representation
of knowledge in the domain of human learning to represent
objects and contexts present but can also be applied in sit-
uations with a large volume of data, such as Data Mining.
Wolfe and Goldman [1] found LSA useful in a processing
and text analysis, such as quality assessment and summary

Fig. 2: The effect of K-dimensions retained in LSA-SVD simulations of
meaning similarities. K-dimensions is in log scale (taken from Landauer &

Dumais, 1997).

trials, finding differences or similarities between texts verifying
internal coherence, and in identifying the original source of
students’ work, among many others. All these applications
have had very good results, and the reliability of LSA has
been so good that it is comparable to human experts.

The following section describes in detail the experiments
that have been conducted to evaluate the operation, perfor-
mance and utility of the LSA method in identifying semantic
concordance using like a corpus a collection of texts containing
abstracts of articles in health sciences field. The medical field
is one of the fields of research that is growing more rapidly and
all new medical information is being published everyday [11].
Hence, the importance in working to generate mechanisms that
allow this scientific community to have better access to this
large amount of resources.

III. EXPERIMENTS

This stage of experimentation, where the semantic relat-
edness tests were carried out, was divided into three main
phases: (1) Getting the text collection, in order to obtain
a raw material that represents items in the health sciences
field, (2) implementation of the LSA method, a tool coded
in C# language, and (3) the definition of test scenarios that
included a series of searches in several corpora with different
characteristics in terms of the number of files and the value of
K, to optimize the LSA process.

A. Text collection

The first step before testing LSA was to generate multiple
text files to serve as the corpus or data source. This information
can be obtained with the OAI-PMH Service from PubMed
Central (PMC-OAI) [12] that provides access to the metadata
for all items in its collection. The Open Archives Initiative
Protocol Of Metadata Harvesting (OAI-PMH) [13] is a stan-
dard protocol for the collection of metadata records designed to
be shared openly and freely, and it is promoted by the Open
Archive Initiative and it is based on the exchange of XML
messages on a transport service such as HTTP.

Once an excellent source of information in the medical
field has been identified and there is a reliable way to obtain

82Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-311-7

IMMM 2013 : The Third International Conference on Advances in Information Mining and Management



it, a .Net TCP client application is used to make requests to
the OAI-PMH server in PubMed Central in order to download
the metadata records. Given the characteristics of PMC-OAI
service, the resulting records were delivered in Dublin Core
simplified format and provided more than 300,000 metadata
records through the OAI-PMH harvester client. For each record
retrieved, the OAI-PMH harvester client generated a text file
in a local directory, and each file contained the following
information fields: title, authors, abstract, date of publication,
journal, publisher and the ID assigned by the PMC-OAI
service.

These files were metadata items that were filtered and iden-
tified as research articles and were discharged in chronological
order by publishing date, the most recent first, i.e., April 2013
up to July 2008. Although the PMC portal states that it had
2.7 million articles, it stopped downloading them because for
experimentation conducted in this article was considered as the
limit 1000 files due to the considerable time that indexing is
required for this amount. This behavior is described in more
detail in the results section.

B. Implementation of LSA method

Various options for implementing SVD were reviewed,
such as Bluebit - Online Matrix Calculator that allows online
calculations of small matrices and other tools much more
complete as the ”R”; which contains a specialized package
for LSA. But, familiarity with .NET platform and the ability to
adapt and customize the code, as well as to select a local folder
with n number of files as a data source, were the main reasons
for the implementation in C# by Anup Shinde [14] should
be selected. This used the open-source libraries DotNetMatrix
[15] for all tasks concerning the matrix algebra including SVD
decomposition.

The main features of the prototype in C# are: set config-
uration options, maintenance of indexes and use of queries to
verify the consistency of a search expression in the corpus. In
the settings section, the user can define a local folder where it
takes the collection of documents to the index, and set the
value of K to be used for dimensionality reduction of the
resulting matrices of SVD. For queries, the results are provided
in two ways: first, as an individual list of documents ranked
according to their percentage of semantic relatedness with the
search expression, and the second, as a view grouped into
ranges of percentage of relevance to know the quantity of
documents that fall into each category. Additionally, options
were enabled to store the full and reduced SVD matrices, as
well as functionality of exporting to CSV format. In Fig. 3, a
screenshot of the GUI of this prototype is shown.

The workflow of this implementation can be analysed by
dividing it into two main groups: first, the LSI index generation
for test collection of documents, and second, the search process
in the document collection. This last part includes how to
present the results in the GUI, so that they can be interpreted
in a simpler way.

C. Definition of test scenarios

Before the experiment started, several indexes were gener-
ated with different numbers of files so that semantic match-
ing tests could be performed under different test scenarios.

Fig. 3: The GUI of implementation of LSA method in C#

Different indexing times were counted, considering first small
numbers of files, starting with 10, 100, 150, 200,250, 300,
400, 500, 600, 700, 800, 900 and 1000 files. For each of these
quantities two indexes were generated, one considering the
value of K as 10% of the files and one with K= 50%. Files
that were considered in each set were selected indexed over
300,000 files retrieved with OAI-PMH harvester and ordered
in ascending order according to their name in the local folder.
The largest index always includes in its entirety all of the
previous index files.

Several special cases were presented, when K= 50% rep-
resented more than 300 files (amount that exceeds the recom-
mended optimal value). These cases generated new indexes
with K constant values such as 250 and 300, when applied
to the corpus translated into 700, 800, 900 and 1000 files. In
this way the maximum dimensionality considered was 250 and
300.

To provide consistency in terms of the evaluation and
comparison of the results that were obtained, a list of queries
was generated and applied in the same way to each of the test
events with the several LSI indexes. The list of queries, formed
by sequences of non-sorted terms, is as follows:

Query 1: reaction febril
Query 2: reaction febril virus infection
Query 3: tissue epidermis skin carcinogen
Query 4: cancer tumor carcinoma
Query 5: cancer tumor carcinogenesis

IV. RESULTS

The results are described in terms of three main groups,
and are referring to: (a) the indexing times, (b) the average
response times for queries, and (c) the semantic relatedness
tests.

A. Indexing time

Fig. 4 shows that there is no significant difference in time
indexing for indexes with fewer than 600 files, but more than
600 means an increase in time indexing when considering a K
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Fig. 4: Statistics for LSI time with K-values in different indexes

with a value of 50% of the number of files. A very important
fact is that for 1000 files, considering K= 50% (500 columns
for reduced SVD), indexing time increased very considerably;
in fact, when there were 900 files, 6345 seconds (105 minutes)
increased to 68977 seconds (1150 minutes; or 19 hours or
almost a full day indexing); this means that from one index to
another it grew in more than 10 times the necessary time to
be able to index all the documents. By contrast, with K= 10%
indexed time observed normal growth.

Additional indexes with 600, 700, 800, 900 and 1000 files
were performed, considering the value of K as constant values,
250 and 300, values considered optimum [6], [9], [10]; this was
done to reduce the dimensionality of the resulting matrices on
SVD.

Fig. 5 includes indexing times; when using K= 300, as
seen, for indexes many files with a greater double the recom-
mended value of K and has a slight increase in the case of
1000 files also begin to increase but not as disproportionately
as in the case where K= 50%. In the latter index, for 1000 files
it took 7392 seconds for K= 10% (K= 100), 22605 seconds for
K= 300 and the aforementioned 68977 seconds for K= 50%
(K= 500).

Fig. 5: Comparison of reduced indexing time with K= 300

Considering the times obtained in the previous 900 indexed
files, the rate of increase over the previous indexes increased
approximately 2x for K= 100, 4x for K= 300 and 10x for K=

500. When it became clear that, when the number of files to
be indexed is close to or greater than 1000, the indexing time
increases significantly, the decision was taken to set this value
as the file limit for these LSA semantic relevance tests, so that
all queries that are described in the next section treat 1000 as
the maximum number of files for the larger index.

B. Average response times for queries

After the indexing process, the verification queries came
where each repeated one defined and executed only 12 different
indexes (Fig. 6), in which the number of files and the respective
value of K varied.

Fig. 6: Average response time for queries with different indexes varied.

Fig. 6 shows a graph with the respective average response
times and the remarkable time it takes to answer a query in the
case where K= 500 to 1000 files; it takes 577 seconds (nearly
10 minutes) to deliver the results on screen.

C. Semantic relevance tests

For each of the queries, response times were recorded and
the GUI of the prototype in C# displayed the most relevant
files according to the semantic coherence of its content.
Furthermore, a clustering result was generated when files were
included in six ranges relevant percentage according to the
query made. The ranges were 80 to 100%, 60 to 79%, 40 to
59%, 20 to 39%, 0 to 19% and less than 0%. To find out how
many files corresponded to each of the ranges of relevance, the
percentage obtained was recorded at each event; this in order
to have a quantitative way to measure the semantic relatedness
of each query.

For a better analysis of the results the data are presented in
tables. In these tables, the columns represent each of the events
in which searching indexes have been used with different
values of K; in the first columns, the values of K are expressed
in % of files of the corpus, while in the last columns there are
a certain number of files (100, 500, 250 and 300 files). On
the other hand, the first rows represent the amount of files
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that falls in each range of percentages of relevance, and the
last two rows show the percentages of two of the files more
relevant for each query. When an ”*” appears in the cell it
means that the examined file does not appear in the Top Ten.
When the cell value is displayed in bold and shaded it means
that it occupied the first place.

Table I shows then concentration of these results in relation
to search expression ”febrile reaction”. It show that very few
files, accumulated events, fell within the range of 40 to 59%
of significance (92 files), while 26 files were in the range 60 to
79%, and only five in the range of 80 to 100%. View the last
semi-right column. These figures indicate that it has a small
number of files whose content is related to febrile reactions.
One file in particular identified as ”02002007”, in more than
half of the search events, reached first position in the ranking
of relevant files. This is shown in the last row of Table I.

TABLE I: CONCENTRATED DATA RESULTING FROM QUERY 1

Query2 ”reaction febril virus infection” was very similar to
query1, two more words being added for a more precise search
in medical articles for febrile reactions, but in this case caused
by viral infection. Table II shows the concentrated results.

The results of Table II evidence how a very reduced group
of files was in the first three ranks (last semi-column to the
right) which shows the specialization of their contents in
accordance with the search expression. For this query2, the
file ”02002007” did not achieve the top position in any of the
tests, and instead the file ”01997182” reaches the first places
only in the first events. A different file was the most similar
in terms of content, it was the file ”02040786” which in the
last four events (last columns that represent corpus with 1000
files) was located in the first position of relevance with 66%,
33%, 45% and 43%, respectively.

The effect of specialization has been evidenced in the
query3 ”tissue epidermis skin carcinogen” when more precise
terms were added to the search expression. Table III shows
that the file ”02001792” always was ranked in the first place,
also in the last columns with the corpus of 1000 files, shown
stability in results, because the average relevance was 61% +/-
3% (with K=100, 250 and 300); and except in the case where
K=1000 the relevance fell to 47%. Here is evidence that a
greater amount of items in the index does not help to improve
its effectiveness, but on the contrary this distorts the result.

Table V shows data very similar to the previous query
results (Table IV). The difference between query4 and query5
was only the third word (”carcinoma” and ”carcinogenesis”)

TABLE II: CONCENTRATED DATA RESULTING FROM QUERY 2

TABLE III: CONCENTRATED DATA RESULTING FROM QUERY 3

which a human expert would interpret them as equivalent.
In this case, the results show that both queries yield nearly
identical results to the four first events according to the corpus
considering more files, (events that are further to the right, the
results are more specialized and even grow in a few percentage
points of semantic relatedness in case the file ”01997145”
which rises from 41% to 50% with K=250, and 39% to 46%
with K=300, in both cases with the index with 1000 files.)

TABLE IV: CONCENTRATED DATA RESULTING FROM QUERY 4

Another interesting situation that can be noted from Table
V is that file ”02002459” practically does not appear in the
first place of relevance; this is because the third word used in
query5, ”carcinogenesis”, was a term even more technical in
health sciences domain and therefore in its place was the file
”2013034” that in the last two events was second in importance
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TABLE V: CONCENTRATED DATA RESULTING FROM QUERY 5

and only by a few tenths of a percentage point missed first
place.

A relevant fact that is presented in all scenarios and event
searches is the demonstration of the optimal value of K, taking
into consideration the corpus of 1000 files. Comparing the
results of semantic relevance in different queries, we found
that the similarity values of the file contents in first place were
always more consistent with values of K= 250 or K= 300,
while the value of K= 100 where most ranged up to differences
of more than 10 percentage points with respect to the others.
In the case of K=500 relevant results are generally within the
average range, but we must not forget that for this value of K
the indexing time is up to six times greater and the response
time of other three times slower.

V. CONCLUSIONS

In the light of the results, several points should be made
in relation to the operation and computational performance of
the LSA method. It has been very interesting to have proven
that the proper value of K is 250 and 300 as optimal solution.

Although LSA obtains semantic relatedness based on sta-
tistical techniques of frequency of terms, it has been possible
to demonstrate that when search expressions include more
terms, they are identified with greater precision and a more
precise classification of documents dealing with the same
topic, whereas documents that are not related are clearly
separated from the rest of the group (Table I and Table II).
Also, it was possible to verify that if it had a sufficient number
of files that belong to the application domain, in this case the
health science area, LSA can establish semantic relatedness to
identify those words or terms that are equivalent for the same
context (Table IV and Table V).

Finally, one of the major issues of the LSA method has
been described as related to computational performance, the
times of the indexing process and the corresponding time
of execution of queries. While most files were added to
the corpus, the indexing time was increasing considerably.
Particularly, when the indexing of 1000 files with K = 500
took several hours to complete, and the search response times
went from seconds to minutes (Fig. 5); in these cases the use
of LSA is no longer convenient. Fortunately, the computer
technology continues to evolve and it is probably that with
greater computing power and applied techniques of clustering
it will be possible to solve this type of problems.
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