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Abstract—In emergency situations, it is of paramount 
importance that accurate assessments showing what is 
happening in the field, and when and where it is happening, 
are distributed quickly. This increases the aid workers’ 
awareness of the situation and can be used to organize the 
workers more efficiently. The increasing number of satellite 
images available means that new data can be obtained 
rapidly and the information can be kept constantly up to 
date. These data can be distributed easily using open 
standards over the Internet. In a large post-disaster event, 
the demand for information increases dramatically, which 
can negatively impact the performance of the services 
provided. Here, we assess seven of the most popular server 
solutions (GeoServer, MapServer, MiraMon Map Server, 
Express Server, ArcGIS Server, TileCache and 
GeoWebCache) for map service standards (WMS, WMTS, 
WMTS-C, TMS), and compare their response times, user 
functionalities and usability. 
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I. INTRODUCTION 

Nowadays, there is an increasingly large amount of 
data, software and geographic standards available (public, 
private and voluntary), which allow satellite data to be 
used in a wider range of consolidated and specialized areas 
and applications. Current space technologies, such as 
meteorological and earth observation satellites integrated 
in global networks like GMES, communication satellites 
and Global Navigation Satellite Systems (GNSS) 
combined with Geographical Information Systems (GIS) 
[1], hazard modeling and analysis have also contributed to 
this increase in applications and data. Nevertheless, better 
spatial, temporal (synergies, constellations, etc.) and 
spectral resolutions of remote sensing imagery generate a 
huge amount of data that is difficult to store, discover, 
analyze and distribute. Heaps of tapes, CDs and hard 
drives full of data have been replaced by web-based data 
dissemination infrastructures that make searching and 
discovery easier. Web portals and clearinghouses 
increasingly implement standardized protocols and are 
integrated into a larger System of Systems, like GEOSS 
[19]. 

Despite the number of map server implementations 
that claim to be the fastest and the most robust on the 
market, there are few studies that apply rigorous metrics to 
determine the real performance of the servers or compare 
strategies to increase their performance. 

This paper is an extension of a previous article [11] that 
evaluates the efficiency and possibilities of several map 
servers (i.e., MapServer [7], GeoServer [4], MiraMon Map 
Server [18], Express Server [6], ArcGIS Server [3], 
TileCache [13, 8] and GeoWebCache [15]) that implement 
international standards (e.g., Web Map Server (WMS [2]), 
Web Map Server – Cache (WMS-C [13]), Web Map Tile 
Server (WMTS [9])) connected to satellite image 
repositories. This research was carried out in the context of 
GEO-PICTURES, an acronym for GMES and Earth 
Observation combined with Position based Image and 
sensor Communications, Technology for Universal Rescue, 
Emergency and Surveillance. GEO-PICTURES is an EU 
FP7 SPACE project that aims to integrate satellite imagery 
into in-situ sensors and geo-tagged media (photos and 
video) to create a tool for decision making in emergency 
disaster situations. The complete GEO-PICTURES 
solution covers the capture, transmission, and analysis of 
data, which is re-elaborated and re-distributed to the aid 
forces as well as to the general public using several web 
platforms. 

This article begins with the description of the materials 
and methodology used to perform this study, followed by a 
through explanation of the tests applied to the performance 
of the servers. Here an evaluation of concurrent requests to 
a single server and to a cluster of servers is done. The 
article continues with the comparison of different 
standards, this is what it is called: tiling the request and 
response. Finally, it concludes with a section where the 
most relevant results are discussed. 
 

II. MATERIALS AND METHODOLOGY 

 
Trials were performed with 22 GeoEye-1 

(Orthorectified GeoTIFF; provided by Google [5]) imagery 
datasets that form a 4Gb raster of 40994 x 57392 pixels, 
covering Port-au-Prince and surroundings, on 16 January, 
2010, 3 days after the earthquake. The influence of scale, 
intensive client use, and image size and format (JPG, GIF 
and PNG) were studied for the WMS, WMS-C and TMS 
[16, 17] protocols. As possible solutions to concurrent 
requests, we evaluated the efficiency of the Internet cache 
as well as a cluster of servers in an NLB (Network Load 
Balance) configuration. The seven servers were set with 
the minimum configuration required to be run, i.e., without 
any extra preparation of the data. In order to shield 
probabilistic error caused by network latency and other 
uncertain factors, the products were considered to be 
deployed and requested by local clients [14]. 
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In order to guarantee the comparability of the results, 
the seven server software (Table 1) were installed on the 
same computer, which acted as a common server (Intel® 
Core™ i3 CPU 540 @ 3.07 GHz, 3.06 GHz, 2.92 GB de 

RAM. Microsoft Windows XP Professional, version 2002 
Service Pack 3). Requests were randomly generated from 
clients in the local network. 

 
 

TABLE I. LIST OF THE SERVERS EVALUATED AND THEIR SPECIFICATIONS. 
Server Specifications Date

MapServer version 5.6.3 over Apache web server version 2.2.15 April 20, 2010 

GeoServer version 1.7.2 over Jetty web server version 6.1.8 January 19, 2008 

ArcGIS Server version 9.3.1 over Internet Information Service version 5.1 January 1, 2009 

Express Server version 6.1 over Internet Information Service version 5.1 July 1, 2008

MiraMon Map Server version v. 7.0e over Internet Information Service version 5.1 July 26, 2010 

TileCache version 2.11 over Internet Information Service version 5.1 December 22, 2007

GeoWebCache version 2.0.1 over Jetty web, 'build over GeoServer January 20, 2010  
 
 
 

 MapServer, GeoServer and ArcGIS Server can work 
over the original GeoTIFF images without having to create 
an image mosaic. MapServer and GeoServer require a 
shape file to be created with rectangles representing 
bounding boxes of each raster file (index file), and ArcGIS 
Server requires Image Definition (ISDef), which makes it 
possible to use the original GeoTIFF image format 
provided by GeoEye-1. Express Server requires the image 
index to be in JPEG2000 or in the MsSID compressed 
format. MiraMon requires a full automated pre-rendering 
of the images in several resolutions to set up the images. 
This takes several minutes to complete and needs up to 
33% extra disk space. TileCache and GeoWebCache can 
create pre-rendered tiles and save them in a cache for 
further use or generate them on the fly. Automatic on the 
fly generation is an advantage that can save time when a 
new layer is set up in an emergency situation. 

All studied protocols request maps by creating an URL 
using specific standardized syntax. This URL is requested 
from the server and an image is obtained in screen 
resolution (in the case of error the server sends an 
exception message). The URL requests were randomly 
generated by a program and requested using a command 
line tool (an application called Wininet) that waits for the 
response, saves it and reports the total time spent on this 
particular communication. The response time was 
redirected to an archive that was converted into a table of 
values that were used to create the performance graphics 
that are shown here. This paper describes the methodology 

employed and the numerical and graphical performance 
metrics, and evaluates strategies for improving 
performance. 

The randomly generated URL methodology employed 
guarantees that speed measures are comparable and 
independent from the selected bounding box or request 
sequence. Nevertheless, users in front of a computer screen 
browsing the maps do not generate random requests but 
rather they request regions next to the previous ones at the 
same zoom level (pan) or they zoom in and out in the same 
region. However, human browsing patterns are out of the 
scope of this work and will be considered in the future. 

 

III. EVALUATION OF CONCURRENT REQUESTS 

TO A SINGLE SERVER 

One of the main factors that affect the performance of 
web servers is the concurrency of requests. We measured 
both the influence of the pixel size and the image size on 
the response time for WMS requests. More than one 
hundred different requests were made from up to 6 
simultaneous clients. The graph (Figure 1) shows the 
response time for different pixel size requests.  
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Response time of 5 different server vendors at different scales (pixel sizes) each one under 
5 simultaneous requests
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Figure 1. The response times of MapServer, GeoServer, MiraMon Map Server, ArcGIS Server and Express Server in relation to pixel size in concurrent 

requests from 5 simultaneous clients respectively. 

 

One common aspect of the servers analyzed is that the 
response time increases as the number of simultaneous 
requests made by clients to a single server increases. The 
fastest server is Express Server, probably due to the nature of 
the wavelet compressed format (MrSID or JPEG2000) that is 
internally organized in a pyramid of zoom levels of the 
images used as a database. ArcGIS Server obtains the best 
results using original GeoTIFF images. MiraMon Map 
Server obtains intermediate results as it requires a pre-
rendering process to generate tiles. MapServer is 
programmed in C language and GeoServer uses java code. 
MapServer performs faster when a single client is used, but 
GeoServer is faster than MapServer for concurrent requests. 
This could be because java provides better and easier 
multithread support. There are also small differences in 
response times depending on the output format requested. 
JPEG is the fastest format in MapServer, Express Server, 
ArcGIS Server and MiraMon Map Sever, but PNG is fastest 
in GeoServer. 

A request with a pixel size that generates a map covering 
a region equivalent to the boundary of the GeoTIFF set 
(nearly 0.893 seconds of arc in range, width 443) obtains the 
slowest response time. A map with a smaller pixel size only 

shows a part of the GeoTIFF set area and obtains a faster 
response. A map with a larger pixel size leaves some 
blank areas, and also results in a faster response time. 

 

IV. EVALUATION OF A CLUSTER OF SERVERS 

In the current state of maturity of the hardware it is 
not possible to dramatically increase performance by 
getting a faster machine, even if you are willing to pay 
more. Current computer technology has reached a speed 
limit in CPU processing time and disk speed access. To 
overcome the performance degradation observed in 
concurrent requests a possible solution is to set up a 
cluster of servers that can act as a virtual single server 
that deals with requests in parallel. We carried out tests 
comparing a single WMS server (Figure 2) and a WMS 
computer cluster server (Figure 3), in which 6 computers 
are able to respond to different clients at the same time 
as if they were a faster single server. These tests 
(consisting in the same requests) were carried out with 
up to 17 simultaneous clients to evaluate the response 
time of the MiraMon Map Server.  

 

 

 

 

 

 

 

Figure 2. Computer single server structure.    Figure 3. Computer cluster server structure. 
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Evaluation of the response time for Pixel Size (Clients to MiraMon Single Server)

0.0

20.0

40.0

60.0

80.0

100.0

120.0

140.0

160.0

180.0

0.0000 2.0000 4.0000 6.0000 8.0000 10.0000 12.0000 14.0000 16.0000

Pixel Size (seconds of arc)

T
im

e
 (
m

ill
is

e
co

17 clients

14 Clients

11 Clients

8 Clients

4 Clients

1 Client

 

 

 

 

 

 

 

 

 

 

Figure 4. Response time for different concurrent requests for up to 17 clients of a single MiraMon Map Server. 

 

 

 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 

Figure 5. Response time for different concurrent requests for up to 17 clients of a cluster MiraMon Map Server. 
 

 
Response time measurements comparing a single server 

(Figure 4) and a six-computer cluster (Figure 5) stressed with 
multiple client requests show that the response time of the 
NLB server is much more stable and almost equivalent to the 
single client stress case, even for 17 simultaneous requests. 
We expect some degradation if we increase the number of 
requests further, but fortunately the performance of the NLB 
cluster can be improved again by aggregating more servers 
to the cluster (up to 64 in Windows 2003). If we suppose that 
the performance is linear, this means that this configuration 
can be scaled to serve at least ~200 simultaneous requests 
without performance degradation. Note that the response 
time for these requests is always lower that 0.1 second, so 
this configuration is equivalent to 2000 requests per second. 

 

V. TILING THE REQUEST AND RESPONSE 

In the previous sections, we assumed a common WMS 
interaction in which a WMS client requests the entire image 
needed to cover the client viewport in a single piece. Some 
WMS clients (like OpenLayers) are now able to tile the 

space in a regular matrix of small pieces [12]. Therefore, 
several tiles are needed to cover the whole viewport but 
the client can recycle some tiles when the user moves the 
view laterally and can also take advantage of the cache 
mechanisms. However, this strategy can have its 
drawbacks if the caching mechanism cannot help and the 
server has not been prepared to manage this situation 
because, as we have discussed previously, the response 
time can increase even if each tile is smaller than the 
whole view. However, users do not perceive this because 
some tiles get to the client sooner and are shown 
immediately. This paper clarifies the effects of this 
approach on a classical WMS server and quantifies the 
difference between fast full image delivery (WMS) and 
tiled image delivery (WMS-C and TMS). We also 
studied improving these situations by applying tile 
strategies directly to the server, like OSGeo WMS-C and 
OGC WMTS (10). 

We carried out speed metrics in 3 different services 
for 7 servers: Express Server, ArcGIS Server, MiraMon 
Map Server, GeoServer, MapServer, TileCache 

Evaluation of the response time for Pixel Size (Clients to MiraMon Server Cluster)
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combined with MapServer and GeoWebCache combined 
with GeoServer. We simulated tiled clients (tiles of 256x256 
pixels) that make requests to common WMS (which have no 
particular strategy for dealing with tiles) in the three 
following configurations: 
 

 Tiled WMS in unlimited concurrent requests. 
This consists in requesting all the tiles needed to 
cover the viewport at the same time. In our case, 

from 6 to 12 tiles were needed to cover the 
entire viewport requested. In some cases, 
this resulted in momentary server saturation 
(Figure 6), like in MapServer and 
GeoServer. The three servers with the best 
performance were Express Server, ArcGIS 
Server and GeoWebCache. 

Time response for unlimited concurrent 256x256 tiled requests on a pure WMS 
server
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Figure 6 . WMS-C for unlimited concurrent tile requests.  

 

 Tiled WMS in semi-concurrent requests. This 
consists in limiting simultaneous requests to the 
maximum number of requests to a server that a 
web browser allows (e.g., Firefox 3.6 allows 6 
simultaneous petitions but Internet Explorer 6.0 
only allows 2). In our case, we used a mean 
value of four tiles at the same time, then we 

waited until the server finished to request 
the next four (Figure 7). Some servers 
performed better compared to the previous 
case, such as MapServer, GeoServer and 
MiraMon, while others performed worse. 
Tiled servers performed better in general. 

 

Time response for up to 4 concurrent 256x256 tiled requests on a pure WMS 
server
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Figure 7.WMS-C for semi-concurrent requests, up to 4 concurrent tile requests. 

 

 Tiled WMS in sequential requests. This 
consists in requesting each tile after the 
previous request has been completed 
(Figure 8). This results in a more stable 
response time but it is not the optimum 

situation, especially for GeoServer, 
MiraMon Server and in some cases ArcGIS 
Server. GeoWebCache has the best 
performance.  
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Time response for sequential 256x256 tiled  requests on a pure WMS server 
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Figure 8. WMS-Cached for sequential requests. 

 

Finally, we compared these three configurations with a 
regular WMS full viewport image (Figure 9), and evaluated 
performance degradation. TileCache and GeoWebCache are 

not represented in Figure 9 because these servers are not 
able to respond to a full WMS viewport. 

 

Time response for complete window request
on a WMS server
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Figure 9. Regular WMS for full image requests. 

 

Figure 9 shows that a full WMS viewport is the fastest for 
all servers, particularly for Express Server, ArcGIS Server 
and MiraMon Map Server, probably because the server only 
does the work once even if the volume of information to 
deliver is bigger. When tiles are used, requesting all tiles 
sequentially results in the slowest solution for all servers; 
however, limiting the number of concurrent requests to 4 
improves the response time significantly. This is the best 
performance situation for MiraMon Map Server and 
GeoServer. After seeing this, it is easy to understand why 
many web browsers limit the number of simultaneous 
requests to a relatively small number (depending on the 
product and the version). Out of the concurrent tile request 
situations, this is the best tile solution for MapServer, 
Express Server and ArcGIS Server. Determining the 
optimum semi-concurrence number for each server will be 
the focus of a future work. 

The tile products tested (TileCache and 
GeoWebCache) provide a way of pre-rendering tiles or 
saving tiles that are generated on the fly for further use. 
The main drawback is the generation time, but this can 
be partially overcome by metatiling strategies. Both 
TileCache and GeoWebCache support metatiling. 
Instead of generating each tile individually, a metatile is 
generated, creating a single large map image that can be 
divided into a number of tiles. Figure 10 shows that for 
all servers, analyzing a 512 x 512 image requires more 
time, but much less time than that required for 
analyzing four 256 x 256 images. This is because 
generating a metatile involves accessing source data 
only once instead of four times for a set of four tiles 
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Response time of 5 different server vendors at different scales (image sizes) each one under 5 
simultaneous requests
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Figure 10. Response time for image size in concurrent requests to 5 single servers. Two marks at 256 and 512 pixel sizes have been added to facilitate 
the comparison between the response time in these two common pixel sizes. 

 

 
 

VI. CONCLUSIONS 

 
The speed tests described in this paper are a practical 

demonstration of the suitability of certain servers and service 
configurations in certain domains in which the reliability of 
the services under high stress conditions is imperative. This 
document summarizes and quantifies the results of our speed 
tests and determines which servers are faster under the 
minimum configuration. 

All the analyzed servers have slower performances when 
the number of simultaneous clients is increased. A cluster 
server can be used to solve this situation: a group of 
computers is able to respond at the same time to different 
clients, assigning each client to a different computer in the 
group. 

The results show that WMS servers do not perform well 
if clients using tile strategies are used over servers that are 
not optimized for tile response. MapServer and GeoServer 
with minimum data configuration do not require a data 
preparation process; however, they do not perform as well as 
other services that require indexing methods like MiraMon 
Map Server or Express Server. MapServer (based on C++ 
code) performs better than GeoServer (based on Java code) 
under single client requests, but GeoServer is surprisingly 
faster under concurrent simultaneous requests. The fastest 
WMS server is Express Server which works with MsSID or 
JPEG2000 compressed images that are 5% of the original 
size. The fastest tile server in the three cases assessed 
(concurrent, semi-concurrent and sequential requests) is 
GeoWebCache built over GeoServer. 
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