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Abstract—For stochastic optimal control problem with dis-
crete time, the efficiency of solutions corresponding to the
parameters of a stochastic process determined by the method
of optimization on time series is analyzed in comparison to
the solutions related to the parameters obtained using a com-
mon statistical method of estimation. Parametric optimization
problems for continuous and discrete stochastic optimization
problems are introduced and the corresponding problems of
optimization on time series are formulated. When a sample
size is increasing, the asymptotic properties of solutions to
the considered problems are investigated. Theorems on the
convergence of the optimal objective value of discrete problem
of parametric optimization on time series to the optimal
objective value of the related discrete stochastic optimization
problem have been formulated and proved.
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parametric optimization; optimization on time series.

I. I NTRODUCTION

The challenges of dealing with uncertainty is a common
problem in the management of economic and engineering
systems. When uncertainty is modeled probabilistically with
random variables, it is usually required to be described as
a multidimensional stochastic process for which neither a
structure nor parameters are known. Particular challenges
related to the estimation of the characteristics of random
variables of a process as well as to determining of their
interrelationships appear to be very important for this type
of problems. At the same time, as a rule, operations research
analyst is experiencing a data insufficiency in determining
the structure and/or calibrating parameters of a stochastic
process. Even in the case, when the model of a stochastic
process has been formulated, we obtain an optimization
problem that is usually too complicated to solve analytically.

As examples, a decision-making problem with uncertainty
related to the natural factors as well as problems of func-
tioning and interaction of financial and economic institutions
including a financial portfolio management problem can
be referred. To the problems of this type also belongs
the equipment replacement problem, which arises when a

company has to determine how long a machine should be
utilized before being traded in for a new one.

In situations when it is neither possible, nor affordable to
obtain an optimal solution analytically, so-called method of
optimization on time series [3] is often used to determine
the best approximate solution to the problem. Relying on
information about realizations of uncontrollable uncertain
parameters, it is determined a control for a considered object
that would be optimal once were used in the past. Here, it is
assumed implicitly that since the uncertainty has a regular
character, then a control, which would have been optimal
during some sufficiently prolonged period of time in the
past, will also be optimal in the future.

The abovementioned idea appears to be rational, es-
pecially since the necessity of making decisions in such
systems arises frequently, and the authors do not know an
efficient alternative approach to solving this type of decision-
making problems. On the other hand, this technique raises
certain questions and doubts. Particularly, since optimal
control is determined and estimated on the same set of
realizations of a stochastic parameter, while constructing
an optimal control on time series, to what extend are we
exploiting systematic properties of the stochastic process,
and to what – just are making adjustments by utilizing only
some insignificant for the future properties of the stochastic
process?

The analysis of this problem seems to be interesting and
represents an actual challenge. In Section II of the paper,
a parametric optimal control problem with discrete time is
introduced. In Section III, the corresponding problem of
parametric optimization on time series is constructed and
theorem on convergence of its optimal objective value to
the optimal objective value of the parametric optimal control
problem with discrete time is formulated. In Section IV,
optimization of parameters of stochastic process on time
series is analyzed and the corresponding control problem
with modified stochastic process is introduced. Theorem on
convergence of its optimal objective value to the optimal
objective value of the corresponding optimal control problem
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with discrete time is formulated.

II. PARAMETRIC OPTIMAL CONTROL PROBLEM WITH

DISCRETETIME

Consider one of the possible formalizations of a stochastic
optimal control problem, namely, the mathematical model of
a discrete-time Markov decision process [7]. Suppose that
at any timet, t = 1, 2, · · · , ∞, the state of a system is
given by the characteristic vectorAt ∈ Â ⊂ Rn. Once the
control ut has been chosen at the stage (time period)t and
the valueξ̃t of the stochastic parameterξ is realized, the
system moves on from the stateAt to the state

At+1 = ϕ(At, ξ̃t, ut),

where the parameterξ ∈ Ξ ⊂ Rm is a stationary Markov
process with the transition probability functionΦ(ξt | ξt−1).
So, every ordered pairSt = (At, ξ̃t) of arguments of a
function ϕ determines a state of the system at staget + 1.
It is assumed that the initial probability distribution, i.e., the
probability distributionF 1(S1) on the set of initial states
of the system is known, and at each stateS the control
u ∈ U(S) ⊂ Û ⊂ Rk. Here Â and Û are bounded sets.

Suppose that every staget of the process is associated
with a certain payoff function (expected reward)ht =
ht(St, ut) and assume a decision-maker is interested in
maximization of the average reward earned per period, i.e.,
is solving the following maximization problem

Q = lim
n→∞

1
n
E(Σni=1ht(St, ut)) =⇒ max

u
(1)

Generally speaking, the decision maker wants to maximize
function (1) with respect tout = u(St), where u is a
mapping Â× Ξ→ Û (it is assumed that at staget to the
moment of choosingut the realizationξ̃t of ξ is known).

It is clear that for the existence of the expected value
in (1), the functions involved in the model should satisfy
certain conditions. Analysis of these conditions is out of the
scope of this paper. Related existence problems have been
solved in [1], [2].

In [5], discrete models of the stochastic optimization
problems are studied and the corresponding discrete prob-
lems of optimization on time series are introduced. The
convergence of optimal solutions of the discrete problems
of optimization on time series to an optimal solution of the
discrete stochastic optimization problem has been proved.
Properties of optimal solutions of discrete problems of
optimization on time series are analyzed and estimates for
the optimal objective values are obtained.

It worth noting, that the considered formulation covers
a wide range of stochastic control problems. Particularly,
it includes the case when it is assumed that at different
stage of a process, realizations of a stochastic parameter are

independent. A decision-making problem for static models
with infinite horizon has been solved in [6].

According to Gasanov and Raguimov [5], the method of
optimization on time series is usually applied to parametric
optimization problem where a certain parametric class of
control functions is considered and a problem is formulated
as a problem of choosing optimal values for parameters of
a function from the considered class.

Let us consider the problem of maximization of (1) on the
set of control functionsÛα with α ∈ A, whereÛα is a class
of the functionsu(S;α), such that there exists a one-to-one
correspondence between̂Uα andA. Therefore, the original
problem is reduced to a problem of finding a value ofα,
such that

Q = lim
n→∞

1
n
E(Σnt=1ht(St, u(St;α))) =⇒ max

α
(2)

Denote the formulated problem as Problem 1and compare
it with its discrete analogue – Problem 1D, of maximization
of function (2) on ÛDα , the parametric class of discrete
functions. Here,ÛDα is the set of discrete analogues of
u(S;α) ∈ Ûα. It is supposed that the state space, the set of
values of the stochastic parameter and the decision set are
finite sets, and consequently, the state vectors of the system,
the stochastic parameter and controls take the values on a
finite grid, i.e. At ∈ {Ai}Ii=1 = ÂD ⊂ Â, ξ ∈ {ξj}Jj=1 =
ΞD ⊂ Ξ and u ∈ {us}Ss=1 ⊂ ÛDα . Functionsϕ andΦ are
modified correspondingly.

Consider the case when there exists a solution to Problem
1 and assume that these two problems are such that when
an appropriate (small) mesh for the grid is chosen, solutions
to Problem 1D closely approximate solutions to Problem 1.
Therefore, the determining of a solution of Problem 1D is
assumed to be the same as the finding of an approximate
solution to Problem 1. Certainly, this assumption can be
investigated in order ot obtain important analytical results.
However, the authors believe that the assumption is valid
for a wide range of practical problems and consequently,
plausible from the point of view of applications.

III. PROBLEM OF PARAMETRIC OPTIMIZATION ON TIME

SERIES

Suppose, the sequence of realizations{ξ̃1, ξ̃2, · · · , ξ̃T } ⊂
ΞD of stochastic parameterξ and the initial stateÃ1 ∈
ÂD of the system are given. Consider the following discrete
optimization problem.

Problem 1R.Maximize the function

Q̃T =
1
T

ΣTt=1ht(At, ξ̃t, u(At, ξ̃;α)) (3)

on the set of control functionsut = u(At, ξ̃t), subject to the
constraintA1 = Ã1.

2Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-226-4

INFOCOMP 2012 : The Second International Conference on Advanced Communications and Computation



The control functionu is said to beeverywhere optimal,
if it is optimal for every initial distributionF 1(S1).

The following theorem is proved.
Theorem 1. If there exists an everywhere optimal control

for Problem 1D, then the optimal objective value of Problem
1R converges almost everywhere to the optimal objective
value of Problem 1D, provided that the size of the sam-
ple {ξ̃1, ξ̃2, · · · , ξ̃T } ⊂ ΞD increases unboundedly, i.e.,T
approaches infinity.

Therefore, under the abovementioned assumptions an op-
timal solution of Problem 1R represents a well-grounded
estimate for an optimal solution of Problem 1D. At the
same time, it is clear that a substantial limitation of decision
set will affect the optimal value. It is difficult to measure
this effect, unless Problem 1 and the original maximization
problem (1) both are solved.

Also, as it was mentioned above, an optimal control for
Problem 1R is determined and estimated on the same sample
of the realizations, which may result in a displacement
(particularly, in an overstatement) of the estimates. The
possible range of this displacement for considered series of
realizations ofξ is not considered in this paper.

IV. OPTIMIZATION OF PARAMETERS OFSTOCHASTIC

PROCESS ONTIME SERIES

Often, when either a given data does not allow to construct
a reliable model of a stochastic process or Problem 1 is
overly complicated to be solved in the original form, the
considered stochastic process is replaced with a simple one,
which according to the opinion of an operations research an-
alyst reflects essential characteristics of the original process.
The parametersβ ∈ Rn of this auxiliary process are cali-
brated on the given series of realizationsξ̃1, ξ̃2, · · · , ξ̃T and
the problem with the accordingly modified stochastic process
is considered. Denote the obtained problem as Problem 1M.
Let Q(u) be the objective value of Problem 1 correspond-
ing to the controlu and consider the parametric class of
optimization problems of the type 1M, where as parameters
the calibrated coefficients of the modified stochastic process
are considered. Supposeuβ is a solution to Problem 1M,
which corresponds to fixed values of the coefficientsβ and
Q(uβ) is the corresponding objective value. Consider the
problem of maximization ofQ(uβ) on the set of calibrated
parametersβ and denote it as Problem 1A.

Let us also estimate the parameters of the stochastic
process using one of the commonly used statistical methods,
namely, using Monte-Carlo method, and consider the prob-
lem corresponding to the determined parameters. Denote the
obtained problem as Problem 1S. As before, discrete ana-
logues of the problems 1M, 1A and 1S can be formulated.
Denote these problems as Problem 1MD, Problem 1ADand
Problem 1SD, respectively.

The efficiency of a control function obtained by solving
Problem 1MD can be estimated on the sampleξ̃1, ξ̃2, · · · , ξ̃T

by calculating the value of objective function (3). Now,
formulate Problem 1MRas a problem of finding the values
of the parameters of the stochastic model that maximize the
value of objective function (3).

Let u1SD(ξ̃1, ξ̃2, · · · , ξ̃T ) and u1MR(ξ̃1, ξ̃2, · · · , ξ̃T ) be
optimal control functions for Problem 1SD and Problem
1MR, correspondingly.

Using Theorem 1, the following theorem has been proved.
Theorem 2. If there exists an everywhere optimal control

functionu1AD for Problem 1AD, then the optimal objective
valueQ(u1MR(ξ̃1, ξ̃2, · · · , ξ̃T )) of Problem 1MR converges
almost everywhere to the optimal objective valueQ(u1AD),
asT approaches infinity.
Moreover, for every sequence of realizations
{ξ̃1, ξ̃2, · · · , ξ̃T },

Q(u1SD(ξ̃1, ξ̃2, · · · , ξ̃T )) ≤ Q(u1AD).

Since the stochastic model of Problem 1S is, at most, one
of the elements of an heuristic procedure, it would be un-
founded to assume that the valuesQ(u1SD(ξ̃1, ξ̃2, · · · , ξ̃T ))
will converge to the value ofQ(u1AD), as T approaches
infinity. Therefore, the following conclusion can be deduced.
Provided that the size of a samplẽξ1, ξ̃2, · · · , ξ̃T increases,
the solving Problem 1MR is, generally speaking, a more
efficient method to solve Problem 1 than the solving Problem
1M with the parameters of stochastic model estimated on
the same sample using any of the commonly used statistical
methods. In other words, the solving Problem 1MR as a
method of solving Problem 1 is asymptotically preferred to
the solving Problem 1M with the parameters estimated by
any other statistical method.

We understand that the asymptotic preference of one
method to another does not provide formal grounds to con-
sider the first method as more efficient in solving practical
problems where data samples are always limited and mostly
not large enough. For applied problems with a stochastic
process of a non-established structure, the theoretical eval-
uation of the method based on solving of Problem 1MR
appears to be difficult. Therefore, to estimate the presented
method from the practical point of view it is necessary to
carry out series of computational experiments.

In [4], mathematical models of a controlled system
containing a model of a stochastic process in the form of
Markov process are implemented where the Markov process
is modeling a financial market. Using the Markov process,
data imitating series of observations is generated. Then, from
the point of view of an operations research analyst who
does not know the structure of the stochastic process but
knows only the series of observations, various problems of
optimization on time series have been investigated. Com-
putational experiments are implemented for different size
of data imitating the series of realizations and different
behavior of the operations research analyst. The results, that
is, the obtained optimal controls and their estimates on the
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given series of realizations can be compared with their “real”
efficiency, i.e., with the efficiency on the original Markov
process.

Certainly, such experiments cannot be considered as a
formal proof of efficiency of the presented method. Nev-
ertheless, from the point of view of their further utilization,
the results of the experiments seem to be essential.

V. CONCLUSIONS ANDFUTURE WORK

For the stochastic optimal control problem with discrete
time, the efficiency of solutions has been analyzed. Solutions
related to the values of the parameters of a stochastic
process determined by the method of optimization on time
series has been compared with the solutions related to the
parameters obtained using a common statistical method of
estimation. Parametric optimization problems for the cor-
responding continuous and discrete stochastic optimization
problems have been introduced and the related problems of
optimization on time series have been formulated. When a
sample size increases, the asymptotic properties of solutions
to the considered problems have been analyzed. Theorems
on the convergence of the optimal objective value of a
discrete problem of parametric optimization on time series
to the optimal objective value of the discrete stochastic
optimization problem have been formulated and proved.
The authors are intending to extend the obtained results
to stochastic decision-making problems for hidden Markov
processes.
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