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Abstract—We introduce a transmission control protocol with proportional plus derivative controller, based on nonusitre
a delay based congestion avoidance that utilizes a propoahal  path capacity and buffer storage estimators. As previgusly
plus derivative controller. The derivative part of the controller we use a control theoretic framework that ensures stability

is shown to be well suited to effectively control TCP sessian dl f . h teristi th it
given the relative shallow buffer space of network elementswe F€9ardless of Session characteriscs (path capacity @untir

demonstrate the competitive performance of the protocol \d open t"i.p time) and Ccross traffic aC.tiV?ty; we design a congestion
source based network experiments over a research network @an window regulation scheme within the framework of a TCP

the Internet. protocol, called TCP-Capacity and Congestion Proportiona
Keywords—high speed networks; TCP congestion avoidance; s Derivative - CCPD; we demonstrate TCP-CCPD per-
ﬁfgggrt_tiéigﬁgfglZsém:ﬁv%aggﬁ'ttr)éllgﬁt'mat'on’ path bottlaeck; formance“via a comprehgnsive set of open source bgsed
transpacific network experiments. The material is orgahize
I. INTRODUCTION as follows. Related work discussion is provided on Section
Recent advances in TCP protocols have departed framSection Il introduces the modeling and control thearet
window transmission regulation based on binary infornmaticapproach of the window regulation scheme, whereas section
into multi-bit information [2], [9]. Rich feedback inforntian |V reviews the path estimators used to implement the window
indeed holds the promise of better regulating packet tr&snyegulation. Section V describes the TCP-CCPD protocol, and
sion by reducing traffic oscillations typical of binary bdsesection VI addresses its performance evaluation. Sectibn V
control mechanisms. Moreover, recent advances in TCP flewidresses directions we are pursuing as follow up to thik.wor
probing have made available path estimators that may be 1. RELATED WORK
useful for regulating TCP traffic transmission [10]. TCP protocols fall into two categories, delay and loss
In our prior work, we have introduced a delay based TCFased. Advanced loss based TCP protocols, such as HS-TCP
window flow control mechanism that uses path capacity amthd Scalable TCP use packet loss as primary congestion
storage estimation, called Capacity and Congestion Pgobindication signal, performing window regulation as, =
- CCP [5]. The idea is to estimate bottleneck capacity antiw;_1), being ack reception paced. Mgstfunctions follow
path storage space, and regulate the congestion window sine Additive Increase Multiplicative Decrease strategythwi
using a proportional controller. We have shown that CCP haarious increase and decrease parameters. TCP NewReno and
competitive performance as compared with widely known TCBubic are examples of AIMD strategies. Delay based TCP
protocols, such as Reno and Cubic, outperforming them in theotocols, on the other hand, use queue delay information
presence of random packet loss scenarios such as in wirelsshe congestion indication signal, increasing/deangatie
bottlenecks. window if the delay is small/large, respectively. Exampdds
However, quite often path storage space is limited, dileese are TCP-Vegas and FAST TCP. CCP and CCPD fall
to shallowness of network elements’ buffers. In such casésto the second category, delay based protocols.
a large proportional gain parameter is needed to increaséilthough TCP-Vegas relies on estimates of round trip prop-
throughput performance, which increases the protocol aggation delay, its window adjustment function is of the form
gressiveness. Motivated by the shallowness of buffers én thy, = f(wx_1), paced by one rtt per adjustment [2]. TCP-
Internet network elements, in this paper we propose to addgas aims at keeping a small number of packets buffered
a derivative component to the proportional controller used in the routers along the path. Fast TCP, on the other hand,
regulate TCP congestion window. The idea is to react to theacks both minimum and average rtt values of a session, in
derivative of the available path storage space, in addition order to update the window, still viawa, = f(wg—1) function.
the absolute storage space value. When buffers are lirdtedilthough both of these algorithms can be tuned to convergenc
derivative component should help regulate better traffimin [6], parameter tuning depends on particular charactesisti
into the TCP session. of each session, such as propagation delays and link speeds
In this work, our contributions are as follows. We show thg7]. In contrast, CCP and CCPD both rely on a technique
feasibility of a window flow control mechanism based on #or dead-time delay systems to ensure stability regardhess
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characteristics of a TCP session [12]. This allows us to firfieom the intermediate node to the destination node, plugéhe
tune the algorithm’s parameters to trade throughput fok@ac lay incurred from the destination node back to the sourcenod
loss, without the danger of driving the system to instapilit  Therefore, RTT = Tt¢ + Ty is the round trip propagation
addition, CCPD derivative component allows a faster reactidelay incurred by a segment carrying feedback information.
to transients when buffer space is limited. Unique to CCPigure 1, a generic proportional controll&rp*(t) is depicted,
and CCPD window control is that they do not follow aather than a simple proportional controll&rp. In addition,
w, = f(wg—1) control law, which, together with built in a derivative componenid*(¢) is also depicted, acting on
stability mechanism, allows the protocols to be respongive variations of the input signal. The cross traffic rated{g),
cross traffic disturbances at widely different network sc@s hence variations ini(¢) represent cross traffic variations, or
and traffic conditions. disturbances, accounting for cross traffic impact on a TCP
[1l. PROPORTIONAL PLUSDERIVATIVE WINDOW session, whereas is the bottleneck queue size.
CONGESTIONCONTROL

We make use of the control theoretic approach of [3] to
design CCPD protocol. In what follows, we limit ourselves
to summarize the results needed for CCPD protocol design,
augmenting them with a derivative component.

A. Network and Queue Models d|_?|_|'_b|

The network consists ofV = {1,2,...,n} nodes and Fig. 1: Rate controlled flow model with &*(¢) controller
L =1{1,2,...,1} links. Each linki is characterized by: trans- We use a Smith Predictor [12] to ensure stability in large
mission capacity:; = 1/t; (segments/sec); propagation delapandwidth delay product paths regardless of the propation
td;. The network traffic is generated by source/destinati@nd derivative gain parameters used. Therefore, we suiestit
pairs (S, D), where S,D € N. To each (S, D) session, the controllerskp*(t) and Kd*(t) in Fig. 1 with controllers
there is a number of TCP sessions associated, each of wiidigh that the resultant system has a delay free feedbackioop
having a fixed pathp(S, D) over which all segments of cascade with pure delays [3]. The proportional plus devigat
a given session travel. Each source is characterized by dantroller plus the feedback loop predictor gives rise te th
maximum transmission speed, = 1/t,, dictated by its following input rate control equation:

P Kd*(t) d. (1)

Kp*(t)

Sdt

network interface card. _ o _ u(t) = Kd[B — x(t) — in_flight_traf fic(t)] + @)
We further assume that each switch maintains a single queue d
for all sessions exiting a given outgoing link. Let ;(¢) be Kd%[B —x(t) —in_flight_traf fic(t)]

the occupancy at time of the queue associated with link
andsession;, and B; ; a corresponding buffer size.
For the model of the dynamic behavior of each queue,

Eq. 2 implements a proportional plus derivative control ac-
tion with the difference that the actual queue level is iasesl

e . . .
assume a deterministic fluid model approximation of segmer?{ the amount of data transmitted during the last round trip

flow [11]. Considering the queue associated with the TC lay (m—fllgh?—tmffw(t))' F_mally, a d|§cret|zat|o_n of
. T the above continuous system yields the window adjustment
sessionT’C'P; at link ¢, if the level of queue occupancy at

. . o : equation as:
timetis z; (t), its input rateu; ;(t), :_:md cross traffic; ; (¢), wy = Kp|B — x5, — in_flight_segsy] + 3)
a fluid model of the queue system is given by: Kd
dw; ;(t) { w; () + di ;(¢) if z;; >0 1) PR—— [xg—1 + in_flight_segsi_1 +
dt max(0,ui j(t) +di;(t)) if 215 =0 —xp —in_flight_segsy]

B. Window Control Model where z, the buffer level at discrete timek, and
in_flight_segsy the number of segments transmitted in the

In order to control the queue leve(t) for a specific session, ;
last round trip delay.

we use a proportional plus derivative controller. LettiBgoe thoudah 7 . d ind
the size of the bottleneck buffer, we compute the differenlce'_o‘t ough our main interest is in TCP sender window regu-

between the buffer size and the current queue leyel This 210N, EQ. 3 can also be used to account for retransmissibns
difference, the erroe(t), is multiplied by a positive gaitic,, lost segments. This is because the window regulation scheme

so thatK,e(t) is the regulated input rate of tHEC'P source. itself does not distinguish between fresh and retr_gnsmﬁm—
In addition, a difference between the current queue leyel ments, as long as they are both accounted for bght_segs.

and the previously received queue lewét —t,) is multiplied ][\lonce that Eq. 3 is r?Ot f pure recurren_t zquatl_on,_of the
by a positive parametek; and added to the input rate. orm wy, = f(wy-1). Therefore, a current window size is not

Figure 1 depicts the block diagram of the continuous tim%Ok_aly dependent on the value of.t.he previoug window size,
y’:lS in most TCP protocols. In addition, theoretically Eq. 3

model of a TCP sessiorly; denotes the propagation dela Id diob d . - f
from the flow controlled source to the bottleneck queue, ggeuld need to be recomputed at a given minimum frequency,

mo;t conges_ted 'ntermed'at(:j' node, .wherE,a;ys th? prqpa- 1To be precisew;, depends on the values of all; within a full round trip
gation delay incurred by traffic carrying feedback inforioat tme, due to inflight_segs term.
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which would require timers associated with transport sticke .,  ©2PestICN2plusRTT=20Ims] onong . 2PESHIGN2PIUS RTT=190[ms]
that require locks for safe access. Instead, a TCP congestio iz —
avoidance implementation of Eq. 3 does not require timers; wils -
because, as soon as a control window worth of packets ig *** )
transmitted, no new packets are allowed into the network  sooo : 50000
until an acknowledgement is received. At that time, we can 0 0
recompute Eq. 3 appropriately. o w0 me w0 w0 w wo o w0 w0 W w0 wo em

We useKp parameter for throughput regulation, whereas & CCPD(2,.100):Rt=20msec b)CCPD(2,100); Rit=190msec
Kd is used to quickly respond to variations in path buffer ., _ ©3estIeN2plusRTT=20Ims] oo C2PeStIGN2PIUS RTT=190[ms]
space. That is, although large valuesiop increase session o i - '

throughput, segment loss may be experienced, depending og tils -

cross traffic behavior. Segment losses can be mitigated by — :

responding quickly to queue build ups viad parameter of 50000 50000

the derivative component of the controller. 0 0
Summarizing, window regulation through Eq. 3 allows for a R R

trade off between segment loss and throughput via parameter 9©CPP(4100); Rt=20msec  d)CCPD(4,100); Ru=190msec

Kp. Hence, tuning ofKp can be exercised for traffic engi- Fig. 2: Capacity estimation

neering purposes. For paths through network elements with

shallow buffers K d is tuned so as to provide quick response to _ o )

variations in available space. To end this section, we roantiHOWever, a precise estimation would be achieved only when

that the control window prescribed by Eq. 3 allows the TCie bottleneck buffer is full, so thatit,... is the rtt of the

sender to send a certain number of segments at line spetggment once stored at the last buffer slot of the buffer,

if wished, without impairing controllability or stabilitpf the otherwise the estimator will underestimate the buffer .size

session. This is indeed the typical behavior of a TCP sessié@ the other handytt,,;, may represent more than pure

Moreover, each TCP session sees its own buffer Biznd a Propagation delays, if during the (_estimation period the- bot

buffer level caused by its own traffic plus cross traffic on it8€neck buffer never empties. In this case, however, one may

path, caused by other TCP sessions and UDP traffic crossffgue that the extra buffer space, taken by a persisteficiraf
its path. is never available anyways, so this extra space is perceived

IV. PATH ESTIMATORS b . . - .

. . . y a TCP session as an additional propagation delay. Fig.
Eq. 3 requwes estlmqtors for bottlgneck buffer sizeand 3 report buffer size estimation results for short and lorig rt
buffer levelz. As the estimators used in this paper are a mof)%th scenarios, using twi, parameter values. Buffer size

accurate version of the estimators used in [5], in this eacti estimation accuracy does not depend on the parameter values

we simply summarize the description of the estimators, f%rsed. However, long rtt sessions result in larger buffee siz
completeness. '

. o estimation, as expected.
A. Capacity e_ﬂl matl_on _ _ ) bufsize,JGN2plus,RTT=20[ms] bufsize,JGN2plus, RTT=190[ms]
The capacity estimation method of our choice is based on ** vl T 1000

i

trial. i
800 !

1

ti

150000

100000 ;-

X 10%(bls)

150000

FR——

100000

X 10%(bls)

trial

packet pair dispersion [10] techniques. The idea is to nreasu = ials -
dispersion of the delay of packet pairs sent back to back ;

If both probing packets of size MSS of a packet pair sample
do not suffer any queueing delay, and the dispersion between

segs)
e
1)
s

(segs)

them isd, the slowest link capacity can be estimated as: ®o 100 200 o w0 w0 ®c 10 20 o o wo
O MSS @) a) CCPD(2,100);Rtt=20msec b)CCPD(2,100); Rtt=190msec

The capacity estimation method is described in detail inlf#] 200 mize'mNZPIUS'RTTTS[:T] e RGNS AT

this paper, we implemented a version of this method with high ., e — wial3

resolution clocks, which allows us more precision, as well a ¢ " 2

the bottleneck capacity estimation of a wider range of speed * T % o

Fig. 2 reports capacity estimation results for short andj ldh * T 100

path scenarios, using twi,, parameter values. We can See  °; i i mzmsm oo moso o s 1w 10 o0 290 30 %0 400

that capacity estimation accuracy does not depend on the rtt C)CCPD(A"100);‘;‘2?20”15% d)CCPD(4,1(()#On)0; Rt=190msec

nor the set of parameters used. Fig. 3: Buffer Size Estimation

C. Buffer level estimation
Let ritpq. andrity,;, be the maximum and minimum rtts | one tracks each segment rtt, the current buffer leve)
experienced by segments of a given session. A reasonakd@ be estimated by (t) = (rtt(t) — rttmm) x C. Since
estimator for the bottleneck buffer size would then be: Samp|e rtt values typ|ca||y include h|gh frequency Vadag',
B = C * (rttmaz — rttmin) (5) a smoothed average rtt valuél,(t) is used instead, so:

B. Buffer size estimation
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Regarding implementation cost, since no additional packet
. are used, there is no bandwidth overhead incurred by CCPD.
B(t) = O (rtts(t) — rttmin) (6) Regarding scalability, the protocol requires OS kernektisn
Fig. 4 report buffer level estimation results for short andf small enough granularity to detect time differences that
long rtt path scenarios, using twg, parameter values. Buffer scale with bottleneck capacity speed. We have upgraded
level estimation does depend on both the parameter valwes previous estimators’ implementation with high accerat
used, as well as the session rtt. clocks, where nanoseconds accuracy allows us to probe path
buflevel, JGN2plus,RTT=20[ms] buflevel, JGN2plus, RTT=190[ms] bottleneck capacity in excess of 100 Gbps.

i VI. PERFORMANCEEVALUATION )
We now report on a series of open source based experiments

on a high speed research network as well as the Internet
(5. The research network is used to analyze our protocol
Wi properties and performance in detail, as we are able toaontr

o w0 o w0 a0 sw w0 cross traffic and path routes. The Internet scenario is used t

riall

80 trial2 -

trial3
70 trial4
60 RDACI— 60

(segs)
(segs)

(@ rtt) (# rtt) . . P . ..
a) CCPD(2,100);Rtt=20msec b)CCPD(2,100); Rtt=190msec  investigate protocol feasibility on paths with realistioogs
buflevel, JGN2plus, RTT=20[ms] buflevel, JGN2plus,RTT=190[ms] traffic. We contrast the CCPD performance with two well

triall
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70y triald
trialp

triall
80 trial2
trial3
triald
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known TCP protocols: NewReno, with a loss based congestion
avoidance; Cubic, the Linux TCP algorithm of choice; and

CCP [5], our previous delay based congestion avoidance
protocol.

(segs)
(segs)

DAN

FAN

0 0
0 50 100 150 200 250 300 350 400 450 500 0 50 100 150 200 250 300 350 400
(# rtt) (# rtt)

c)CCPD(4,100); Rtt=20msec d)CCPD(4,100); Rtt=190msec
Fig. 4. Buffer Level Estimation

V. TCP-CCPDPROTOCOL
Our design follows the TCP framework: slow start, conges-
tion avoidance, fast retransmit, and fast recovery phagiés,
adaptations to capacity and congestion probing as follows:

o Slow Start : We use a plain TCP slow start mechanism
so as to focus on characterizing the performance of the
congestion avoidance mechanism proposed in this paper.
The only difference is that the bottleneck capacity angl pp controller parameters tuning
the buffer size estimation are passively performed during\we yse the research network scenario to tune CCPD pa-
slow start as well as during congestion avoidance.  rameters. We have selected a path with medium rtt, 40msecs,

» Congestion Avoidance 1n congestion avoidance, capachetween two machines in Japan, as a commonplace path.
ity estimators are updated continuously, so that the CCRiever, the control theory behind equation 3 ensures syste
session can track changes in the path characteristggpility regardless the path rtts and bottleneck capapieds.
due to cross traffic dynamics. In particular, a capacityaple | reports on 100MByte file delivery completion time
segment sample is set at every rtt interval t0 avoidr various Kp and Kd parameters. We have included CCP
interference between samples, provided that the contggkyits, for comparison. From these results, we have select
window is increased by at least two segments via Eq. &, — 2 and K'd = 100 as default CCPD parameters, as a

High accuracy clock helps accurate computation of thgadeoff between throughput performance and variance.
derivative component of the controller.

b) Internet Network Scenario
Fig. 5: TCP Protocol Evaluation: Network Scenarios

CCPD(2,100) | CCPD(2,1000) | CCPD(4,100) | CCPD(4,1000) | _CCP() | CCP@)

o Fast Retransmit and fast recovery : Duplicate acks [[ w1 | 207914 178721 193645 200458 | 566363 | 253034
. . trial 2 19615.9 240745 17046.9 16810.4 380839 | 236473

cause segments to be retransmitted. During retransmjssa 3 19162.0 15854.5 14419.3 20013.4 59176.1 | 22777.5

. . . : o trial 4 20054.5 161038 15288.4 18280.9 302645 | 357697
sion, the congestion window is maintained at the Sarrl]lelriaIS 20818.6 18916.6 26469.8 206253 16608.3 | 33574.1
avg 200885 18564.3 185178 193352 401538 | 282144

size until all segments transmitted during tha’F window TABLE I: 100MB delivery time(msec) : rtt=40msec
are acknowledged. Moreover, for each duplicate ack )

received, the congestion window is increased to allow tf Transport protocols’ performance with no packet loss
retransmission of the missing segment. During recovery,In this experiment set, we characterize the performance of
rtt measurements become problematic, since segmetiis TCP protocols when session path is clear of congestion
may have to be retransmitted several times, artificialgnd packet losses. Tables Il and Il show the completion time
increasing their rtt. Since CCPD relies on rtt measuref a file of 100MBytes delivered over the research network
ments, the protocol does not react to dupacks, avoidifgr short (20msecs) and long (180msecs) path scenarios.
estimators’ contamination with inflated rtt values. CCP is characterized fok, parameter, whereas CCPD is
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characterized for<,, and K4 parameters. In terms of transferis CCPD(2,100), arguably the least aggressive protocgurgi
speed performance, Table Il shows that all protocols perfor7 depicts the cwnd dynamic behavior of one of the long rtt
similarly for the short rtt and no packet loss scenario. Bogl trial for all protocols. We see that for all protocols exc&aP

rtts (Table Ill), we see that Cubic, CCP(4) and CCPD(4,10@nd CCPD, there is a large drop in cwnd size on every packet
are the fastest protocols, being the most aggressive TBs experienced. Because CCP and CCPD rely on estimators
congestion avoidance schemes. Hence, the least aggressiaéare not related with packet loss, but rather packetydela
protocols (Reno and CCPD(2,100)) perform poorly in longot affected by random losses, their performance do not get
rtt scenarios with no cross traffic. For better understagdiaffected by random losses significantly.

of the dynamics of the congestion avoidance, we include aln summary, two factors significantly affect the perfor-
characterization of the cwnd control window for a singledonmance of the protocols: packet loss level, and rtt size. For
rtt trial in Fig. 6. CCP(4) and CCPD(4,100) have similar cwndhort rtt scenarios and no packet loss, all protocols delive

dynamics over large rtts. similar completion time performance. For high packet loss,
WA 1557 e [ Sr@) | Coh) | CCPhaon) | Ccorbio0) long rtt scenarios require aggressive protocols for soperi
| Doy | Tees | Tmes | taes |  iaee oas performance, while short rtt scenarios favor less aggressi
mais | ireo | imas | im0 | 17sre |  Issms 12283 protocols in delivering faster completion time.
avg 1222.64 1317.36 1301.72 1267.72 1269.92 1227.8
3 . Reno Cubic CCP(2) | CCP(4) | CCPD(2,100) | CCPD(4,100)
. . . = ial 1 19781.9 1502.4 1849.3 2364.3 1295.4 1274.0
TABLE II: 100MB deI|very t|me(msec). 0 PER ! rit=20msec g::\z 17402.6 | 2082.8 | 1981.0 1728.1 1988.2 17112
trial 3 20899.0 3634.5 1596.4 1421.4 1623.7 1229.3
Reno Cubic CCP(4) | CCPD(2,100)| CCPD(4,100) trial 4 7699.5 | 17267 | 24630 | 3603.7 11443 1519.9
trial 1 2443835 23114.0 21548.3 34490.6 19117.5 trial 5 7047.1.2 1304.6 1198.5 1604.0 1508.7 1953.5
trial 2 | 44449.1 | 23197.8 | 21868.4 |  30846.7 22878.3 avg | 145660 | 20502 | 18176 | 21943 | 15120 15376
trial 3 | 443852 | 23134.4| 19116.3 29957.6 21982.2 TABLE IV: 100MB delivery t(msec):10~* PER; rtt=20msec
trial 4 | 44382.6 | 23117.9 | 21788.6 28430.8 22641.4
trial 5 | 44385.4 | 25043.9 | 21485.8 37542.3 23516.9 Reno Cubic | CCP@) | CCPD(2,100)| CCPD,100)
avg | 44397.2 | 23521.6] 211615 32253.6 22039.3 ial 1 | 133872.7 | 380544 | 242625 33819.9 232473
) : ; . . e trial 2 | 107217.8| 39091.7 | 21772.8 32684.9 22374.0
TABLE I1I: 100MB delivery time(msec): 0 PER ; rtt=190msec || -* 3 | 1178454 | es6176 | 242452 | 303359 213424
cwnd,RTT=190[ms],reno,loss=0[%] cwnd,RTT=190[ms],cubic,loss=0[%] trial 4 126682.7 | 45681.4 | 22435.5 29964.2 21837.4
700000 250406 o trial 5 | 118829.2 | 38538.0 | 22616.5 31382.9 23557.9
600000 2er0 walz - avg | 120889.6 | 45396.6 | 230665 31637.6 224718
500000 triald K
g 40000 — g iseros /'5/ TABLE V: 100MB delivery t(msec)10~* PER ; rtt=190msec
S S 0
& 300000 & 1e+06 i
e d,RTT=190| \ Al =0.01[% d,RTT=190| ,cubic,| =0.01[%)]
200000 500000 A_/" 700000 ewn [melreno tor;sl - el 1.4e+oscwn msl.cu lc::s el
100000 7 600000 tala - 1.2e+06 s
° 0 50 100 150 200 250 300 350 400 450 ° 0 50 100 150 200 250 500000 :::::‘51 - 1le+06 '-': :::::‘51 .
(secs) (secs) g 400000 @ 800000 ;
a) Reno b) Cubic & 300000 Z 600000 [
_ Ao _ o 200000 400000 }'I e
R cwnd,RTT=190[ms],ccp(4),loss=0[%] 2‘5E+Z\2/nd,RTT—lQO[mS],ccpd(zl,lolo),Ioss—O[/a] 100000 : j 200000 ,
triall it
2e+06 2e+06 :::g OO 200 400 600 800 1000 1200 1400 00 100 200 300 400 500 600 700
‘:EM (secs) (secs)
g 15e+06 g 15e+06 - e a) Reno b) Cubic
=3 =3
T 1e0s 1T 1e0e cwnd,RTT=190[ms],ccp(4),l0ss=0.01[%] cwnd,RTT=190[ms],ccpd(4,100),l0ss=0.01[%]
500000 500000 25e+06 triall - 25e+06 trial
trial2 - trial.
o o oz i -
0 50 100 150 200 250 0 50 100 150 200 250 trials - trials -
(secs) (secs) 7 LSe0s 1.5e+06
c) CCP(4) d) CCPD(4,100) 2 s
Fig. 6: Cwnd(t) without random packet loss : rtt=190msec 500000 500000
C. Transport protocols performance with random packet |oss o o
. . . (secs) (secs)
In this experiment set, we characterize the performance ¢)ccr@4) d) CCPD(4,100)
of the TCP protocols when the session experiences random Fig. 7. Cwnd(t) with random packet loss

packet losses. Tables IV and V show the completion time of a

file of 100MBytes delivered over the research network, whdd. Benchmarking CCPD against other TCP protocols

a 10~ packet drop (PER) is exercised by a link emulator In this subsection, we benchmark CCPD against Reno,
placed at the bottleneck link of the session, for 20msec a@dbic, and CCP TCP protocols. Two parallel TCP sessions
180msec rtt scenarios, respectively. CCP is charactefaed are initiated for the same file of 100MByte size, over the
K, = 4, whereas CCPD is characterized f&f, = 2,4, research network and Internet scenarios. We recall that the
and Ky = 100. In terms of transfer speeds, we see that atesearch Network has very little cross traffic. We collect
protocols completion time get severely affected by the packcompletion time performance for short and long rtt types of
loss, if compared with no loss results, except CCP and CCRBssion. Results are shown in Figs. 8 and 9. Each pair of
for long rtt scenario. For short rtt scenario, the protoauth bars indicate average completion time over five trials fon tw
most impacted file completion times are the most aggressisempeting TCP protocols. A range bar on top of the histogram
protocols, namely Cubic and CCP. The least affected protodiar indicates minimum and maximum values across the trials.
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As the two sessions come simultaneously into the netwok®CP outperforms CCPD for short rtt scenario. CCPD perfor-

their completion time performance are comparable.
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a) Short rtt scenario: rtt=20 msecs
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b) Long rtt scenario: rtt=190 msecs

mance over the Internet needs further investigation.

VII. FUTURE WORK

In this paper, we have introduced TCP-CCPD, a transmis-
sion control protocol based on control theoretical corgept
and window regulation based on TCP session estimators.
The protocol regulates traffic injection by tracking capaci
and congestion along the session path during the lifetime of
the session, an implementing a proportional plus derigativ
controller. The derivative component of the controlleoats
quick reaction to queue build ups. Preliminary experimenta
results have demonstrated CCPD competitiveness as cothpare
to widely used TCPs. We are in the process of generating more
extensive experimental results. In addition, we are ctiyen
studying a hybrid CCP/CCPD congestion avoidance mecha-
nism, which activates the derivative part of the contrafiely
in appropriate path scenarios. The goal is to guarantee best
performance regardless of the network path charactevistic
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