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Abstract—Smart decision making is based on data combined 
with analytics to improve decision-making. This paper examines 
several application areas of smart cities, and related data 
sources used for decision-making. Further, we present a review 
of analytical techniques used in earlier studies. In many cases, 
systems may make decisions on their own. Such autonomous 
systems may play an essential role in the development of smart 
cities. In other cases, the data can be combined with historical 
data or other open data sources to play a role as the foundation 
for decision-making. Our findings are presented as an analytical 
framework, which will be used for further empirical studies into 
this domain. 
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I.  INTRODUCTION 

This article is an expanded version of an earlier conference 
paper presented at ICDS 2018 [1], and offers an analytical 
framework for smart or (intelligent) decision-making in the 
context of smart cities. The framework is based on a review 
of literature, white papers and news sources covering the 
topic, as well as empirical data from a study on air quality 
monitoring. The analytical framework shows areas in need of 
further study and forms the basis for future research projects. 

The analytical framework shows areas in need of further 
study and as such forms a research agenda for (big) data 
analysis in a smart city context. The target audience for this 
work is mainly Information Systems (IS) researchers and 
practitioners.  

Smart decision-making uses a systematic approach to data 
collection and applies logical decision-making techniques 
instead of using intuition, generalizing from experience, or 
trial and error. 

“Smart cities” is a multifaceted concept and has been 
defined in many different ways; more than 100 definitions of 
smart cities have been analyzed by the International 
Telecommunication Union (ITU)’s focus group on smart 
sustainable cities [2][3]. The mandatory requirement for smart 
cities is to improve quality of life and achieve sustainable 
development (economic, social, and environmental) through 
the use of Information and Communications Technology 
(ICT) and intelligence [4]. Definitions emphasized the 
technological aspect of a smart city as being "a 

technologically interconnected city" or Internet of Things 
(IoT) using big data is promoted to achieve the efficiency and 
intelligence in managing cities' resources [5][6]. 

A smart city is a city that is characterized as 
“instrumented, interconnected, and intelligent” [7][8][9]. This 
can be conceptualized as three layers, as shown in Figure 1. 

These characteristics are enabled by the use of ICT, which 
constitute the heart of a smart city [10]. The “instrumentation” 
layer does data acquisition through sensor-based systems that 
provide real-time data through sensors, meters, and cameras, 
but also from social media and open data sources. The 
instrumentation layer enables capturing and filtering data 
from various sources for timely response. The inputs from the 
instrumentation layer are integrated and transformed into 
event-related information at the “interconnection” layer to 
provide rich insights for decision-making. The 
interconnection layer provides all forms of collaboration 
among people, processes, and systems to enable a holistic 
view supporting decision-making. At the “intelligence” layer, 
business intelligence and analytics are applied to the 
information provided by the interconnection layer and other 
city-relevant data and, then, the analyzed information is 
visualized to understand the city requirements and city 
policies, hence, make informed decisions and take actions. 
The intelligence layer is focused on deep discovery, analyses, 
and forecasting. These three layers that build up the smartness 
in a smart city are constructed by smart technology solutions 
and ICT infrastructure, such as IoT, big data, and the Internet. 

 
  

Intelligence layer 
 

 

          
  

Interconnection layer 
 

 

          
  

Instrumentation layer 
 

 

          
 Sensors Location 

data 
Social 
media 

Open data 
sources 

 

 
Figure 1. Three-layer model. 
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Regarding the intelligence layer that is concerned with 
decision-making, a review of studies on smart city and 
decision-making resulted in nine articles. This indicates that 
smart city and decision-making is an area that deserves further 
investigation on how to make a significant impact from big 
data [11]. 

In this article, we elaborate on smart or intelligent 
decision-making in the context of smart cities. Smart decision-
making relies on data and analytics to make better decisions. 
By using autonomous systems, the decisions can be 
implemented in real time. Human intervention can be reduced 
to oversee the decisions and take over if the system is 
malfunctioning. 

The primary focus of this article is on the instrumentation 
and intelligence layers, and the data sources and analytical 
techniques used for decision-making. The data is refined 
through the interconnection layer and processed by the 
intelligence layer to enable decision-making. The three-level 
model provides a systematic approach to collecting facts and 
applying logical decision-making techniques, instead of 
generalizing from experience, intuition (guessing), or trial and 
error. 

The rest of the article is structured as follows: Section II 
discusses methodology. Section III focuses on the 
instrumentation layer, including identification of common 
data sources. Section IV describes some selected smart city 
application areas. Section V presents an overview of relevant 
analytical techniques. Section VI presents our analytical 
framework. Section VII contains our conclusion, some 
limitations, and ideas for future work.  

II. METHODOLOGY 
The purpose of this article is to begin exploring how 

common application areas of smart cities use, analyze and 
visualize data. Data analysis and visualization are essential for 
decision-making and intelligence in smart cities [7]-[9]. 
However, our literature review reveals little research in this 
area. 

Figure 2 shows how data is analyzed and visualized. The 
analytics typically stores data for future use, e.g., for 
predictions. The visualization is used for human decision-
making. 

 

 
 

Figure 2. From data to decisions. 
 
Thus, an analytical framework outlining the possible data 

sources, analytical and visualization techniques could be a 

valuable contribution to decision-making, as well as for future 
studies in this domain. Our research question for this study is 
“Which data sources are applicable to the different 

application areas of smart cities?” and “which analytical 

techniques are available for analysis?” 
Data collection was done through several iterations. 

Initially, we planned on conducting this study as a pure 
literature review. However, there are few studies in this area 
so far. Using the Norwegian research library Oria (providing 
access to EBSCO, IEEE, JSTOR, PROQUEST and SAGE), 
we were only able to identify nine research papers (referenced 
in Table I) using the search phrases “smart city” and 
“decision-making” in the title. Thus, we had to rely on 
additional data sources and conduct a document analysis of 
industry white papers, as well as industry, technology and 
regular news sources. In addition, we applied existing 
empirical data from a previous study on air quality 
monitoring.  

This exploratory approach led us to three themes, which 
we summarize in Section III, Table I. Further, the examined 
news sources and white papers identified nine application 
areas of data analysis in smart cities; parking, speed 
monitoring, public transport, traffic, environmental 
monitoring, energy management, waste handling, crime 
prevention, and home healthcare.   

We conducted a second literature review round where we 
examined analytical techniques (intelligence layer). There 
were few, if any, studies explicitly combining smart cities and 
in-depth description of analytical technique, so we expanded 
our review and came up with 26 articles describing analytical 
techniques and methods relevant for smart cities. There were 
a lot more articles available, but the 26 we selected provides 
an overview of the most common methods and techniques. 
Snowballing from the reference lists of the articles revealed 
additional relevant references. We applied combinations of 
the following search phrases and keywords for the second 
round: “Big data analysis, tools, “research methods”, 
statistics, “data analytics”, “spatial data”. In addition to the 
research papers, we have also examined additional web 
sources (digital methods initiative, Github). In both rounds of 
the literature review, we read the abstract and conclusions of 
the papers in order to identify which papers were relevant. The 
number of papers reported is what we were left with after this 
process.   

For analysis, we have applied literature, findings from the 
air quality monitoring study, as well as data from industry to 
map potential data sources for each of the nine categories. 
This allowed us to create an initial framework of data sources 
for the nine identified categories.  

III. DATA FOR DECISION-MAKING 
At the instrumentation layer, data for decision-making 

may originate from many different sources. Laney [12] 
defines big data as data having high volume, high velocity 
and/or high variety. High volume refers to large amounts of 
data-demanding both specialized storage and processing. 
High velocity refers to streams of real-time data, e.g., from 
sensor networks or large-scale transaction systems. Finally, 
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high variety is about dealing with data from different sources 
having different formats. 

Big data may originate from sensors. Another important 
source for big data is the world-wide-web. Web mining can be 
used to retrieve unstructured data (text) related to everyday 
events happening in a city. In this context social media, such 
as Facebook and Twitter can provide information about 
problems and citizen sentiments. Many government 
organization and private companies offer open data sets online 
that can be used for analysis and decision- making. 

Marr [13] argues that the real value of big data is not in the 
large volumes of data itself, but in the ability to analyze vast 
and complex data sets beyond anything we could ever do 
before. Due to recent advances in data analysis methods and 
cloud computing, the threshold for using big data has 
diminished. 

A. Sensors 

Sensors and sensor networks are essential for smart 
decision-making. Sensors provide real-time information on a 
wide range of areas, such as weather, traffic, air quality, 
energy consumption, water consumption, and waste. Data 
from sensor networks are structured and easy to process, 
although different vendors and makers can introduce some 
difficulty. According to Cambridge dictionary, the word 
“sensor” means a device that is used to record that something 
is present or that there are changes in something. IoT is an 
infrastructure with interconnected units that may among other 
things act as sensor platforms. Botterman [14] defines IoT as: 

“A global network infrastructure, linking physical and 
virtual objects, through the exploitation of data capture and 
communication capabilities. This infrastructure includes 
existing and evolving Internet and network developments. It 
will offer specific object-identification, sensor and connection 
capability as the basis for the development of independent 
federated services and applications. These will be 
characterized by a high degree of autonomous data capture, 
event transfer, network connectivity and interoperability”. 
(p.12). 

B. Location data 

Location data places an object in a specific position. 
Location is important both for stationary and mobile objects. 
For mobile objects, location data comes from the Global 
Positioning System (GPS) or from triangulation of radio 
signals, e.g., belonging to a mobile network. 

C. Social media 

Another possible data source for smart decision-making is 
social media. Social media has been defined differently 
among scholars [15]. However, we adopt the definition by 
Kaplan and Haenlein [16]: “Internet-based applications that 
build on the ideological and technological foundations of Web 
2.0, and that allow the creation and exchange of User 
Generated Content” (p.62).  

Data retrieved from social media will mostly be 
unstructured (text, images, video), but also structured meta-
data providing additional information, e.g., tags containing 
author, content type, title, date/time and location. 

Unstructured data from social media may provide insight into 
the perceptions and sentiments of smart city citizens. 

D. Open Data Sources 

Open data is data that can be freely used, reused and 
redistributed by anyone - subject only, at most, to the 
requirement to attribute and share alike. Open data has the 
following characteristics [17]:  
• Availability and access: The data must be available as a 

whole and at no more than a reasonable reproduction cost, 
preferably by downloading from the Internet. The data 
must also be available in a convenient and modifiable 
form. 

• Reuse and redistribution: The data must be provided 
under terms that permit reuse and redistribution. 

• Universal participation: Everyone must be able to use, re-
use and redistribute - there should be no discrimination 
against fields of endeavor or against persons or groups.  

• Interoperability: The ability to interoperate - or intermix 
- different datasets (i.e., one piece of open material 
contained therein can be freely intermixed with other 
open materials). 

E. Decision-making in Smart Cities 

In the context of smart city, decision-making has been 
given less attention in the literature; Google Scholar found 
nine articles discussing decision-making in smart cities (See 
Table I). The nine articles investigated various aspects of the 
three layers described earlier. 

Studies related to the interconnection layer have 
highlighted various collaboration aspects that are important 
for smart cities. Ojasalo and Tähtinen [18] proposed a model 
of an open innovation platform for public sector decision-
making in a city. The authors identified three different kinds 
of relationships that are present and partly interwoven in open 
innovation platforms (i.e., governing, sparring, and 
collaboration). The proposed model helps in organizing the 
three types of relationships of an innovation platform with the 
city’s decision-making and external actors, by combining 
different decision-making cultures between the public and 
private sector. 

 

TABLE I.  MAPPING LITERATURE TO SMART CITY LAYERS 

Ref. Instrumentation 
layer 

Interconnection 
layer 

Intelligence 
layer 

Others 

[18]  X   
[19]   X  
[20]   X  
[21]   X  
[22] X    
[23] X    
[24] X X X  
[25]    X 
[26]    X 

 
At the intelligence layer, Eräranta and Staffans [19] 

discussed knowledge creation and situation awareness in 
collaborative urban planning practice, and how digitalization 
changes it. The authors argued that smart city planning is not 
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only a data-driven superlinear scaling practice, but an 
integrative and collaborative learning process facilitated by 
face-to-face interaction, advanced analyses and visualizations 
of available data, ongoing processes, and local history and 
stories. The authors brought in collaboration at the 
intelligence layer. 

At the intelligence layer, Passe et al. [20] attempted to 
understand human behavior and decision-making about the 
built environment within an expanding range of spatial, 
political, and cultural contexts. The authors emphasized the 
importance of participation by a broad range of stakeholders 
in making decisions for the future of smart cities. The authors 
argued for the need to consider social dynamics in addition to 
building-occupant interactions, which requires investigating 
multiple scales and types of data to create new methodologies 
for design and decision-making processes. This approach 
moves data collection, analysis, design, and decision-making 
away from hierarchical relationships and utilizes the expertise 
of all stakeholders. 

Also at the intelligence layer, Honarvar and Sami [21] 
talked about the various sensors embedded in different places 
of smart cities to monitor and collect data about the status of 
cities. Mining such data to extract valuable knowledge creates 
a challenge because various sources of data in smart cities are 
big, independent, heterogeneous and no semantic is integrated 
and annotated to them. The authors proposed an approach to 
leverage linked open data and semantic web technologies, 
data mining mechanisms, and big data processing platforms. 

At the instrumentation layer, Khan et al. [22] emphasized 
the role of citizen participation as an important data source for 
social innovation and co-creating urban regeneration 
proposals through innovative IT systems. Those IT systems 
can use open government data, visualize urban proposals in 
3D models and provide automated feedback on the feasibility 
of the proposals. Using those IT systems as a communication 
platform between citizens and city administrations offers an 
integrated top-down and bottom-up urban planning and 
decision-making approach to smart cities. In the same line, 
Foucault and Moulier-Boutang [23] proposed a governance 
model called “Smart City – organological”. The model 
consists of an adaptive device built around differentiation of 
smart sensors and tags to improve human decision-making. 
The device is taking into account both “physical sensors” and 
“economic and social sensors” to capture the explicit or 
implicit needs.  

At the level of the three layers, Nathali Silva et al. [24] 
expressed concerns about the continuous growth of the 
complex urban networks that is challenged by real-time data 
processing and intelligent decision-making capabilities. The 
authors proposed a smart city framework based on big data 
analytics. The framework operates on three levels: 
instrumentation layer (data generation and acquisition level), 
interconnection layer (collecting heterogeneous data related to 
city operations, data management and processing level), and 
intelligence layer (filtering, analyzing, and storing data to 
make decisions and events autonomously, and initiating 
execution of the events corresponding to the received 
decisions).  

Some other topics were studied in the literature, e.g., Gang 
and Yang [25] studied design issues to improve the 
intelligence layer of city emergency management. Kurniawan 
et al. [26] investigated the development and optimization 
possibilities of Makassar City smart operation room. The 
authors used fuzzy multi-criteria decision-making to illustrate 
the project priority rank and further to determine the 
alternative optimal option in conducting the project. 

IV. Application Areas 
In order to understand more about data sources and 

decision-making techniques, we have examined some 
common application areas connected to smart cities which 
were identified in the literature review (See Table II). The first 
four areas are connected to transport: 

• Smart parking 
• Speed monitoring 
• Smart public transport 
• Smart traffic 

The rest of the application areas represent the broadness of the 
smart city concept: 

• Environmental monitoring 
• Energy management 
• Waste handling 
• Crime prevention 
• Home healthcare 

A. Smart Parking 
Smart parking assists drivers to find a nearby parking spot. 

The information provided to the driver can have many 
different forms, from public displays placed next to roads to 
mobile apps directing the driver to a free parking spot 
[27][28][29]. 

Smart parking data is sensor based. Outdoor sensors may 
be magnetic sensors located in capsules embedded in the 
ground, detecting the presence of a car, or cameras detecting 
if a parking spot if free or not. Indoor parking spots may 
instead have infrared or ultrasound sensors to detect the 
presence of cars. 

Smart parking may also include payment solutions based 
on mobile phone apps, use of SMS, or dedicated devices like 
SmartPark™ [30]. The payment solutions may give the user 
the opportunity to pay for time actually used instead for 
paying for a fixed time period. 

Smart parking sensor data provides information to city 
planners and car park companies about the occupancy of 
parking spots over time. The collected information can be 
used for decision-making regarding the construction of new 
parking sites, and to decide on pricing. 

B. Vehicle Speed Monitoring 
Vehicle speed monitoring warns drivers about their 

driving speed. The idea is to make drivers slow down if they 
are driving at excess speed. Speed monitoring units may be 
stand-alone, but state-of-the-art units are connected to the 
Internet and provide real-time information on driving habits 
[31]. 
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Several technologies have been demonstrated for vehicle 
speed monitoring including the use of cameras, RADAR, 
LIDAR, and underground sensors [32]. A measurement 
station is put in a fixed position, and excess speed is shown on 
a display device. 

Another approach is to install mandatory units in all 
vehicles. The driver can then be alerted of excess speed 
directly by the unit. Such units can also upload speed data 
through some kind of network [32]. 

(Some GPS devices warn the driver about excess speed, 
but such data are not relevant, since data are not uploaded for 
use by traffic authorities.) 

Vehicle speed monitoring data can be used by traffic 
authorities and police to decide on traffic control locations. 
Such data can also be used to implement speed reducing 
measures, such as speed bumps or traffic lights, and even 
control such measures in day-to-day operations. 

C. Smart Public Transport 

One essential measure to reduce environmental footprint 
is to reduce car traffic, in particular the use of private cars. 
Well-developed public transport infrastructure can be an 
incentive to reduce traffic load. Car owners may also be 
discouraged by the toll charges or congestion charges 
implemented in many cities. 

Smart public transport uses technology to provide public 
transport users with a better user experience [33]. Use of 
sensors and GPS technology can provide real-time data on 
arrivals and departures of public transport vehicles. 

Smart ticketing solutions may use smart cards or mobile 
phones equipped with Near Field Communication (NFC) to 
make ticketing more efficient from a user point of view [34]. 

Online route planners may help users choose the most 
efficient route from one location to another location. 

The data collected from smart public transport can be used 
for real-time situation reports and may also be used by public 
transport planners to adjust timetables, change routes, create 
new routes, and adjust fares. 

Social media may be mined to find citizen perceptions of 
the public transport system. 

D. Smart Traffic 

Smart traffic is about using technology to ensure more 
efficient traffic management. Traffic management may use 
road lights and signs to optimize traffic flow in real time [35]. 
Commercial car navigation systems provide information on 
fastest and shortest routes. Some navigation systems collect 
information from other cars real time to detect bottlenecks and 
provide alternative routes. 

Data may come from sensors embedded in the roads. The 
most common technique is to detect traffic density by 
embedding coils under the road surface to pick up passing 
cars. Alternatives are to use cameras or radar technology to 
detect traffic. 

Data may also come from the vehicles themselves, by 
using radio transmissions or a cellular network [36]. 

The data collected may be used by the city-administration 
for road-planning, adjusting intervals of traffic lights. Data 

can also be used by transport companies to decide on best 
schedules for pick-ups and deliveries. 

Mining social media may provide some information on 
how citizens experience traffic situation.  

E. Air Quality Monitoring 

Monitoring air quality and other environmental 
parameters are the important for decision-making. Some cities 
are enforcing restrictions on traffic when pollution levels 
reach a certain threshold [37]. 

In most cases, the air quality monitoring is done by fixed 
monitoring stations located throughout the city, but may also 
be done by mobile handheld units, or units installed in cars. 

Measurements include gases: CO, CO2, NOX, and dust 
particles, normally 2,5 PM and 10 PM. 

Collected data can be combined with other data sources, 
e.g., meteorological data, to provide real-time situation reports 
and make forecasts for future pollution levels. Data can be 
visualized and be made available to the public. Such data is 
particularly valuable for citizens with respiratory problems. 

Social media may be mined to find citizen perceptions of 
air quality.  

F. Energy Management 

Smart power grids contribute to better energy 
management and reduced environmental footprint. An 
essential part of the smart grid is smart meters. Smart meters 
are devices that continuously measure the power consumption 
of households and buildings. Household appliances can 
communicate with the smart meter to schedule activities when 
the load on the power grid is low. The smart meters also 
communicate with energy management systems to optimize 
energy consumption [38]. Buildings can also take part in 
energy production through the use of solar panels and other 
alternative energy sources. 

Sensor data may be combined with location data and open 
data sources to make forecasts. Social media data plays a 
minor role in the context of energy management. 

G. Waste Handling 

Sorting waste materials for recycling has become common 
practice. Garbage collection can be improved by only 
collecting waste when necessary. “Intelligent” waste 
containers can report their state of becoming full and get 
included in the schedule of trucks collecting the waste 
[39][40][41]. 

The recycling process itself can provide valuable data on 
types and amounts. 

Data from the waste collection process can be used to 
decide on container size and pick-up patterns. Data may also 
be made public to show timeliness and efficiency of the waste 
handling, from garbage collection through recycling. 

Social media data mining can be used to detect sentiments 
about garbage collection. 

H. Crime Prevention 

Crime prevention is about allocating police resources to 
areas most likely to get victims of crime, but also to find out 
where to establish surveillance by video cameras and other 
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means. Home or business security systems may discourage 
criminals and prevent crimes from being committed. 

Data used for crime prevention will mostly be formerly 
reported crimes combined with open data sources, e.g., 
demographic data, property values, income levels of citizens, 
street light coverage, etc. [42][43]. 

Social media may be mined to find indications of 
unreported crimes. 

I. Home Healthcare 

Home health care is an important measure to enable 
healthcare patients to live in their homes as an alternative to 
nursing homes, and thereby reducing the burden on the 
healthcare system. Technology is important for patients to feel 
safe and to manage their health conditions. Safety alarms alert 
healthcare personnel about emergencies including fall 
detection. The safety alarm may have a built-in GPS device to 
provide healthcare personnel with the current location of the 
patient. Vanus et al. [44] describe how different sensors can 
be used to detect daily living activities in smart home care. 
Mshali, Lemlouma, Moloney, and Magoni [45] made a survey 
on health monitoring systems for use in homes. Smart 
medicine dispensers can alert the patient to take medication, 
and also notify healthcare personnel that medicine has been 
retrieved from the dispenser [46]. Sensor platforms are also 
used to monitor chronic diseases to make sure patients receive 
proper care [47]. Sensors may detect changes in medical 
conditions before the patients become aware of the change 
themselves [48]. Such data are important to make home 
healthcare smarter. 

Open data may be used for planning purposes, e.g., 
statistics about the demography and increase of certain 
medical conditions. Social media does not play any significant 
role in home healthcare. 

Table II summarizes the data sources applied in the 
different studies mentioned above. 

TABLE II.  MAPPING APPLICATIONS TO DATA SOURCES 

 
Application 
areas 

Data sources 
Sensor data Location 

data 
Open data Social 

media data 
Smart 
parking 

X X - - 

Speed 
monitoring 

X x - - 

Smart 
public 
transport 

X X - x 

Smart traffic X x - x 
Air quality 
monitoring 

X x X x 

Energy 
management 

x x x - 

Waste 
handling 

X X - x 

Crime 
prevention 

- X X x 

Home 
health care 

X x x - 

 
X   major data source 
x   minor data source 
-    not applicable 
 

V. ANALYTICAL TECHNOLOGIES, METHODS AND 
TECHNIQUES 

There are few research articles on big data in smart cities 
that are explicit about the actual methods, technologies and 
techniques being used for data analysis, so we had to rely on 
more general themed big data analytics articles. In this 
section, we provide an overview of these and attempt to link 
methods with application areas. In an overview section such 
as this, there is only room for a brief overview of each 
individual technology and method. For in-depth descriptions, 
we refer to the individual articles and papers referenced. 

A. Technologies for storage and retrieval 

Our literature review of big data analytical tools returned 
a lot of hits covering not so much methods as technologies. 
The reason for this is that big data requires somewhat different 
approaches in terms of storage and retrieval. Large amounts 
of data and the need for effective and selective filtering and 
retrieval are some of the challenges these technologies attempt 
to address [49]. For smaller data sets traditional techniques, or 
combinations of new and old, are just as appropriate. For 
example, software such as MS Excel can handle sheets of up 
to 1 million rows [50], and SPSS remains a powerful tool for 
statistical analysis.  

Key technologies for big data include cloud computing, 
distributed file systems and distributed programming 
environments, as well as new database technologies such as 
NoSQL and NewSQL [51]. Cloud computing and associated 
technologies have the advantage of being scalable and 
flexible, and No/NewSQL databases have more flexible data 
structures and rules compared to traditional SQL databases, 
allowing for easier filtering, storage and retrieval of data [52]. 
As big data is often un- or semi-structured, there is a need for 
technologies that allow for redundancy and novel 
combinations of data for exploration and analytical purposes 
[53].  

A typical package for big data analysis would include 
Apache Hadoop, using a file system such as HDFS for 
distributed storage, combined with a NoSQL database [54]; 
[55][56]. NoSQL databases can further be divided into  (at 
least) four categories [57]:  
• Key-value, where each value corresponds to a primary 

key, offering a simple and powerful structure for handling 
big data.  

• Bigtable or wide-column, a more structured approach 
capable of handling large and complex data sets.  

• Document, where entries as stored as documents rather 
than relations, and  

• Graph, which stores information about nodes and their 
relations. 

Each category has different use cases, which are beyond 
the scope of this section. Details can be found in the following 
referenced papers: Apache HBase and Cassandra are a few 
examples of popular Wide-column databases [58][59]. Oracle 
Berkeley [60] is a popular key-value database, where a 
previous iteration was involved in the first Bitcoin 
implementation. Mongo DB is a popular document database, 
where data is stored in documents rather than records, 



33

International Journal on Advances in Intelligent Systems, vol 12 no 1 & 2, year 2019, http://www.iariajournals.org/intelligent_systems/

2019, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

allowing for easily changing the data structure and varying the 
fields recorded for each piece of data.. Users include Amazon 
and Adobe [61]. Finally, Neo4J is an example of a graph 
database,  used for areas such as bioinformatics, recommender 
systems and network graphs [62]. 

Distributed storage of data introduces some challenges 
related to processing and retrieval of data, which is where the 
map/reduce paradigm comes into play [63]. In short, 
map/reduce provides a programming model which creates a 
set of key-value pairs between records, regardless of where 
they are located in the distributed file system.  

When the core technologies (file system, storage, 
database) are in place, the next layer is the analytical methods 
and techniques applied to analyze data.  

B. Analytical methods and techniques 

The literature review shows that there are many analytical 
methods in use, ranging from traditional statistical analysis to 
a plethora of machine learning methods and algorithms. There 
are also a few papers with a more critical perspective, warning 
researchers to not become deterministic and blind for the 
social construction of algorithms, but rather pay close 
attention to ethics and approach data-driven methods with a 
critical attitude and a thorough understanding of both domain 
and context [64]. An on-going survey from the Universities in 
Nottingham, Oxford and Edinburgh [65] is currently 
examining this, presenting respondents with case studies 
showing the outcome of different algorithms, and asking them 
to reflect on these different outcomes. We suggest that 
researchers from both academia and the private sector apply 
the same ethical and critical perspective to big data analysis as 
they would any other research project, and critically examine 
the fit between research question/hypothesis and the method 
being applied. 

1) Statistical methods  

Several papers combine Big data platforms with 
traditional statistical analysis. A study of terrorist ideology 
and attack type used a Hadoop platform to combine the global 
terrorism big data set with Google news data about terrorist 
attacks. The data was analyzed in SPSS using descriptive 
statistics and correspondence analysis [66]. A similar 
approach was applied to a study of electric vehicle customers 
[67]. However, for data sets that are “true” big data, with 
millions of cases, traditional statistical methods such as 
correlation will often show significant results between 
variables even where there is no real-life correlation, due to 
the sheer volume of data [68]. 

While traditional statistical methods have been 
successfully applied, several scholars point out that big data is 
often recognized by being unstructured and difficult to 
organize in variables such as we are used to from traditional 
statistical methods. Thus, new methods have emerged, such as 
sentiment, network, various link and content-based analytical 
techniques, and of course machine learning [69]. The 
remained of this section will provide an overview of some of 
the most commonly used methods. An excellent place to start 
could be the wiki of the Digital methods initiative [70], a 
collection of methods for digital research run by a consortium 
led by the University of Amsterdam. 

2) Text analytics and Sentiment analysis 

Text analytics, or text mining, refers to a set of methods 
for extracting and analyzing text-based content from news 
media, social networks, e-mails, blogs etc. [69]. One example 
using a set of text analytics methods is a study of hotel guest 
experiences, where guest ratings were analyzed to extract 
factors that were of particular importance to hotel guests [71]. 
Methods for text analytics include traditional content analysis 
[72] or various forms of discourse analysis [73], counting 
techniques such as word frequency, word count, word clouds 
[71]. Sentiment analysis has become a popular method in 
many areas such as politics [74][75], business and marketing 
[76]. Sentiment analysis is a classification process where 
words and phrases are classified as positive or negative in 
order to analyze public opinion on various things such as 
brands, political parties or current issues. Sentiment can be 
classified using pre-coded lists of words and phrases or as 
supervised machine learning [77].   

3) Social network analysis 

It is said that the Internet and social media has contributed 
to our current age being called the network society, as more 
and more of our lives can be seen as parts of a network [78]. 
Our Facebook and Twitter friends, LinkedIn contacts and the 
websites we follow, connect ideas and opinions. Social 
network analysis examines how information flows through a 
complex network and allows us to visualize and analyze 
networks by examining the connections and attributes of 
connections between nodes [79]. The basic use of network 
analysis is to identify patterns of interaction among the 
participants in a network. Typical variables measured are: 
Degree: The number of participants a given participant 
interacts with, can be split into receiving (in-degree) and 
sending (out-degree) messages. High degree levels indicate 
strong networks and community. Centrality: How important a 
participant is to the network. Measured as closeness (the 
number of nodes between two participants), betweenness 
(how each participant helps connect other participants), and 
eigenvector (how well a participant is connected to other 
active participants). Clustering: The degree to which a set of 
participants form a group within the network. Density: The 
proportion of actual vs. potential connections within the 
network [80].  

  Social network analysis can for example be applied to 
understand how information flows between actors, such as in 
the study of disaster management after the Louisiana floods 
[81], or combined with graph databases when creating 
advanced recommender systems [82].  

4) Spatial analysis 

Combining data and location is a powerful analytical tool 
that has been around for a long time. In Utah, data from health 
records and environmental records were combined and used 
to predict areas likely to see more cases of cancer [83]. A 
similar study from Scotland combined geographical and 
demographic data to examine mortality rates in different parts 
of the country [84].  

These and a range of similar studies rely on traditional 
compiled registry data, which by itself is a powerful tool. 
However, adding data sources such as sensors, data mining of 
the Internet etc can improve the predictive power of these 
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models, for example in fields such as epidemiology, 
transportation, flooding and environment/climate studies. 
Using sensors from cars to collect data along with traditional 
registry data such as traffic congestion statistics, researchers 
were able to create a detailed spatial distribution of Carbon 
emissions in China [85]. Another study combined 
geographical data with accident statistics, data from taxis, 
public transport, and social media to create a predictive model 
of traffic accident hotspots [86].  

5) Machine learning 

Artificial intelligence and machine learning are some of 
the most talked about issues in current science. At its core, 
machine learning involves creating software that improves 
through experience, by being shown some examples which are 
run through various algorithms, allowing the software to learn 
“by itself” [87]. Machine learning is the preferred method for 
development of software for computer vision, speech 
recognition, natural language processing, robot control and 
more, and has also become prevalent in sciences ranging from 
biology to the social sciences [88], as big data is making 
traditional methods more difficult.  

At its core, machine learning consists of feeding data to a 
piece of software and applying various algorithms (step-by-
step instructions) to make sense of the data [89]. There are 
hundreds of techniques and even more algorithms for machine 
learning, but all the different techniques can be categorized 
into two categories: Supervised and unsupervised [89]. A 
review of machine learning literature found 156 supervised 
and 46 unsupervised algorithms tested in 121 different studies 
[89]. 

Supervised machine learning involves feeding data to an 
algorithm along with a set of labeled “training data” [90]. For 
example, sentiment analysis could be conducted by manually 
coding a data set and feeding this to an algorithm which would 
then use the example data to continue coding more data. In 
order to verify the model, several iterations of evaluation are 
needed to calculate accuracy [90]. 

 Supervised learning techniques include the following:  
• Regression: for calculating the relationships between 

variables (several algorithms for big data regression).  
• Classification trees: Where variables are split into 

multiple dimensions to form a tree structure.  
• Ensemble learning/aggregation: Additional training 

techniques to ensure the accuracy of tree models.  
• Support vector machines: Another method of 

classification.  
• Neural networks: Often used for learning purposes such 

as speech recognition or social networks, Neural 
networks are made up of nodes and connections receiving 
and sending signals. Originally modeled on the human 
brain, but has since branched out in many directions.  

• Nearest neighbors: Used in pattern recognition, 
regression and classification. For example, given the 
length of petals for a set of flowers, the algorithm can 
identify the different types of flower [89].  

Unsupervised machine learning on the other hand, does 
not involve any manual coding. Data is fed unlabeled to the 
algorithm in order to make sense of it [89]. Some of the 

popular techniques include Clustering, where the purpose is 
to find connections between variables. Clustering is a popular 
technique in marketing and recommender systems, as it can 
discover what people with a certain set of characteristics 
typically buy or are interested in. Combining demographic 
data, purchase data, interests, or text from the news articles we 
read are typical data sources [91]. Another popular technique 
is dimensionality reduction, where the objective is to reduce 
the number of variables under consideration. For example, 
sensor-based location data can come from a number of 
different sources, with each source providing overlapping 
information. Dimensionality reduction can help reduce the 
number of variables into one “position” variable [92]. 

The methods reviewed in this section are summarized in 
Table III. 

TABLE III.  ANALYTICAL METHODS AND APPLICATIONS 

Method Techniques/application 
Social network 
analysis 

Identify attributes, relations and networks (of networks) 

Sentiment 
analysis 

Identify negative/positive opinions related to a 
topic/case/issue 

Spatial data 
analysis 

Combine data and location to visualize where something 
happens/could happen 

Statistical 
analysis 

Find relations between variables 

Machine 
learning 

Unsupervised 
techniques  

Find connected variables. Reduce 
dimensions (variables) providing data 
on the same thing. 

Supervised 
techniques 

Classification and regression 
(relations) between different variables. 
Pattern recognition. 

 
VI. ANALYTICAL FRAMEWORK 

The purpose of our case studies is to examine data sources 
and methods used to analyze data. Seven examples of smart 
city applications show the importance of sensor data, but also 
the opportunities for using open data sets combined with 
sensor data to improve analysis and enable forecasting. Web 
mining and social media have limited use in these cases, but 
can be used to alert city administration about potential 
problems and sentiments. 

The crime prevention case does not rely on sensor data, 
but on reports of crimes. Combining different open data sets 
can provide better insight related to crime prevention. The 
reported crimes can provide patterns, but combining data sets 
may shed light on underlying factors, like property values, 
incomes, absence of street lights and other factors. 

In this study, we have examined mainly the 
instrumentation and interconnection layers, finding a set of 
data sources used in different smart city application areas, as 
shown in Table II. 

When we map these findings to the three layers in Table I, 
we have the outline of an analytical framework as shown in 
Figure 3. The resulting analytical framework may guide future 
research efforts in the field. 

Existing research and white papers provide examples of 
how big data can be applied for decision making, but as our 
framework shows, there is a need for both synthesizing 
existing studies as well as conducting new empirical studies 
to create a roadmap for decision-makers. 
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Figure 3. Analytical framework. 
 

This roadmap would list relevant data sources and 
analytical techniques for different users and contexts. The 
framework forms a possible foundation for future studies in 
this area. 

VII. CONCLUSION, LIMITATIONS AND FUTURE WORK 
In this article, we used nine common application areas of 

smart cities to explore their use of data. We examined relevant 
data sources, and their use. Data collected from sensors are 
very important for seven of the chosen application areas. Open 
data is often a valuable supplement to collected data. In some 
cases, location data are combined with other types of data. 
Social media data mining may play a role to show user 
perceptions and sentiments. 

The collected data need to be processed and analyzed to 
be useful for decision-making. 

Data will often be used for automatic decision-making. In 
eight of the chosen application areas, we found examples of 
data used for automatic decision-making: 
• Smart parking: Automatic update of displays directing 

drivers to available parking spots. 
• Speed monitoring: Automatic regulation of traffic lights, 

or even photographing speeding vehicle to issue a speed 
ticket. 

• Smart public transport: Automatic updates of screens 
showing arrival and departure times. 

• Smart traffic: Automatic control of signs and traffic lights 
to redirect traffic. 

• Air quality monitoring: Automatic alerts to citizens in the 
areas, through signs or SMS service. 

• Energy management: Automatic start of household 
appliances, based on grid load. 

• Waste handling: Automatic updates of garbage truck 
schedules based on amount of garbage in each container. 

• Home healthcare: Automatic requests for health care 
personnel to look into changing medical situation for 
patients living in their own homes. 

For strategic and long-term decisions done by humans, the 
results of the processing and analysis need to be visualized in 
a meaningful way, e.g., through graphs, bar charts, pie charts 
often combined with a map or even embedded in a Geographic 
Information System (GIS) front-end. 

However, researchers analysts should be aware that 
algorithms and methods are social constructions, and that the 
choice of algorithm and method in some cases will influence 
the outcome of research. Careful ethical and methodological 
considerations should therefore be considered when planning 
and implementing an analytics project.  

This article studied application areas of smart cities and 
methods for data analysis to examine use of (big) data. The 
study is not exhaustive. We used example of application areas 
from literature, but as “smart cities” have ambiguous 
definitions, we may have overlooked some areas. Further, as 
we had to start examining white papers from industry it is 
likely we have missed interesting data from relevant sources 
even after our rigorous search in the most well-known big 
data/analytics companies. 

A. Future research challenges 

Finally, we would like to present some future research 
challenges derived from this literature review of smart city 
and data analytics.  

Consolidation: Data analytics and smart cities are both 
new and intertwined fields, with research coming from both 
highly technical and (some) organizational fields. There are 
few studies that combine a technical solution with a thorough 
field test and case study. Thus, we argue there is a need for 
consolidation of the field, in order to move it towards the 
mainstream. City managers need off the shelf tools and simple 
processes in order to make use of analytics. 

Analytical methods: We have attempted to summarize 
the analytical methods identified in literature in Table III. 
However, further work is needed in order to classify these 
methods for managers and the organizational level. Most of 
the literature on these methods were written for a technical 
audience, requiring skills that decision-makers may not have.  

Application areas: The list of smart city application areas 
was selected based on the literature review. There are many 
other application areas, but the selected areas were considered 
to provide good examples on both data sources and analytical 
methods. Future work may include even more application 
areas.   

Actors and process: In our framework (Figure 3) we 
include actors and process (including context) as factors. Few 
of the studies included in this review address these in detail, 
except brief mentions of the actors involved. As context is 
important in technological implementations, there is a likely 
need for more in-depth studies of how process and 
actors/stakeholders influence/are influenced by, the analytical 
process. 

Finally, we intend to investigate further the use cases for 
smart cities’ use of analytics and big data, so that we can 
present a comprehensive model of possible combinations of 
data sources, actors and contexts, and analytical techniques. 

For practitioners and researchers with little technical 
background, a handbook of methods, techniques and use cases 
would be a valuable tool that could potentially improve and 
simplify data analysis strategies and outcomes. 
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