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Abstract—Designing advanced cognitive technologies and

applications requires a formal ontology, such as & Model for
Cognitive Sciences (MCS), the theoretical foundatic now
proposed for automated cognition, cognitics. Cogriin has the
ability to create and deliver pertinent information. Discussion
is made in the current paper of a number of cognitie notions
including those of reality, time and revisited “sped”, change
and discontinuity, innate and learned behaviors, asvell as the
human-inspired basics of communication in a groupThese
newly defined notions conveniently complement thexesting
MCS ontology. Notions are delineated in conceptual
frameworks and can moreover be made operational, géoyed
in the real world, for validation purpose and for the benefit of
users. All these elements confirm the rightness @ur current
approaches in solving concrete Artificial Intelligence problems
and this is illustrated below by some concrete exagptes taken
in domestic context, including robots capable of &ning.
Cognition would not make much sense per se, and thEaper
also shows how it can be implemented in the real wid,
notably using our Piaget proprietary environment fa
development and programming of smart robotized sysims.
Experiments prove that the resulting smart systemsan indeed
successfully operate in the real-world, and in paitular
interact with humans, performing with large quantities of
cognitive components: knowledge, expertise, learnin etc. The
guantitative approach of MCS and the operationalizéion of its
cognitive concepts in real-world systems allow asel for a
fruitful dialogue about core issues in philosophy s an effective
design and realization of smart systems for the befit of
humans.

Keywords - cognitive robotics; MCS ontology for cognition;
cognitics; cognition; time; cognitive speed; discontinuity; reality;
innate behavior; communication basics

l. INTRODUCTION

In the early days of signal processing, in tecHrtie=ns,
information was neatly provided by some transnstter
typically originating from some other electronic vites,
control panels, microphones or sensors. Machineebas
sources of information were limited to signal geters,
such as for sine waves or pseudo-random sequences.

Things have now become much more complex and
cognition is the new domain to domesticate, wheminent
information is autonomously created by expert agéetg.,
[3]). It is with this very relevant goal that theQ® theory for
cognitive sciences has been created (Model for iflogn
Sciences [4] [5]. See also the cognitive enginé&igire 1,
the cognitive concept pyramid of Figure 2, and mhetric
system of Figure 3). The material published so Has
already brought interesting benefits in terms of
understanding the core cognitive properties, as®pss
guantitatively their values, and allowing for camsing
implementation of cognitive robots in selected arféq

V/ s d

Artificiai Qi C°9nition
Cognitive
Systems

storage ﬂ

information

Figure 1. Cognition and, effectively, cognitive systems, wilofor
generating relevant information, exactly similapte-stored information -
when the latter is available. Some kind of cogeitengine is necessary
(e.g. human-based or artificial, implemented on hirses).

Traditionally, people have developed context-depahd
cognitive indicators (e.g., for expertise, Elo fsifor chess-

The current publication extends some of our pasplayers, Association of Tennis Professionals poifus

published works, and in particular largely revighe recent
paper [1], adds a new presentation of the concepts
cognition and time, discusses significant links wesn
cognition and philosophy, as well as addressesth#enge
of implementing cognition in the real-world.

In the past century, a major step in evolution basn
made when information has been formally defined §2id
infrastructure has been provided for communicatard
processing of information in a massive scale.

tennis-players, grading systems in schools, ord@es), but
unfortunately, beyond the case of information, rtbeo
work, in our knowledge, has addressed the formal,
technically-prone definitions of cognitive entitiewith
associated units.

Figure 2 schematically presents the main cognitive
entities in MCS theory context, and Figure 3 presehe
equations for their quantitative assessments. kebniefly
review their definitions.
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The top group is green, referring to MCS essentialsfor example c-speed (1/s unit) is not the usugdldeement,
Knowledge is, for an agent (human or possibly maehi motion speed (m/s unit).
based) the property to deliver the right informatiiuency,
the cognition speed; expertise, the property toiveel ) )
information right and fast, the product of knowledgnd Information: n = 3p, log,(1/p)) [bit]
fluency; learning, the ability to increase expertigvels; Knowledge: K =log,(n,, 2™+1) [lin]
intelligence, the capability to learn, and quatitiy, the Fluency: F=1/At [s]
ratio of learning to experience; experience, theowam of ) )
information witnessed in terms of input and output Expertise: E = KF [lin/s]
associations (“examples”, “experiments”); complgxithe Learning: AE = E(t,)-E(t,); >0 [lin/s]
amount of information necessary to exhaustivelycdies an Experience: R=r(n +n ) [bit]
object; abstraction, the property of delivering sles ) in - out .
information than it is incoming; concretizationtie inverse Intelligence: 1= AE/AR [lin/s/bit]
of abstraction. relative Agility:  Ar=T/T
i Fluency'land communication delays
T:Reaction time of target system, to be controlled
> (<] / !
g g /i Intelligence / / Figure 3. Equations for assessing quantitatively the corepgmies in
SH = gl & ' cognition. Information keeps its classical defmitithough (re. Shannon
% -‘2 s % Learning 1948 [2])
é § Expertise (know-how,skill,competence)
2 @& Today another step is considered, whereby artificia
Knowledge Fluency e .
— b cognitive agents should effectively approach human
,I nformation [/ vomory — / cognitive Qapabﬂmes_ for.three. complementary (1533
N — f better functional services (including those invotyihuman-
| ety machine cooperation), better understanding of hunadure,

and implementation possibility of theories in ordemmake
Figure 2. Main cognitive entities in MCS theory. Importantgoitive ~ them operational, and thereby possibly validatemthe
concepts, defined in MCS theory, are colored iregréeft). They are  Proceeding should now be done in incremental shéqsy
based on a few classic entities, including reaityl time, which, though o complementary ways: the understanding of cascep
classic, also need a discussion from a cognitivepeetive and the operationalized implementation of cognition
machines.

The lower group is white. Even though in princigihe
corresponding concepts are classical, experienoessthat

>

their limits are not well understood, and this specially p— Hierarchical W 1 Cognitive >
disturbing as the new, green concepts are builhem. Thus C.Systems 2 Systems Ar
(multiagent) (monoagent)

information is very much time-dependent, the dejivef it
essentially making its repetition useless; infoioratis
essentially subjective, which means that the saressage
may convey different quantities to different usengmory is
considered here as a support for the permanence
messages, such as an engraved stone, i.e., witheut
typically associated writing and reading procesHes;last 3
quoted concepts, reality, model and time, are @&urth
discussed in the sequel of this paper. > Collective and dynamic aspects
In cognitive systems, scale and time are dimendioats
are typically much more important than usually péred. In Figurg 4. Time gnd scale matter. Cognitive agents may havebeto
organized in a hierarchy, for large scope, and ohycally stable control.

particular, individuals can collectively yield gruy sy_stems They can aggregate to form groups or be analyzeal lawver scale as a
can often be analyzed as a network of subsystemdsinaall  perwork of sub-systems.

control loops, occurring in single agents or mafjent

systems, strict dynamic constraints allow — or-nir stable In this endeavors, a first surprise had been t@repce
outcomes. Partial autonomy may have to be granted that the prerequisites, the basis on which the MiG@®ry
ancillary subsystems/agents (re. Figure 4). was built, were not at all as widely understoocemgected

In general, commonsense, classical concepts, an@e. general surveys [7] [8] and focused discussiogiow).
corresponding MCS concepts are quite synonymouscand A complement had to be progressively brought in M@S
be described by the same words; nevertheless, teerain  discussing classical topics, namely those relatingthe
often subtle differences, and in the sequel of driicle, notions of information, models and memory.
when the respective distinctions should be made,“tH" Now, at the moment of addressing in its “generalife
prefix will be added for the terms defined in MC8t@logy;  cognitive faculty of humans, another necessarycpradition

for implementing it in machine-based agents appeArs
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further analysis, of deeper foundations yet on Wwhike
MCS theory is grounded, cannot be escaped. Whahliy?
What is time? How to cope with the infinite comptgxof

reality? How much innate or wired can be the cagmit

capability we are considering?

The paper addresses these questions in successive

sections: Section Il for reality; Section Il famte; Section
IV for ways to cope with the infinite complexity ofality, in
particular including the innate versus learningaplagms for
producing new cognitive agents. The general prasient
made so far will be illustrated in Section V witletailed

concrete examples, taken from the field of cooperat

robotics; they will address cooperation both fomiam and
machine-based cases, relating to cognitive aspents
operations. The final 4 sections will additionalfiyscuss
cognition in three different contexts: conventiordl and
aspects of implementation in the real-world (Vipdget as a
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At the next stage, where the creation of a newagpto
cope with reality is considered, ingenuity is theykas
defined in MCS ontology [5].

Goal 1
M1

Reality

M2 —>0 Goal 2

8

Goal n

Figure 5. Experience strongly suggests that reality is itgiyi complex.

Models may be simple and validly serve singularigobut they should

always be considered as very specific for thoselsgaad infinitely

key example of environment allowing to automate andacunary with respect to reality

implement cognition in the real-world (VII), illustting
applications (VIII), and considerations relatingyngion and
philosophy (IX).

Il.  WHATISREALITY?

In MCS theory, reality is in principle viewed as jntyition,

everything, including not only physical objects baiso
immaterial ones, including information repositorigsodels,
assumptions, novels and if-worlds. It corresponalsthe
universal definition of Parmenides: What is, is.ilsstrated
in Figure 5, reality is infinitely complex (re. thkefinition of
complexity in MCS ontology: an infinite amount oitdor

Il.  WHATISTIME?

Strangely, time is far from well defined in classic
interesting with his

terms. The proposal of Kant is

91

complementary attitudes, leaning on one hand tosvard

whereby everyone has a
understanding of the time concept; and leaninghenather
hand towards rationality (Weltweisheit, philosophy)y
which a rigorous, “mathematical’, definition coulde
elaborated — with no guarantee but chance howevkate
this latter construct coincide with the former oBémilarly,
St-Augustine claims to know very well what is timas long

megabytes of information would be required for theazs nobody asks for a formal definition of it! Evimthe

exhaustive description of reality), so much so #han any
tiny part of it, in practical terms, is infinitelgomplex as
well. Reality, including self, is also always thdtiroate
reference. All subjects facing reality are boundatiopt a
constructivist approach [9], relying on means aliyi self-
provided, as innate or “wired”, and later on, haigf
improving those means, in particular by proceediith
exploration and learning by experience (Concretelyjuman
starts in particular with DNA; a typical robot afis is given
in particular a computer and an executable progruen
they explore and learn and ultimately successfatiieve
many new, unforeseen operations).

This position is similar to the one of Kant [7]r fwhom
innate, pre-existing “categories” are initially tiepd,
allowing cognitive agents to perceive. And simuttausly,
by careful axiomatic contributions, complex cogreti
structures including possible collective, shared det®
(culture) can be elaborated.

In summary, in a first stage where a single indiaidis
considered, we do not need to know what is readisywe
benefit from the beginning, of an innate (or “witeith
machines) capability to cope with it (models). Mwrer, in
parallel, rational processes can also develop, avith
automated cognition, with possible exploration sasnd on
the basis of acquired experience, this can usughyd
significant improvements.

contemporary time where philosophy and science bate
well developed, Rosenberg apologizes for simplyinitef
time as follows: “time is duration” and “duratiors ithe
passage of time” [8].

c-speed [1/5]

A

CHANGE discontinuity oo

time [s]

‘ >

1 2
PERMANENCE °ctemtye

Figure 6. Time characterizes permanence, and speed as défifd@S
ontology, i.e., “c-speed”, does it for change.
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It is well known that dictionaries tend to havecalar
definitions. This should be accepted for at least teasons:
as clearly stated by Kant, reality and cognitiverldicare
disconnected; in this sense, a “first” definitiom,, relating
directly to reality is impossible (convenient coeplents to
circumvent this definition obstacle
experience by direct confrontation to reality, t@sito
museums, science parks, touring and lab experimnébsy,
with circular definitions, the cognitive world apps as a
maze with multiple entry points. In a chain of IBrslated
concepts, the reader has ten chances to hop vethehiits
intuition from reality to the cognitive world (wHicincludes
libraries, languages, dictionaries and Wikipedia).
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positive outcomes? The current section presents tbem,
including the selection of (prioritized) goals, theagmatic
exploration of local circumstances, the generatibmagents
with some innate or wired initial capabilities, @arative
process improving performance, and the accelegategtess

include gainingresulting from setting multiple, coordinated actiorin

parallel.

A. Necessity of selecting a goal
As illustrated in Figure 5, experience shows that
numerous goals can be reached while ignoring megstcs
of reality. Numerous simple ad hoc models provedive.
To the point where even bacteria not only surviveour

Time has already been addressed in MCS ontology, @ften-hostile world, but even usually live well amdltiply.

well as two other closely related concepts flueraryd
agility. Here, however, things improve: a cleardicalation
is made between time and change; speed is defmea i
universal way, which then helps, with appropriaeecific
complements, better handle changes in a varietipofains.
Fluency, thus, becomes the speed of expert infoomat
delivery and agility the speed of action.

We propose here to define time as a distributednaxin
a cloud of 6 interconnected concepts: time, permese
eternity, change, speed, and discontinuity (reufei@):

- Time is a measure of permanence, and is quahtifje
the “second” as a unit.

- Permanence is the property of things that dahanhge.

- A permanence that is persistent for an infiniteoant
of time is eternity.

- Speed is a measure of change, and is quantified,
MCS ontology (“c-speed”), by the inverse of a se&ton
(notice that this is more general than the usudlanspeed,
assessed in meter per second; it can also applgllito
dimensions other than linear in distance, e.g.edpef
rotation, heating, speech, sedimentation, or gécemmitive
operations).

- Change is the property of things that do not iiama
same, stable, permanent over a certain time.

A basic paradigm consists in focusing attention on
selected contexts, successively considering theth as
many constraints as possible. A good example aof thi
approach is notably the famous “hic et nunc — et now”
framework in Jesuits’ case studies. Here, are sother
typical cases: “under assumption”, “with abstrau &aolistic
views”, “with more detailed analytical represeraas”, etc.

Critical for success is the proper selection ofocalgA
goal in practice always has a number of peculéithat
open possibilities for effective and simple modgl{re. also
Figure 5). In Al, it is often said in substancettleaperts
know what to ignore in a given situation.

For example, we have stated above what is the gwh
of the research we refer to in this paper: to madssible the
design of artificial cognitive agents effectivelppmoaching
human cognitive capabilities, with further possiplesitive
impacts in three areas (see Introduction sectibmjard this
goal, an effective model implies in particular theposed
extensions of MCS ontology.

Some other, more intuitive arguments for selecéirgpal
include the following two:

- It may be useful to map in cognitive context thell
established A* algorithm for navigation in spac@][&rucial
elements are the location of goal-site and theajraurrent

- A change that occurs at an infinite speed is dosition.

discontinuity.

- As reality is infinitely complex, non-oriented ferfts

If any single one of the six previous statements igvould get as diluted and ineffective as curry pomttieown

intuitively understood, this evidence can be raln
propagated to all the other 5 associated concepts.

Changes can be of different orders: the speed afiggh
may be permanent, constant over a certain tinfeotdler
change); or the speed itself may change at consfzedd,
yielding the notion of permanent acceleratiofi (@rder
change), etc. (re. “jerk” for3order change).

in a river (re. Thai motto recommending humansottué on
selected goals).

B. Pragmatic approach adapted to circumstances

Careful attention must be given to “current” statasthe
latter typically evolves. In a pragmatic way, wemsse to
start with the world as is, modeled as simply asessary for

In summary, even though time has somehow beeffaching the considered goals. In cognition, backing is

defined in various ways in the fields of philosophgd
physics, in MCS ontology it gains in clarity and
compatibility with other entities crucial for nasircognition
and automated cognition.

IV. HOW TO COPE WITH THE INFINITE COMPLEXITY OF

REALITY?

Section Il has shown that reality should be considi@s
infinitely complex. Yet, it appears that much cdien be
achieved in practice. So, what paradigms allow goch

the rule. From the selected goal, specificatiors darived,
which then lead the cognitive process, and in @agr an
active perception (“exploration”) faculty capablef o
acquiring useful information and the possible eigrare
elements eventually allowing for improvements (fegure
7).
C. Innate goal and capabilities

A prominent place is initially given to innate aodrrent
capabilities (re. Figure 8).
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In practice, it is precious to be aware that evemdns
do not start, individually, from scratch. At birthme, they
already know for example how to grasp, crawl, fiheir
food; these tasks are not necessarily obvious fobat.

Some chicken for example have such an elaborate pr
design that they can be industrially grown withany social
assistance; they can get out of their egg and dpweithout
the help of previous generations.

GOAL ACTION
4

—_— PROCESS

PERCEPTION

Figure 7. In cognition, backtracking is the rule. From théested goal,
specifications are derived, which then lead thenita@ process, and in
particular an active perception (“exploration”) f#tg capable of acquiring
the experience necessary for improvements.

Therefore, it is legitimate also for machine-basgénts
under study to start from some predefined (let ag s
“wired”, or pre-programmed) initial state. And hunsahave
created robots.

D. Improved goal and capabilities

In the paragraph about reality, care had been taen
keep things as simple as possible. Nevertheles#tjptau
cognitive processes, including some innate capiaisiliand
possibly newly acquired experience elements coliEhdy
been mentioned, opening the way for improvements an

learning.
, CURRENT
INNATE c/\ GOAL
GOAL
/ CURRENT
' PROCESS
EXPLORATION —‘ ’>EXPERIENCE

Reality, incl. Self

INNATE

)
PROCESS |

(BODY, INFRASTRUCTURE, COGNITIVE ENGINE, INFORMATION REPOSITORIES)

Figure 8. Current goals and processes may result from exjlora
performed and/or experience acquired by an agenhimg a given
cognitive process in a certain domain of realitytial goals and processes
are innate (or “wired”).

The next interesting stage occurs when the desigh a
creation of a new capacity to cope with realitgdmsidered
(Figure 9). For connecting directly to reality, oba (as in
Darwin’s theory,) or ingenuity (as defined in MCBtaogy
[5]) are the main keys.
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E. Collective approach; e ements of communication,
credibility, reputation, and trust

Experience shows that the coordinated forces ofipheil
agents — groups- increase the possibilities of essfal
Sctions in the world.

This paradigm can be exploited in a multiplicityvedys.

Of particular interest for our context, we find gps of
humans, of robots, and of hybrid resources — robots
cooperating with humans.

Groups have already been defined in MCS ontology. |
this context a critical ingredient has been idédifas the
culture of the group, and, in reference to it, the
communication channel and some kind of formalism,
protocol or language.

NEXT GENERATION

b 4 GOAL
4 ((ﬁ, )
—‘ ’>EXPERIENCE

\/_w

Reality, incl. Experiences

CURRENT

GoAL CURRENT
PROCESS
NEXT GENERATION

PROCESS

EXPLORATION

(BODY, INFRASTRUCTURE, COGNITIVE ENGINE, INFORMATION REPOSITORIES)

Figure 9. Current goals and processes may lead to improveniemtext
generation system (in particular for humans or rimees).

Two new elements come now under scrutiny. The first
one is, for inspiration, the case of baby commuinoa a
case reasonably simple for the purpose of progmessi
transfer of approach to machine-based systemssébtend
one is the sharing of error probability of a souramong
humans, which expands at group-level a featureadyre
taken into account for individual cognitive agents.

In their early months of existence, babies appedave
at least 4 types of communication capabilities. sbme
circumstances, babies can express strongly (highsal)
their emotions [11], their states of happiness and
unhappiness (positive or negative valence); they or
smile, which typically leads to corresponding cotirey or
sustaining actions from their parents. They alsbttee good
understanding and adequacy of key behaviors anairges
by imitating, and mimicking; they also sometimesstju
synchronize with others in their attitudes andaandi (they
join in or trigger yawning, and laughing).

The MCS theory has introduced a value, in terms of
probability of error, for cognitive agents delivagi
information. This affects the quantitative estiroati of
knowledge characterizing these sources. Now weadahna
similar, interesting property at group level, whiglfows for
appropriate propagation of the expected error-rintethis
framework, agents would take into consideration the
credibility of sources and in particular of otherogp
members; if shared at group level, this credibitibyld form
the basis for, collectively, building up a reputati Thus
when receiving a message, such agents could asstriaa

er agreement with IARIA - www.iaria.org
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trust value, based on reputation. Improvements advoegult
in terms of modulation of risk-taking and in thespective
weighting of multiple conflicting sources being egtated
(fused).

V. DETAILED EXAMPLES IN COOPERATIVEROBOTICS
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properties must be precisely defined and metrically
quantified in order to allow for meaningful destigps and
effective requirement estimation.

For the F&C test task, referees typically retaiowt20
objects, which may be randomly put in 20 possibtations.
Robots may more or less be wired with initial exiger e.g.,

Let us consider a typical test task of Robocup@Homé terms of topologies and functions; a commonuseltis

(RaH) competitions, “Fetch and Carry” (F&C). In stdnce,
team members can in particular talk to their ropgiging a
hint about what to fetch (e.g., “a grey box”), antlere it
stands (e.g., “near the front door”); the robotudtidoy then
know enough about topology and navigation to be abl
autonomously reach there, locate the object acyrat
enough to get it in the “hand”, grasp it, lift ip,uand
transport it back to the starting location (re.Ureg10).

The results of Sections Il and IV, including 8A Eoin
the latter case can be illustrated here, both mdmand in
machined contexts.

A. lllustration in human context

In a first stage, a group of international expdréve
elaborated a rulebook where the general goal ofydieg
systems useful for humans (re. to Section Il, iorsBll) is
focused towards a domestic goal (re. to Sectioi, I\
short SIV.A), and then backtracked into the speaifon of
even more focused subgoals: elementary capabititidse
devised. One of them is the task called “Fetch @ady”,
addressing a “natural” way for a robot to find, ggraand
transport an object (SIV.A). This intermediary gaalthen
searched in parallel by multiple teams (SIV.E). sTkask
adapts to local infrastructure (SIV.B) and is iterly
considered, year after year (SIV.C-D).

0200

Figure 10.In the F&C task, our proprietary robot RH-Y useparticular a
vocal dialogue, a navigation capability typicallysing a ranger for
navigation purpose, a time-of-flight camera foraguising and locating
objects €enter) and position and force controlled arm and grip(peft and
right).

B. Illustration in robotic context

The demonstration system is real and thus very t®mp
An overview of the task can be seen on a videolahlai
online (e.g., [12]) and multiple aspects are presen
elsewhere. Here we shall discuss a minimum of &sgec
purpose of example.

Consider first as an analogy, the problem for a dnuto
jump over a wall. This can be easily achieved, ay memain
totally impossible, depending on how high is thdlwthe
metric height is critical. Similarly, in the cogni world,

also defined (“names” of standard objects and looatare
published on a wall one day or more before the.test us
practice a quantitative estimation of requiremémterms of
cognitive entities (re. concepts of Figure 2). lgng here
many processes, such as e.g., word perception

recognition, or navigation and handling, let usuon the
cognitive task of understanding which object is rehélhe
input space would consist in about 10 bits of infation for

each object and rough location specified. On th&d at the
most abstract level, one out of 20x20=400 postisli
should be resolved (i.e., about 9 bits) to knowohtdbject is
to be fetched, and where it is roughly locatedthiis very
minimal form, the necessary knowledge for correctly
understanding the vocal dialogue amounts to apprabely
K=14 lin. With a dialogue lasting for 5 s, the ambwf
expertise for this cognitive task amounts to E=%2/8 lin/s.
Learning is demonstrated and can be quantitatestynated
on this domain: without dialogue the task cannet
achieved in the 5 min allotted to the task (rougklyO lin,

and therefore, E=0 lin/s), while with a successfalogue,
lasting for, say 5 s, E increases to about 3 lififee MCS

intelligence index is thereby of i=3/5=0.6 li/s

In the specified location (e.g., “near the dooh® pbject
is manually moved by referees by +/- 20cm just tethe
test, making it impossible for robots to have ityfypre-)
wired. Therefore exploration as in SIV.B is perfesnusing
Time-of-Flight (TOF, distance) perception. Notitet here,
as in most usual cases, the perception processrésafor
requires) a lot more knowledge and expertise tharabove
cognitive operation: in particular the input spaneludes
here 176x144 samples, each with 1cm accuracy i@0ars
range, i.e., about 150’000 bits of information; ikamy, the
output stage is relatively large for successfuljetiary
specification (about 10’000 bits of output inforfoa), and
he processing time is short (say, 0.1s).

Time is a very important feature for success, imyna
contexts of these applications (motor control, kelragent
management, sensor-based exploration process, latair
proprietary “Piaget” environment [13], agents rarparallel,
with very short, individually granted, time slotasting for
about 100 nanoseconds each in average. Therefolewa
level, Piaget defines its own fine-grained time ibas
(“TicksPerSecond”); permanence quantities are @sécthas
numbers of scheduler cycles (“Ticks”), which indivally
last for about 1 microsecond in average. At higheel and
for longer time increments (>10 ms) time is managedhe
basis of the system clock, and is thereby compatilith the
general culture, common to multiple robots and hsnéhat
makes effective cooperation possible.

and
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VI. CONVENTIONAL Al, COGNITION AND
IMPLEMENTATION OF COGNITION IN THE REAEWORLD

(Artificial) Intelligence is but one concept in aobder
field, which is (Artificial) cognition.

Al has been addressed for half a century and long

(Turing 1950 [14]), yet no formal theory about #@shbeen
widely accepted today. Worse than that, experiesicavs
that most people intuitively feel that, ultimateigtelligence
is a property to be exclusively found in humanspliitly
thereby making Al, i.e., machine-based intelligerae
empty set. As a stronger line of defense, the dirfot this
latter case are sometimes restricted to the frantiethe so-
called general intelligence.

The situation is really hard for conventional Abr@ider
even some researchers who address explicitly tla gfo
designing intelligent machines (e.g., [15] Konida&t al.,
2012). They state their aim at bringing togetheeliigence
and machines, implicitly stating once more that hiraes
have no intelligence. A better concept and wordinogld be
to develop the intelligent capabilities of machines

In science and engineering, there have always baee
researchers looking for integrated solutions, sy&te
answers. For this kind of people, in the case of il
particular, beside the core aspects of world remtasion
and information processing at a cognitive
complementary aspects of autonomous implementatiwh
immersion in the real world have also been patheftarget.
Some have even gone further to consider that dognit
could only emerge from an autonomous, real-wordgcsire
(e.g., discussion in [16]).

Traditional difficulties in providing a formal theg or
even simply in delineating an appropriate ontoldgy
cognition may in particular have come from two mdgxts:
first attention has traditionally been deviatednfréwhat is
it?” to “how to let it operate?”; and the second tisat

level
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if they do not yield results, information to be smow
converted into world changes — action.

Again, let us insist and remind the reader thdieifshe

dogmatically defines intelligence to be exclusivelyman,
'ptelligent machines are obviously impossible. Big token,
o try to merge intelligence and robots is the most ¢hatbe
done, and do not hope for success. On the contogrihe
definitions we advocate above, experience showsAhés
not only feasible, but also in fact already largdgployed.
So the merge has already been done, yet of coigrsécant
improvements are still clearly expected.

Notice first that cognition does not only imply
information and knowledge, but also critically rega an
engine — step 1 into the real world. In practice have
cognitive systems, in particular humans, or aitfic
cognitive systems (ACS).

And adding the perception and action capabilities t
cognition is a second step into the real world.sTdlready
defines a robot; to be possibly augmented with some
locomotion and communication capabilities.

Moving along this road, we have searched for thet be
possible design.

B. Strategy for the best possible design

The goal just stated in previous paragraph catls feery
'complex system, embedded in the real world, and in
particular operational in real-time, capable to radd the
most advanced applications in terms of automatiod a
cognitive, human-related tasks.

To be tractable, the proposed system must be aggni
as a hierarchy of coordinated, specialized ressutee g.
Figure 11), contexts, and points of view, each dpein
individually much simpler

Another element of strategy is, at all levels ok th
hierarchy, starting from the very top, to rely im much as

connection has not been sufficiently made to thel-we POSSible on existing elementary solutions — sulesyst

defined information theory (consider e.g., [17]).

Here where lots of integration must be done, thst fi

Now as developed above, with MCS theory, realitypriority in selecting potential components, strapges less

appears as infinitely complex and yet for seleajedls,
much simpler models can be effective.

VIl.  PIAGET FORIMPLEMENTING COGNITION IN THE REAL=

WORLD

Cognition has some interest per se, nevertheksssain
value relates to the ability to change the world. this
section, four aspects of this topic will be treatede
necessity of implementing automated cognition ia teal-
world, the strategy for ensuring the best posdilelgign, the
requirements for a new environment supporting dgraknt
and control in this regard, and finally an overviefrPiaget,
which provides solutions in this context.

A. Necessity of implementation of cognition in the real-
world

As discussed above, implementing cognition in s r
world is a crucial requirement for smart machinkes.our
view input information for subsequent reasoning s
acquired — perception. And cognitive operations umeless

on the top functional capabilities of these eleraghtin on
their safe availability and operational robustness.

Possible candidates in terms of possible componmeats
be found, from case to case, on the market, imsficcand
technological publications, or other sources yetjuding
new proprietary developments.

C. Requirementsfor a new set: architecture and language

On day one, back in 1998, like today still, thetegs we
aimed at could not be found, ready-made, on thekehar
in other labs. Nevertheless, more and more powerful
components were being developed. At the hinge k®miwe
these two realities, the first component to appear
necessary for our goal has been the design of al remt,
architecture and language, which we have calledd&i’ in
reference to the famous psychologist of same name,
recognized scientist of human cognition, who haddena
major contributions especially in the context ofumg
children development. It is in fact a computer-lohse
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environment, favorable for developing and intelfitig  parallelism and real-time capabilities, and veryemp
controlling mobile cooperative agents and induktohots. possibilities for integration of numerous, hetemegaus,
products and services.

> Sense and > Think, > Act
jive! > incl.
percelve: 5 [Undeystand, # Inclamove; 11: SleepAGN(0.05); break; case
. . decide, plan, communicate! Vi
> Switches . . 12: if(!Signalln(NSIStart))
iy " design, etc.! > Loudspeakers and el ¢
> Microphones and transmitters GoState(6):
recelvers > Color display else
> Color camera . Stepper and DC GoState(20); break; case
> «3D»camera motors 20: DemarrerMatchAGN(); // start 90 s timer etc.
> Thermal camera Locomotion devices break; case
& Planar rangers G tools 21: SignalOutAGN(NSOAspirateur, true) ; // start motor vacuum
f lT.lS iﬁ"sor; +t\me, '&? > Manipulator arms break; case
> Tactile surfaces , Computers, PLC’s, > Lights and 22: SignalOutAGN(NSORouleaulN, true) ; // start motor brush
» Farce and Torque FPGA’s, Specialized numerous actuators break; case
sensors = = -
> Position encoders d?vu_:es and °"°_"'ts7 > Ete. 23 : ApproAGN(HoleNbl, 15); break; case
> Etc. distributed architecture 24: MoveAGN(HoleNbl); break; case
" 25: MoveAGN(Trans(173,90,-90)); break; case
Figure 11.Smart systems sense, perceive, think and act. difle hames 26: ObserverLigneAGN(NL, NCStart, NCStop) // Visual analysis of a row
some of the underlying physical resources we haenhising in Piaget if (N2Jaune>0) // totems are yellow: balls are white
{PositionTotemOuBalle[1].TypePosition=Totem;
context.
nbTotem = nbTotem+1;}
X . else
D. Overview of Pi aget PositionTotemOuBalle[1].TypePosition=Balle;
. . break; case
The “Piaget” concept for architecture and langubge 27 .

evolved in two or three major stages, and is dbedriin

detail in Dessimoz, Gauthey and Omori 2012 [13]r Fo Figure 13.Example of instructions in Piaget language.
convenience, a few elements about this conceptak®
provided in this paragraph.

Computers have been around for some time, as sell
standard products in electronics, precision engingeand
microtechnologies. Some of such major real-world
components integrated in our intelligent robotshwRiaget
are shown in Figures 11 and 12. . : i

The cognitive components of the processes involthieg humbered I?laget Instruction. . .
real-world resources of Figures 11 and 12 typicedlgte to Our applications make typically use, on the supsenyi
large amounts of information (>> 1 Mb), and opewitaigh ~ computer, of about 20 parallel agents. And expegen

In Piaget instructions are numbered (re. Figure 23)
meta-level program counter is defined for each st is
Z%ypically realized in the implementation, lower &tv
language as a switch paradigm. A possible “AGN'figsuf
explicitly indicates, when present, that, for thexn
allocated time slot, the program proceeds at thgt ne

speed (up to I@1/s] and more). shows that common, current computers can in averige
(enter, do the work, and step out) each task imgles 100

Sense and  >Think, > Act o nanosecond long time slot.
perceive! » Understand, decide, model,  incl. move, grasp, The Piaget language includes in principle very #jmec

y | "
pian; design, etc.l communicate!

application-oriented instructions, such as for epkamthe
“ChooseTheBridgeVisually” instruction. It has befmund
useful also to integrate in it a kind of subsethaf excellent
VAL language for robotics, derived from AL [18]. iBh
decision brings two main advantages: 1. VAL keeps a
relatively general view at robotic and automatievel (e.g.,
“Signal i” instruction to turn on the digital outpoumber i),
useful for the early phase of a new applicationd &n this
paves the way to a common standard for novel, mobil
Figure 12.Smart cognitive systems sense, perceive, thinkamtdWhile agents and classical, industrial robots. Val cantriaced

the previous figure includes general names, theenotione illustrates by back to the beginning of industrial robotics. oeevurther
pictures the corresponding elements. Other elemantsshown here !

include Kinect sensor, Katana arm, Aldebaran NA@ooid, and Kuka / {0 the above-mentioned AL language, and keeps egplv
Staubli industrial robots for example. Piaget supports direct and inverse kinematics dkase

extensive support for transformation and frame |kmgi
computations, in matrix form and homogeneous
coordinates. Motion control is typically hierarchikin three
levels: programming, coordination and joint contraith
elementary cycle speed respectively situated atitab00,
15, and 0.5 milliseconds.

The cognitive components of the processes involthieg
real-world resources of Figures 11 and 12 typicedhate to
large amounts of information (>> 1 Mb), and opektaigh
speed (up to I@1/s] and more).

The first crucial component that appeared to besimis
though, was an application-oriented environmentthwi
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Now Piaget is typically running on a heterogeneousvork though, such as, typically, implementing Ptage a
system including powerful components in principlenew platform, OS, language, the effort is similarusual

interconnected with Ethernet and TCP-IP capabslitidue

software engineering). The open architecture allowie

to lack of availability in this standard, quitee@nf resources effortless to reuse specialized subsystems andvaaft
are similarly connected in a complementary, USB endkt
supervisory level, a PC in Windows context is thlke rstill
for reasons of compatibility with complementary stixig

resources (e.g., Figure 14 for interactive “cocipi€loser
to physical action, we can see specialized compergrch
as servo-controllers, PLC, cameras, rangers; aedather
typically provide their

environment (re. Figure 15).

) P Y, 1, Kt WA, Kol S

Piaget for Cognitics - MAIN CONSOLE Katana Contol

MarWindow [_Map |l rgeConiol ognMeasus Fuka Coni
Vis Comm | Folow [Emotons | Fadaw| Staubi Cont
sk state

™ Name
5 st
e

packages.

VIIl. EXAMPLES AND PROVEN RESULTS- COGNITICS AND
PIAGET

This section provides 3 sets of exemplary applbceti
developed and driven by Piaget, of examples inraated

own information processing cognition, in cognitics (or Al, in classical termugployed in
resources, with power and robustness, in their owthe real-world). The first ones reflect two of tingain

[ 45196054

Execute RAH Speech C

Figure 14.Example of main screen in interactive Piaget cdntalong
with more specialized forms (map of environment palédr ranger data).

‘Supervisory computer

Multi-agent application

Agentn

Piaget

‘ C++ Components

’ Windows

|

‘ Distributed processors

ARY
Communication

TCPH

IEC 61131 PLC

Camora,
Motion Control
Laser Scanner

Servocontrol
environment
e .
P ‘ Q
Modbus ‘
Linux-based kernel

Figure 15.The high cognitive and action requirements of oamplex

applications in the real world require a great ssffation of structures,
and a contingent heterogeneity of resources, cornuation channels, and

protocols.

Piaget has a number of interesting, original festuand
some of them are the following: extensive simulatio
capabilities, easy interactive actions (interprelmoguage
elements), progressive levels of programming tegples,

and various degrees of inter-cooperation performanc
The various levels of programming makes it verydas

less expert users to define new strategies, asgslarly
required in matter of hours (and sometimes minjtas!
world-level competitions (for more demanding depehent

successive application areas of Piaget: Robocup@Hom
[19] [20], and industrial robotics; the last ongllights the
ease of estimation in quantitative cognitics (re@s§fimoz
2011 [5]) as supported in Piaget. Some prominentepts

of MCS are illustrated below, but of course notddlthem
can be illustrated here; they have also been walida
though.

A. Piaget and cogniticsfor intelligent robotsin
Robocup@Home competitions

Piaget had concretely first been created for Eurobo
competitions. On the other hand, industrial rolmtic
computer vision and classical Al techniques hadnbee
practiced in R&D initiatives, projects and ad hagricula
(e.g.. Figure 16). Then those fields somehow cayein a
project adopting the common goal of the Robocup@élom
league.

LEic LEl  LEr LEwv Lﬂ
-
LEick LE#  MiieuLicMibeuLignel

- .-

LEPOCHEX LEPOCHIEY.

PORobalxPORcbalyPORcbatT
PRobCamAcbCamyAobCam
ColTopLeftPicionT opLeftPix
ColTopLetCrignT opLeftCn
CollowLitPixigrLowd eitPix

ColonetCmignlontehtn 3o

LEicalor

LEGanR LEGanLEGanE [
-

LER LEV LEB LEI LES LET

...

Figure 16.Early skilled competences in Piaget environmentuthed the
fast visual perception of colors and recognition otfjects, as well as
coordinate transforms from picture onto field, lasstrated here, as well as,
not shown here, the 300 times per second localizati opponent robot.

Moving to Robocup@Home called for more complexity,
in particular as a result of merging into less ciied
environment (home), and because of the necessity of
cooperation, moreover in a “natural” way, with hurea

Figure 17 illustrates vocal and dialogue managenasnt
typically supported in Piaget environment and laaggy as
well as vision-based face recognition. At the moimie
screen is frozen, we are between recognized sergprc
recognized vocal sentence could be for example t&o
door”. If “echo” is selected, the robot will typibaconfirm:
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“I have heard: go to door”, and if this is criticahe
dialogue manager will ask for a confirmation (“ikist
correct?”).

: ‘Yes No
ExeListen -

The path has been completely travelled

Figure 17.0n the left, Piaget panels and text-typed fielllssitate typical
vocal dialogues: e.g., recognized commands are rstiogreen (here “ )
and synthetized text in yellow; yes/now buttons anwill simulate
microphone inputs. On the right a face is recoghife “Who is Who”
test.

Advanced tests in terms of cognitive capabilitied a
human robot interaction capabilities have
demonstrated in Robocup@Home world competitiorgs, e.
“CopyCat”: programming by showing — the robot learn
what to do; (Figure 18) and “FastFollow”: leadingda
training a robot in new homes just by walking —tiobot
learns a path, and can for example guide the huraak to
the starting point; “OpenChallenge” in Singaporar o
robotic group included three coordinated robotsgd am
particular a humanoid for the purpose of mediabetween
human and machines (Figure 19).

S

z

Figure 18.0n the left, RH-Y robot visually analyzes and immagely
replicates each of the object displacements manuadirformed by
President Asada. On the right, RH-Y moves fastlofdhg its guide,
crossing another team, and completing first theoseg visit of a home.

Figure 19.“Open Challenge” (Robocup@Home world competition,
Singapore). Nono, a NAO-typed robot, discusses {émiel”, moves on
OP-Y platform and then calls RH-Y, which bringsnts and snacks.
Application developed and programmed in Piaget

been §
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cases reaching thd"glace in rank for the best year. Many
videos of past competitions are available, on cenver
and/or on YouTube.

B. Piaget and cognitics for intelligent robotsin
industrial applications

Industrial applications can also been driven bygfia
Figures 20 and 21 illustrate two cases, the formee
involving a Staubli robot and the latter one a Kuka

Figure 20.“Chip count and accuracy test”: Application mostlgveloped
and programmed in Piaget, including the industoabt arm visible on the
picture and other resources: optical fiber, PLGne=, motorized rotating
table, servocontroller, Ethernet switch, PC an@iottomponents yet.

In both cases, the robot arms are driven, at ele&angn
lowest level, by manufacturers’ controllers (inkIRL for
Kuka; Val3 for Staubli) and, at higher levels, byprmgram
developed in Piaget environment and expressed agepi
language.

Figure 21.Three windows relating to an industrial applicatiomolving a
Kuka robot (The first two belong to Piaget envir@mt the third one is a
remote desktop linked to Kuka controller).

Piaget supports fast and robust vision, in many esod
(infrared/BW, color, thermal, 3D-time of flight ssors;
various processes).

C. Integrated capabilitiesin Piaget for quantitative
estimation of cognitive properties
A particular interest of Piaget environment is toypde a

tool for convenient, quantitative estimation of&aognitive

Like for Eurobot competitions, in Robocup-at-Home Properties: knowledge, expertise, experience, sfleedcy,

contests, results have always been reasonably goddth

intelligence, as well as low-level ingredients: Ipability

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



calculus, quantization, sampling rate, input andpou
information signals and quantities, all this alowgh an
interactive example (Figure 22).

Figure 22.Piaget environment includes a form for the quatiiiga
estimation of cognitive properties in general, glowith a specific
example: learning how to accurately click in thatee of 4 targets.

IX. COGNITION AND PHILOSOPHY

Cognition was given ontology above, including nbtab
definitions for time, reality and wisdom. This olags to a
large extent with domains of interest in classpalosophy
though.
distinctive properties. This section suggests thatross
feeding of results achieved in the respective $igttlitually
helps and it shows some concrete examples ingbard.
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cognitive agents, referring to their ability to ¢algood
decisions (to be expert in delivering the messdgaismake
agents reach a given goal); here at least two @nablremain
out of cognitive reach: which goal is appropriate®™ are
the required non-cognitive components, necessamgdoh
the goal, also ready for action (e.g., availabibifyenergy,
affects, physical elements or social partnerships)?

In consequence, philosophy is necessary for addoess
problems at both ends of the reasoning chain, &ypat
cognitive processes: 1. the intuitive, experimemalcess
extracting initial, axiomatic data and model featufrom
reality; 2. the selection of relevant goals (réhict and,
ultimately for humans, the choice of individual @slin
universe).

Reciprocally, as is shown below in five points, tbiemal
framework initially developed for advances in maehi
based cognition, with means for quantitative aseesss,
suggests that other distinctions can be benefaidl allow
for a novel clarity of many philosophical issues.

Rational, cognitive processes, for humans as for

Nevertheless, each fields retains importan’inaChineS' can only develop in formal, well-defined

structures that finally remain necessarily extrgimsmple
with respect to reality; they develop in the scoped hoc
models. Figure 5 above has qualitatively illustiatiee fact

Philosophy literally means "love of wisdom" and wasthat the simplicity of models has a huge cost: railarly

used in Ancient Greek to refer to any pursuit obwledge
[21-24]. In that era, the field was very broad,liliing not

only core cognitive elements, such as formal logitd

syllogisms but also domains considered today oin thven,

such as physics, sciences and politics. In fach deday
philosophy keeps the universal view, and in thisseekeeps
including the latter domains, though in their mabstract
forms only.

On the other side advances in tools and technifaes
progressively led to automation and, more recemtly, of
necessity, to a formal and quantitative theoryagfrgtion. In
this evolution, the scientific approach has ledepistemic
observation and a theory including axiomatic défins of
core concepts and the proposal of related meBid25-27].
Cognition is essentially the faculty to deliver remt
information, ensured by specific internal strucsurand
operative flows, typically processing informaticationally,
with high performance levels, for example in termwk
complexity, knowledge, abstraction, learning, opextise.
While historically rather exclusively considered liwmman

extreme restriction in terms of respective goalat tany
model can help to reach. The mentioned framework fo
cognitive sciences quantitatively defines complexind in
an analog way, simplicity) as a direct functiortted quantity
of information (for which quantitative assessmentwiell-
founded). Everyone knows that models are never temp
with respect to reality, but going quantitative wisahat the
ratio in their complexities with respect to realiégnds to zero
(“zero—plus™?). This has tremendous consequences in
philosophy: in particular what debate with respectruth
can be meaningful? How not to underestimate the
importance of goal setting? The fact is that faitimnot,
ultimately, be the defense of any truth, but iropty should
represent adherence to a certain freely chosen goal
Research in cognition has brought other, new resnlt
terms of system granularity and group nature. Ailaim
scheme can repeatedly be observed at very diffecaies,
whereby apparently “individual”, autonomous systecas
appropriately be merged thereby yielding the emergef a
new holonic entity (a “group”), or on the contrainpse same

context, cogniton is also, today, and increasinglyStructures can be observed as coherent, colleefiities

concerning man-made artifacts (re. artificial cdigni,
traditionally commonly described as Al).

(i.e., as "groups” as well), and consequently balyaed in

finer cooperating substructures. In particular, nfroa

In philosophy, cognition is central, and yet as theCognitive perspective, much of the paradigm islsint. as
etymology of the former word can doubly prove it, Néural networks cooperate at brain/body level (re.

philosophy is much more than that. Interestinglijoifas
Aquinas has formally distinguished behavior in twiin
categories. While indeed the cognitive categoryng of
them, there is also a decisive other one, whiclorpasses

“thinking”), and 2. as individual agents cooperat a
collective, higher level, yielding a group behavie.
“society”).

Experience shows that the effective, integral ciipabf

the affective components, feelings and emotions]. [28 9T0UPS is not always guaranteed, at any level, #med

Precisely with the notions of «love » and « wisdgm
philosophy strongly refers to non-cognitive compusethe
former case is evident, love is a feeling; theelattase
requires more explanations. Wisdom is a specifiperty of

challenge gets more serious when, as is most dfrttreethe
case, a same resource may simultaneously be pautltple
groups, of different “cultures” and boundaries. €ider for
example the risk of schizophrenia and possibilitiefs
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membership conflicts for a human involved in selvaliied  solving concrete Atrtificial Intelligence problemadathis is

families, an employing company, various friendstiigles, illustrated below by some concrete examples taken i
one or multiple religious entities, political pa&di domestic context, including robots capable of legyn
cooperating in broader, secular frameworks, spgudésdrth, Further research has been performed and the current
etc. paper could sketch ways to cope with the infingenplexity

A particular advantage of automated cognition & ih  of reality. Several other cognitive notions coulidoabe
allows theory in cognition to be operationalize@h€rence newly discussed, including those of time and résdsi
between a theory and the corresponding praxis f@sply  “speed”; change and discontinuity; innate and ledrn
never been so close to guarantee. The very eqeaiind behaviors; as well as the human-inspired basics of
structures that describe a cognitive phenomenomoanbe  communication in a group. On the basis of the psedo
computed in real-time and used to guide actionsrditgly = MCS ontology, and taking often advantage of inweted
in the real world, as embedded computers and catipgr expertise, it can be concluded that robots canffieetvely
robots start routinely to do so. deployed in quantitatively bound domains, as itated in

Research in automated cognition has brought furtheseveral concrete examples.
crucial results in terms of system dynamics. Cdrefu  Cognition would not make much sense per se, and the
guantitative estimations and specific structurgleass can paper has also shown how it can be implementeldeindal
for example detect instability conditions and majl dor  world, notably using Piaget, our proprietary enmim@nt for
changes in organization, such as granting autonéeny development and programming of smart robotizedesyst
selected subsystems. Consequences can be drawn wiHkperiments prove that the resulting smart systess
benefits in the context of social philosophy. Remgally, it  indeed successfully operate in the real-world, and
is also true that classical models in philosophyp t®lp  particular interact with humans, performing withrga
design novel automated systems featuring machigeitton  quantities of cognitive components: knowledge, etige

(including Al). learning, etc.
The quantitative approach of MCS and the
X. CONCLUSION operationalization of its cognitive concepts in ltearld

Designing advanced cognitive technologies andsystems allow as well for an effective design agalization
applications requires a formal ontology, such as MCS of smart systems for the benefit of humans as #futu
Model for Cognitive Sciences, the theoretical foaimhs dialogue about core issues in philosophy.
now proposed for automated cognition, cogniticsgr@ion
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