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Abstract—One goal of service-oriented computing is to realize
future markets of composed services. In such markets, service
providers offer services that can be flexibly combined with each
other. However, although crucial for decision-making, market
participants are usually not able to individually estimate the
quality of traded services in advance. To overcome this prob-
lem, we present a conceptual design for a reputation system
that collects and processes user feedback on transactions, and
provides this information as a signal for quality to participants
in the market. Based on our proposed concept, we describe the
incorporation of reputation information into distinct decision-
making processes that are crucial in such service markets. In
this context, we present a fuzzy service matching approach
that takes reputation information into account. Furthermore,
we introduce an adaptive service composition approach, and
investigate the impact of exchanging immediate user feedback
by reputation information. Last but not least, we describe the
importance of reputation information for economic decisions of
different market participants. The overall output of this paper
is a comprehensive view on managing and exploiting reputation
information in markets of composed services using the example
of On-The-Fly Computing.

Keywords–Reputation, Service Market Interactions, Economic
Decisions, Service Composition, Service Matching, Learning Ser-
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I. PREFACE

This paper is a revised and expanded version of our paper
entitled ‘Towards a Flexible and Privacy-Preserving Reputa-
tion System for Markets of Composed Services’ (SERVICE
COMPUTATION) [1]. In addition to the original paper’s scope,
this expanded version covers new research results regarding
the incorporation of reputation information into processes that
are crucial in markets of composed services: fuzzy service
matching, service composition including a learning service rec-
ommendation component, and economic decisions with respect
to service market interactions. Moreover, the requirements
imposed on the reputation system are expanded to account
for context-specific reputation and expert ratings.

II. INTRODUCTION

A major goal of On-The-Fly (OTF) Computing is the
automated composition of software services that are traded
in dynamic markets and that can be flexibly combined with
each other [2][3]. A user formulates a request for an individual
software solution, receives an answer in terms of a composed
service, and finally executes the composed service.

As an illustrative example, let us assume that someone
wants to post-process a holiday video. However, it does not pay
off to use a monolithic software solution because such software
provides a lot of dispensable functionality, and is therefore too
expensive to buy for just this purpose. What this person needs
is an individually customized software composed of only those
services, which together are able to satisfy his needs. A famous
web-based application for individual post-processing tasks is
Instagram, which provides different image processing services
that can be applied to an uploaded photo or video [4]. However,
the variety of available services is restricted and the selection
of appropriate services has still to be done manually.

Now, let us consider a market of image processing services.
A person, who wants to post-process his video, becomes a
user within this market by formulating a request describing
what he expects from the composed service (e.g., the func-
tionality to create videos with reduced image noise and an
increased brilliance homogeneously distributed throughout the
entire video). Subsequently, a post-processing solution that
satisfies the user’s request is automatically composed based on
image processing services that are supplied by different market
participants. In this scenario, the user only has to pay for the
actually utilized functionality. Figure 1 shows an exemplary
use case in terms of a single photo for such a market of image
processing services. The original photo depicted in Figure 1a
was captured and shall be post-processed in order to change
the appearance according to individual user preferences. To
achieve the different effects shown in Figure 1b to Figure 1d,
the functionality of a single service is usually not sufficient.
In fact, composed services have to be constructed based on
image processing services that are available in the market. In
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(a) (b) (c) (d)

Figure 1. Original image (a) is processed by different composed services to
achieve the different effects shown in (b), (c), and (d).

order to compose services that satisfy specific requirements,
the quality of services regarding functional as well as non-
functional properties must be taken into account.

However, for market participants who are willing to buy
those services, it is difficult to estimate the quality of services
before the services are actually used. For example, an image
processing service’s response time can be predicted to a certain
extent, but it is very dependent on the specific context, e.g.,
its execution environment and its current load. Other markets
such as eBay or Amazon solve this problem by using a
reputation system. Within such a system, the experiences other
users made in previous transactions are collected. Thereby,
the reputation information provides new users an indicator
for the service quality they can expect. As an example, let
us consider that many users were entirely satisfied with a
specific image processing service and rated it with five stars,
for example. As a consequence, this service gained a high
reputation, which makes it more attractive for future users.
Not only the requesters, but also the whole market benefits
from considering reputation, because the providers of high-
quality products are rewarded with a high reputation, thereby
increasing their chances for future sales. On the other hand,
low-quality or even deceptive service providers will only
be able to sell their services at low prices or will vanish
from the market after some time, which again pays off for
all customers. Existing reputation systems used by eBay or
Amazon, for example, do not explicitly consider ratings for
composed services. Other reputation systems, such as those
to rate trips or hotels, often ask the user to evaluate different
aspects. However, single services cannot be combined with
each other as flexibly as needed in the OTF Computing market.
Thus, a reputation system for composed services is still an
open challenge.

The contribution of our original paper covers the identifi-
cation of requirements for a reputation system for markets of
composed services such as OTF Computing [1]. Furthermore,
it covers the conceptual design of our proposed solution in
terms of a flexible reputation system. The extended contri-
bution of this revised version additionally covers, besides an
expanded list of requirements, a more detailed description
of selected processes that are essential for realizing markets
of composed services. Each of these processes incorporates
reputation information according to our proposed reputation
system. Technical details of a prototypical implementation of
our reputation system, however, are not part of the contribution
and are consequently beyond the scope of this paper. The
contribution of this paper is not necessarily restricted to OTF

Computing alone. Results of our work can also be adopted
to other areas, in which reputation of combinable products is
vital.

To the best of our knowledge, there are currently no exist-
ing reputation system approaches that can be directly applied to
markets of composed services like, e.g., the OTF Computing
market. Reputation has already been considered in the area
of service composition: A survey is presented by Gómez
Mármol et al. [5]. However, each of the existing approaches
only deals with a subset of the requirements we identified.
For example, context-specific reputation and the consideration
of expert ratings is missing in almost all related approaches
and often only the reputation of services but no reputation of
other market participants is considered. Furthermore, privacy
protection is not considered by already existing approaches.
Reputation systems that take privacy protection into account
explicitly, either entail a high overhead, or privacy is only a
“property”, which is said to be achieved—but not enforced
cryptographically.

This paper is organized as follows. Section III introduces
OTF Computing while mainly focusing on those aspects that
are relevant for the work at hand. Furthermore, it motivates
the significance of reputation in OTF Computing. Section IV
gives a detailed problem description by subsequently intro-
ducing crucial requirements for a reputation system in OTF
Computing. Section V presents our conceptional solution in
terms of a flexible reputation system that covers all identified
requirements. Existing approaches that only partially cover
these requirements are discussed in Section VI. Section VII
introduces our fuzzy service matching approach that focuses
on reputation information about services. Section VIII, in turn,
mainly deals with the incorporation of reputation information
about composed services into our composition approach. Eco-
nomic decisions with respect to service market interactions
under consideration of available reputation information are
investigated in Section IX. Based on the heretofore presented
results, Section X describes remaining research challenges
that will be addressed in our future work. Finally, the paper
concludes with Section XI.

III. ON-THE-FLY COMPUTING

A major goal of OTF Computing is automated composition
of flexibly combinable services that are traded in markets. A
user’s request for an individual software solution should be
resolved by automatically composing a solution on demand.
OTF Computing addresses the entire process, starting with fun-
damental concepts for organizing large-scale service markets
up to the final execution of a composed service. Embedding
automatic service composition into service markets is one
key challenge for realizing OTF Computing. The whole OTF
Computing process is very complex, as a number of different
aspects need to be taken account of in an integrated fashion.
In this paper, we cover three of those aspects exemplarily. At
that time, we do not have an implementation of the whole OTF
Computing scenario. We do have prototype implementations of
the individual processes, though, which should be combined
in the future in order to be able to prove the practicality of
OTF Computing as a whole.
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A. Automatic Service Composition

In general, we interpret automatic service composition as
the sequential application of composition steps. A composition
step may, for example, correspond to selecting a service in
order to realize a placeholder within a workflow [6]. Regarding
our initial example in terms of image processing services, a
placeholder could correspond to a class of services, which
provide similar functionality (such as smoothing filters). For
execution, a specific service (e.g., Gaussian smoothing) must
then be selected. A composition step, however, may also corre-
spond to a single step within a composition algorithm based on
Artificial Intelligence (AI) planning approaches [7][8][9][10].

For simplicity, let us assume that a workflow is available
and that a service composition step corresponds to selecting
a service. We divide a single composition step into two
separate processes, which subsequently reduce the amount of
qualified service candidates. First of all, a Service Matching
process determines to what extent a particular service fulfills a
placeholder’s functional (e.g., signatures and behavior) as well
as non-functional requirements (e.g., quality properties such as
response time or reliability) [11][12]. Based on the matching
result, services that provide significantly different functionality
or that violate important non-functional restrictions can be dis-
carded directly. Subsequent to the matching process, a Service
Recommendation process identifies (and ranks) the best service
candidate(s) out of the set of remaining services. During the
recommendation process, explicitly given non-functional ob-
jectives regarding the final composed service (e.g., maximizing
the performance while simultaneously minimizing the costs)
as well as implicit knowledge from previous composition pro-
cesses (e.g., a certain service is more qualified in a particular
context than others) are incorporated. The incorporation of
knowledge from previous composition processes is realized
by means of Reinforcement Learning (RL) [13], and requires
feedback about the quality of the execution result [14].

B. Market Infrastructure Perspective

Figure 2 shows the transactional view on the entire OTF
Computing process, reduced to those processes that are rele-
vant for the work at hand. OTF Provider Selection and Service
Provider Selection are decision-making processes regarding
transactions within the market. Three different classes of
market participants are involved in the overall process: users,
OTF providers, and service providers. A user formulates a
request for an individual software solution and sends it to an
OTF provider of his choice (Step 1). The selected OTF provider
processes the request and automatically composes a solution
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Composition

Service 
RecommendationUser Rating

1) Request

2) Response3) Execution

OTF Provider
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Service 
Provider 
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Service
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Service Provider
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Figure 2. Overall OTF Computing process.

based on elementary services that are supplied by independent
service providers.

For each composition step, an OTF provider asks a se-
lected subset of service providers for elementary services. The
previously mentioned matching process is part of the OTF
architecture and takes place before an OTF provider receives
answers about appropriate elementary services. The matching
process operates as a filter ensuring that only services that
fulfill the desired requirements to a certain extent are returned.
The recommendation process, in turn, is part of the OTF
provider-specific composition process and highly depends on
the context of the request.

As soon as a composed service is created, it is passed on to
the user (Step 2), who subsequently executes it (Step 3). After
execution, the user rates his degree of satisfaction regarding
the quality of the execution result (Step 4). In the current
setting, the value of the user rating is immediately returned
to the associated OTF provider. By transforming the value
into a reward and incorporating it into the RL process within
the recommendation system, the OTF provider improves its
internal composition strategy (recommendation process) for
future user requests [15].

C. Reputation as a Signal for Quality

In a dynamic market of software services, information
about quality (e.g., service quality or the quality of OTF
providers) is essential. A user may resort only to OTF
providers of a certain quality (e.g., with respect to customer
support), while simultaneously accepting only composed ser-
vices of a certain quality level (e.g., composed services with
high reliability and trustworthiness). OTF providers, in turn,
have to build composed services consisting of elementary
services with a quality level according to a user’s request. In-
formation about quality, however, is either difficult to estimate
before a transaction actually took place, or cannot be simply
trusted if the quality information is provided by the associated
market participant itself (e.g., when a service provider specifies
the quality of his own services). Our solution to overcome
these issues is to replace the previously mentioned and fairly
simple user rating procedure (cf. Figure 2) with a flexible
reputation system, which aggregates user ratings into single
reputation values and provides them to market participants.
Reputation can then be incorporated as an estimation of quality
into the different decision-making processes.

IV. PROBLEM DESCRIPTION AND REQUIREMENTS

Our goal is to explicitly incorporate reputation information
as an estimation of quality into the OTF Computing process.
Using goal-oriented requirements engineering [16], we system-
atize our reputation system requirements by investigating the
role of reputation from different perspectives.

A. Reputation Information Within the OTF Process

As shown in Figure 2, the OTF Computing process is
initiated by a user’s request. To enable users to choose an OTF
provider they want to establish a business relationship with,
i.e., to buy a composed service from, reputation information
about OTF providers must be available.
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(R1) OTF Provider Reputation: The reputation system
must provide reputation information about OTF
providers.

The selected OTF provider has to ensure that the requested
composed service satisfies the user’s requirements regarding
reputation. For this purpose, the reputation of service providers
and the reputation of their supplied elementary services has
to be considered during the composition process. In order to
enable OTF providers to select service providers they want to
retrieve elementary services from, reputation information about
service providers must be available.

(R2) Service Provider Reputation: The reputation system
must provide reputation information about service
providers.

Reputation of elementary services influences the reputation of
composed services. For example, if a composed image pro-
cessing service uses a well-known, reputable implementation
of a specific image filter, it can be assumed, that the composed
service’s reputation will be higher than the reputation of a
service composed of unknown elementary services. Thus, the
service matching processes (cf. Figure 2) as well as the ser-
vice recommendation process have to consider the reputation
of elementary services. While the matching process has to
determine to what extent an elementary service fulfills cer-
tain requirements considering reputation, the recommendation
process has to determine the best composition steps including
reputation. Reputation information, however, cannot be simply
extrapolated from service providers to elementary services,
since a service provider may supply services of varying quality.
Therefore, reputation information about elementary services
must be available, too.

(R3) Service Reputation: The reputation system must
provide reputation information about elementary
services that have been consumed as a part of a
composed service.

The recommendation process additionally rates alternative
composition steps based on experience gained from previous
composition processes. Reputation information about previ-
ously composed services is needed as feedback for the rec-
ommendation process in order to adapt its recommendation
strategy by means of RL. An OTF provider’s experience,
however, can be considered a business secret that must not
be revealed to other market participants.

(R4) Composed Service Reputation: The reputation sys-
tem must provide reputation information about com-
posed services without revealing business secrets of
OTF providers.

Up to now, we focused on the overall reputation of (com-
posed) services and providers. However, in reality, reputation is
rather context-specific [17]. For example, an image processing
service could have a good reputation regarding the response
time but a bad reputation regarding security. Thus, the repu-
tation system should maintain vectors instead of single values
for ratings and reputation. This provides requesters with the
possibility to specify more detailed requests, e.g., “I want an
image processing service with a high reputation with respect

to security, but its reputation for response time is not that
important to me”.

(R5) Context-specific Reputation: The reputation system
must distinguish between reputation values based on
different contexts, i.e., based on different properties
of the rated service or provider.

Users only interact with OTF providers and not with service
providers directly (cf. Figure 2). As a consequence, a user’s
ratings mainly contain information about OTF providers and
their composed services. Only once in a while may a user
be able to additionally rate elementary services. For example,
when using a composed service for an image processing task,
users may not be aware of all elementary services, e.g., of the
filter service that reduces image noise. However, they may be
able to rate an elementary service that implements an image
compression algorithm, since the way the algorithm effects the
execution result can be directly observed in terms of the size
and quality of the generated image or video.

(R6) Incomplete User Rating: The reputation system has
to consider that a user is most often just able to rate
OTF providers and their composed services, while
a user is only sometimes able to rate elementary
services and never able to rate service providers.

In certain scenarios, users might be especially interested
in ratings by experts, i.e., people who have a well-known
expertise in that domain. The reputation system should allow
for a flexibility when it comes to dealing with ratings provided
by experts. As an example, the system could support weighting
experts’ ratings more than ratings provided by non-experts, i.e.,
“ordinary” users.

(R7) Expert Ratings: The reputation system shall provide
a flexible mechanism of handling experts’ ratings.

B. Technical Requirements

The reputation system needs to provide access to the dif-
ferent reputation values mentioned in the previous section for
the different parties illustrated in Figure 2. Those parties have
diverse and variable needs for reputation value computations
and access as well as interaction preferences. For the service
recommendation process, recent ratings are more important to
accelerate the learning process and, therefore, reputation value
computations that put a higher weight on those ratings are
desired (e.g., rather a geometric mean than an average with
equal weights). In contrast, for a user, it might be preferable
that a certain composed service has a very low failure rate and,
thus, during the provider selection process, reputation values
that include historic values to a sufficient extent and put a
higher weight on negative ratings have to be considered. The
reputation system’s functionality to process user ratings and
to provide them as reputation information has to satisfy the
diverse needs of the requesting parties.

(R8) Flexible Processing of User Ratings: The reputation
system must support flexible processing of user
ratings.

Certain restrictions may be applied: Concerning requirement
(R4), reputation information about composed services shall be
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retrievable only by the OTF provider that originally accom-
plished the service composition process.

(R9) Access Control: The reputation system must imple-
ment access control to reputation values.

Furthermore, the reputation system shall support different
interaction models. Parties, such as the OTF provider’s service
recommendation component, need new reputation information
as soon as it is available. New reputation information has to
be automatically forwarded by the reputation system without
explicitly asking for it. Other processes that rarely need to
retrieve reputation information, such as users or the service
matching component, shall be able to access those data actively
on demand to reduce the data traffic.

(R10) Interaction: The reputation system must support
alternative interaction concepts. Reputation informa-
tion must either be provided on demand triggered by
a request event, or actively sent to a party as soon
as new reputation information is available.

Furthermore, security and privacy protection are crucial
issues—as we have already investigated more generally for
the OTF Computing as well [2]. If users could arbitrarily
rate any services (without having used them), the reputation
system would not constitute any benefit. If any party would be
able to manipulate the reputation values, users could not trust
the provided values and, thus, the reputation system’s benefit
would be lost as well.

(R11) Rating Authorization: Only authorized users, i.e.,
users that performed a transaction with an OTF
provider, are allowed to rate that transaction. If a
rating shall count as an “expert rating” (compare
(R7)), a special authorization is needed: The expert
needs to be recognized and authenticated as an
expert during the rating process.

(R12) Correctness: The computed reputation value pro-
vided by the reputation system must be correct, i.e.,
it must not be possible for any party to manipulate
the reputation value (computation).

Depending on the traded services in the market, users might
only be willing to rate transactions if they can stay anony-
mous. They do not want to (publicly) reveal, which services
were consumed by them. It has been shown in the past that
designing a reputation system that provides user anonymity is
a challenging task [18].

(R13) Anonymity of Rating User: No party shall be able
to relate (individual) ratings to users. Even expert
raters shall get the possibility to stay anonymous—
if they want to; still, they need to be authenticated
as experts (in order for their ratings to count more,
for example) but their ratings shall not be linkable
to them.

(R14) Unlinkability of User Rating to Transaction: The
OTF provider must not be able to relate a rating
to a transaction (previously executed with a certain
user)—in order to achieve user anonymity.

V. A FLEXIBLE REPUTATION SYSTEM

This section introduces the conceptual design of our pro-
posed solution in terms of a flexible reputation system. First,
the system’s internal processes as well as its interaction ca-
pabilities are described. Afterward, we illustrate in particular
how the system meets each requirement listed in Section IV.
An overview of our proposed solution is given in Figure 3. It
shows the internal structure of our flexible reputation system
as well as the interactions with the OTF Computing process.

A. Basic Internal Structure

The reputation system is modeled as a stand-alone and
independent component within the OTF Computing environ-
ment. The reputation values are derived by processing user rat-
ings of services, composed services, as well as OTF providers.
The internal structure can be divided into three main sections.

The Accumulated Ratings section provides functionality for
accumulating raw values of incoming user ratings over time.
To increase robustness, these values can be stored by means
of a distributed storage system. The number of values to be
stored is not necessarily restricted. However, depending on the
available storage space and the amount of incoming values,
outdated values may either be discarded or at least consolidated
into a lower amount of values in the long run.

The Aggregation System provides functionality for process-
ing a set of raw values in order to generate an aggregated
representation. However, one can flexibly choose the set of
raw values to be incorporated into the process, the actual
aggregation function to be applied (e.g., arithmetic/geometric
averaging, identifying the maximum or approximating the
future trend by time series analysis) and the final representation
(e.g., single scalars such as mean or median, or density
functions in terms of their statistical parameters).
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Figure 3. Proposed OTF Computing Reputation System. Internal structure and
interactions with the OTF Computing process are depicted.
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The Reputation Values section finally provides the inter-
faces for accessing the different reputation values of services,
service providers, composed services, and OTF providers.
When accessing reputation values, the set of raw user ratings
to be considered, the actual aggregation function, as well as the
final representation can be flexibly specified. Reputation values
are not stored within the system, but always computed on
demand dependent on the previously mentioned specifications.
This flexibility allows requests for reputation information to
adapt to more complex reputation requirements imposed by
users. For example, a user may want an image processing
service with a reputation value higher than 4 based on at least
20 user ratings that are not older than 6 months. Another user
may want an image processing service, which has an average
reputation value of 4, while no elementary service should have
a reputation value less than 2.

B. Integration into the OTF Computing Process

Reputation values are consumed by the Service Matching,
the Service Recommendation, the Service Provider Selection,
and the OTF Provider Selection processes within the overall
OTF Computing process. Besides flexibility regarding how a
reputation value is internally computed, our proposed reputa-
tion system also provides flexible interaction capabilities. On
the one hand, reputation values can be accessed by a pull
approach whenever they are needed. Following this approach,
the requester inherits the active role by asking for reputation
data if and only if it is necessary. This solution is efficient
when reputation information is needed less frequently (e.g.,
when a user wants to choose an OTF provider). On the other
hand, a push approach shifts the active role to the reputation
system. Reputation information is sent to a party as soon as
new data is available. This approach also allows for creating
a local cache of the latest reputation values without flooding
the reputation system with redundant requests for possibly new
information.

Figure 4 shows the interaction with the proposed reputation
system using the example of the service matching process
(matcher). During the OTF Computing process, the matcher
is called for each elementary service that possibly satisfies
an OTF provider’s request (cf. Section III-B). In this context,
Figure 4 illustrates the access of reputation information for
exactly one elementary service by a pull approach.

The reputation matching process is initiated by providing
the request information and the description of an elemen-
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Figure 4. Simplified example interaction with the reputation system.

tary service and by calling the match operation. For the
sake of simplicity, the request in the depicted example only
shows an extract: An image processing service should have
a minimum reputation value of 4. This request shall now be
matched against an elementary service with id ImagePro1.
The matcher asks the reputation system for a reputation value
of service ImagePro1 aggregated by means of an aggrega-
tion function with id f_id. Hence, the aggregation system
fetches the relevant user rating values (3,4,3,5,5) from the
storage, selects the corresponding aggregation function (here,
arithmetic averaging), and computes an aggregated reputation
value of 4. Based on this result, the matcher decides that the
service matches to the request. We describe the challenges of
reputation matching and our matching approach in more detail
in Section VII.

After a composed service was executed (Step 3 in Figure 3),
users are encouraged to provide feedback on their transactions.
They are asked to rate composed services, OTF providers, and
single services. The feedback in terms of user ratings is the
foundation for generating reputation information within the
reputation system. If the rating is provided by an expert, this
information needs to be stored as well, as expert ratings can be
given more weight than ordinary ratings—this depends on the
requirements of the scenario and can flexibly be implemented
as part of the reputation value computation as discussed before.
To be able to identify, which composed service a rating belongs
to, OTF providers attach an id to their response (Step 2a in
Figure 3). This id corresponds to the particular structure of a
composed service, meaning that identical composed services
have identical ids. During the rating process for a composed
service, this id is forwarded to the reputation system (Step 4
in Figure 3).

Elementary services that are consumed as part of a com-
posed service cannot always be rated separately by the user.
In fact, due to complex user requests, we expect that this is
rarely possible. Thus, in order to still be able to provide rep-
utation values for elementary services and to benefit from all
information available, our reputation system decomposes user
ratings of composed services. To enable this decomposition,
the id the OTF provider sends with his response (cf. Figure 3)
is reused: Simultaneously with his response to the user (Step
2a in Figure 3), the OTF provider sends the same id together
with composition information to the reputation system (Step
2b in Figure 3).

As pointed out above, our reputation system for OTF
Computing shall provide flexibility, which also means that
different implementations for the components are supported.
We have already shown that such an implementation of a
reputation system for the OTF Computing can be done in
a secure and privacy-preserving way—respecting the require-
ments stated in Section IV [19]. In contrast to related work,
as covered in Section VI, this approach only requires a single
reputation provider, which is in line with the requirements of
OTF Computing, and does not need any other components
(such as a bulletin board). The approach is based on the
Paillier cryptosystem [20] to provide a reputation value as
an aggregation of individual user ratings without revealing
anything about the individual ratings to any party. At the
moment we are investigating if expert ratings can also be
implemented in a privacy-respecting way. For that purpose,
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we are investigating group signatures in more detail, as that
mechanism shall allow the authentication of experts without
revealing their identities.

C. Satisfying OTF Computing Requirements

Our proposed solution in terms of a flexible reputation
system fulfills all requirements listed in Section IV. This
section points out how the reputation system fulfills each of
these requirements in particular.

The proposed reputation system enables users to rate OTF
providers, composed services, and—if possible—elementary
services. Assured by the transferred id, in this context, only
users that are involved in a particular transaction taking place
in the OTF Computing market, i.e., users that have requested,
received and executed a particular composed service, are
allowed to participate in the rating process. This ensures ratings
by authorized users (R11). How to realize the rating process
in particular (i.e., what kind of questions have to be asked and
how a user rating value is represented) is beyond the scope of
this paper.

Correctness of the provided reputation values is ensured
by design. Reputation values are computed on demand by
the system itself based on a pre-defined set of aggregation
functions. Furthermore, the entire system is an independent
component within the OTF Computing environment. As a
consequence, manipulations of the computation process by
other participants are eliminated (R12).

Anonymity of users (R13) as well as unlinkability of user
ratings to transactions (R14) is ensured by the accumulation
and aggregation functionality. For reasons of privacy pro-
tection, i.e., in order to not reveal individual user ratings,
the reputation system always collects individual ratings and
aggregates them. Although the single user ratings are stored
within the reputation system, they are not accessible to market
participants so that individual ratings are not traceable. In
this context, it is important that the amount of accumulated
user ratings is high enough and that the aggregation operation
sufficiently condenses the user ratings such that it can be
guaranteed that no information on individual ratings can be
recovered. If not enough user ratings are included in the
aggregation process (e.g., when not enough user ratings are
available yet, or if a request explicitly specifies to only consider
just a few user ratings), the reputation system will not provide
a value but will raise an exception.

All processes that need reputation information within the
entire OTF Computing process have access to the reputation
system. The flexibility of our proposed solution enables each
market participant to freely choose an interaction approach
(push or pull) that is most appropriate with respect to the
market participant’s internal processes (R10). Furthermore, the
process of generating reputation values can be adjusted by
each market participant individually by specifying the set of
user ratings to be considered, the actual aggregation function
to be applied, and the final representation of the aggregated
value (R8).

Reputation information about OTF providers (R1) is pro-
vided by the reputation system in a straight-forward manner.
Users rate their satisfaction regarding the transaction with an

OTF provider. These ratings are accumulated and aggregated
by the reputation system and can be accessed by other users.
The process of generating reputation information about com-
posed services (R4) is similar. Users rate their satisfaction
regarding the execution process and the execution result of
a composed service. These ratings, again, are accumulated
and aggregated by the reputation system. In comparison to the
reputation of OTF providers, however, reputation information
about composed services is OTF provider-related. In order to
preserve business secrets, only the OTF providers themselves
can access the reputation values of their own composed ser-
vices - after successful authentication (R9).

Besides being directly rated by users, ratings of elementary
services also have to be derived from ratings for composed
services (R3). For this purpose, OTF providers send informa-
tion about their composed service to the reputation system.
In order to not reveal their business secrets, this composition
information, however, only consists of abstract, structural
information. Only the set of elementary services included in
a composed service is exposed, but not, for example, when
and how often a particular service is called. This way, the
provider’s business secrets are protected, while it also allows
for a mapping of the rating for a composed service to single
services (R6).

Since users only interact with OTF providers, user ratings
for service providers cannot be provided to the reputation
system (R6). To overcome this problem, the aggregation sys-
tem extrapolates from reputation information about elementary
services to information about the associated service providers
during the aggregation process (R2).

While composing services, reputation information about
elementary services have most likely to be aggregated in order
to choose composed services not only based on their (aggre-
gated) non-functional properties, but also based on their overall
reputation. How to determine this overall reputation, however,
depends on the user requirements and the composition strategy
of the respective OTF provider. If a user requires, e.g., all
elementary services to satisfy a minimal reputation value, an
OTF provider has to check the reputation value of each service
individually. Another user might be satisfied with an average
reputation value above a specific threshold. In this case, an
OTF provider has to determine the average reputation value
by aggregating all single values. Subsequently, the aggregated
value and the threshold value have to be compared. In either
case, aggregation of reputation values within the composition
process is not part of the reputation system itself. A further
investigation of how to integrate reputation information into
service composition is addressed in Section VIII.

VI. RELATED WORK

There is a lot of literature on reputation, both in economics
and computer science. Our interpretation of reputation is
used for instance by Shapiro [21] or as well by Bar-Isaac
and Tadelis [22], who summarize the economic literature on
reputation. Design aspects related to mathematically modeling
a reputation system and challenges that arise with online
transactions, are explicitly discussed by Friedman et al. [23]
and Dellarocas [24], for example. Another comparison of
trust and reputation models without referring to services or
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service composition is given by Gómez Mármol and Martinez
Pérez [25].

More closely related, we identify three involved fields,
Reputation Systems, Privacy-Preserving Systems and Service
Composition, and their overlaps with each other as shown in
Figure 5. In the following, we present related work, which
has been done within these overlaps in more detail. It is
noteworthy that no work covers all of the three different fields
(the overlapping marked x in Figure 5). To the best of our
knowledge, we are the first to take all three fields into account.

x

Privacy-
Preserving

Systems

Reputation
Systems

Service
Composition

[26]
[27]

[5]
[28] [29]
[30] [31]

[32]
[33]

Figure 5. Overview of related work.

A. Reputation Systems and Privacy-Preserving Systems

Researchers have come up with privacy-preserving repu-
tation systems in the past. Androulaki et al. [27] propose a
reputation system that allows anonymous ratings. However,
there is no authorization mechanism in their approach, i.e.,
anybody could rate any service. Kerschbaum et al. [26] present
a system, which requires two centralized mutually mistrusting
reputation providers in order to achieve anonymous user rat-
ings. Users encrypt their ratings and send them to the first
reputation provider, which collects a number of ratings and
then publishes them to a bulletin board. The second reputation
provider retrieves the ratings from the bulletin board to decrypt
and aggregate them before providing a (computed) reputation
value. The approach is based on the Paillier cryptosystem [20].
However, the approach is too inflexible and complex to be used
in our OTF Computing setting. We want to keep a lean OTF
infrastructure with only one reputation provider and no other
additional components, such as a bulletin board, used only by
the reputation system.

B. Reputation Systems and Service Composition

In general, existing approaches in this area focus on techni-
cal issues, e.g., how exactly reputation of composed services
is computed. Our work does not focus on these issues but
rather provides a holistic overview of how reputation is used
in different processes of OTF Computing.

A good overview of existing research in the crosscutting
area of reputation systems and service composition is provided

by Gómez Mármol and Kuhnen [5]. In their survey, they
compared 12 approaches on reputation-based web service
composition. According to their analysis, most of the consid-
ered approaches suffer from security issues like sybil attack.
Furthermore, many of those approaches offer some flexibility
in a way that they support different aggregation strategies. The
latter is similar to our approach. However, these approaches
are not applicable to OTF Computing because they do not
consider reputation of the different roles, i.e., OTF Provider
and Service Provider. Also other requirements are not covered,
e.g., context-specific reputation, expert ratings, or different
ways of interaction. Moreover, the matching approaches used
in the considered approaches to select services for a composi-
tion based on reputation are rather simple and do not support
complex requests or different fuzziness sources.

Ali et al. present a reputation system with an integrated
Service Composer [28]. They combine reputation with ser-
vice composition by evaluating reputation metrics whenever
services are composed. The reputation computation phase
calculates reputation for elementary services as well as for
composite services. In another approach, Motallebi et al.
integrate Component Reputation and Component Trust in order
to derive the reputation of a composed service from trust values
for single services [29]. They do this by taking into account
the frequency of invocations of these services. Both approaches
covers only some of our requirements for a reputation system
in OTF Computing. For example, neither service providers
are considered, nor is privacy or security a topic within their
publications.

Malik and Bouguettaya present the framework
RATEWeb [30], which aims at facilitating service composition
considering a service’s reputation. In this approach, the service
comsumer is responsible for maintaining reputation values,
i.e., the reputation system is distributed. This contradicts with
our idea of OTF providers that use “global” reputation values
within service composition. However, their reputation metrics
are very comprehensive in a way that they consider different
aspects of computation, e.g., rater credibility, majority rating,
and temporal sensitivity. We focus on a more flexible method
to be configured by the user at runtime. In future, we should
cover a similar range of aspects in our requirements, though.

The reputation propagation framework by Huang et al. [31]
considers “various entities in the [service] ecosystem”, e.g., not
only a service’s reputation but also the providers’ reputation is
considered. This makes it similar to our approach. However,
they do not describe how reputation is considered within other
processes, e.g., service composition. Furthermore, the match-
ing process itself is rather simple, based on one numerical
value. An interesting idea is that they take the domain of a
service into account. This might also be an interesting addition
to our approach in the future.

C. Service Composition and Privacy-Preserving Systems

Tbahriti et al. identify privacy preservation as one of
the most challenging problems in Data-as-a-Service (DaaS)
services composition [32]. DaaS is about combining web
services for data publishing and sharing. In their proposed
approach, privacy policies specify how collected data is treated
and privacy requirements specify how the service-consuming
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services are expected to treat the provided data. Similarly,
Costante et al. come up with a solution for web service
selection and composition that takes privacy into account [33].
Users are able to specify their privacy preferences, which are
checked against the service providers’ privacy policies. Only
in the case of a successful match are the service providers’
services selected and used for composition. Both approaches
do not take into account reputation of elementary or composed
services.

In contrast to related work, we pursue a privacy-by-design
approach that builds privacy protection into the reputation
system for OTF Computing. This allows us to prove that
privacy is achieved rather than to rely on guarantees made
by the participants.

VII. FUZZY REPUTATION MATCHING

In general, service matching is the process of comparing
a request for a certain service to descriptions of the services
provided in a service market. For each provided service, a
matching process delivers a matching result that indicates
how much the service satisfies the given request. Here, we
do not distinguish between composed services and elemen-
tary services: the provided service can be of both types.
The matching process includes functional properties, e.g.,
signatures or protocols, as well as non-functional properties,
e.g., quality properties of the service, like performance. A
service’s reputation is part of the non-functional properties.
The most important difference between reputation matching
and matching of other service properties is the source of the
information the request has to be matched to: While properties
like signatures and protocols have to be specified by the service
providers themselves, reputation data has to be determined by
a reputation system managed by a trusted third party – the OTF
provider in our case. This is due to the fact that the ratings a
reputation value is aggregated from are security- and privacy-
sensitive (see Section IV). The provider must be prevented
from manipulating such data (also covered by R12).

Section V-B illustrated a very simple reputation match-
ing example. In practice, we expect requesters to require a
more complex matching approach. The reason is that their
requirements, on the one hand, can be more much complex
but, on the other hand, they can also be fuzzy. Similar facts
hold for the information provided in the reputation system.
In the following, we explain how a more complex reputation
matching works, which kinds of fuzziness can occur, and how
we cope with them. As depicted in Figure 6, in this section,
we only focus on the matching process and not on the process
that gathers the ratings needed to calculate reputation. The
reputation matching process depends on reputation values for
services and service providers.

A. Reputation Matching

A request for a service’s reputation consists of a list
of conditions that can be fulfilled or not. As an example,
consider the request in Figure 7. This request consists of four
conditions, c1 – c4. These conditions can be evaluated based
on data from the reputation system. For a full match, all four
conditions have to be true. If not all conditions are true, the
matching approach returns a result that denotes to what extent
the request is satisfied. Based on this result, the requester
(or the OTF Provider’s recommendation system, see Section
VIII) can compare and select between different services. The
more complex a request is, i.e., the more details a requester
specifies, the more accurately can the matcher determine
results that actually fit the requester’s interests. However, with
an increasing complexity, also the set of services matching
the request to a high extent becomes smaller. We explain the
example request depicted in Figure 7 in more detail in the
following.

Each of the conditions in a request checks several proper-
ties related to service reputation (R3) and a service provider’s
reputation (R2). For example, c1 checks whether the overall
reputation of a service is greater or equal to 4 (based on a
five star range as it is common in today’s app stores). As a
further restriction to this reputation value, this value must have
been aggregated based on at least 100 ratings. Such restrictions
are useful as a reputation value’s reliability increases with the
number of ratings it has been calculated from. The conditions
c2 and c3 check context-specific reputation values (R5),
i.e., the reputation with respect to the perceived response
time of the service (c2) and the reputation with respect to
the perceived security of a service (c3). Furthermore, c2
uses an approximation operator (≈). It means that the lower
bound should be approximately 4 but the requester is tolerant
regarding slight deviations. For example, a reputation of 3.95
would also be accepted. We will give more details about such
approximated conditions in the next subsections related to
fuzzy matching. In c3, we can see a restriction with respect
to time. In this example, the reputation value should have
been created based on at least 50 ratings, which have been
given during the last three months. These kinds of restrictions
are based on the idea that recent ratings are more reliable
than old ones. This especially happens if the rated service
has been updated or if the environment of the raters changed
(e.g., the global sensitivity to security increased due to some
incident). In contrast to c1 – c3, c4 is about the reputation
of the service’s provider. Another special characteristic of c4
is the restriction newer > older. Based on the same idea
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c1: Rep(Service) ≥ 4 
          based on ≥ 100 ratings

c2: RepRT(Service) ≈ 4
          based on ≥ 50 ratings
 
c3: RepSec(Service) ≥  3
          based on ≥ 50 ratings
              of the last 3 months

c4: Rep(Provider) ≥ 3
          newer > older   

Entity Context # Ratings

Service: ImagePro1 Overall 300 Rep(300 ratings) = 4.5

Service: ImagePro1 ResponseTime 80 Rep (80 ratings) = 3.5

Service: ImagePro1 Security 30 Rep (30 ratings) = 2

Provider: IPServices Overall 1300 Rep (newer > older) = 4

… … … …

Service: PicProcessor Overall 90 Rep (90 ratings) = 3.35

Service: PicProcessor ResponseTime 30 Rep (30 ratings) = 1.5

Service: PicProcessor Security 30 Rep (30 ratings) = 4.5

Reputation System:Request:

Figure 7. Exemplary request and extract of reputation system contents

as explained above, this restriction is related to the age of
the ratings the creation of the reputation value is based on.
However, in this case, the requester did not specify a specific
threshold as above. Instead, ratings are weighted based on
their age. For example, ratings from the current month have
a higher impact on the reputation value than ratings given a
year ago. Please note that flexible feedback processing (R8)
is an essential prerequisite for such complex requests as they
affect the aggregation function the evaluated reputation values
are based on.

The right part of Figure 7 shows an exemplary extract of
the contents of a reputation system in a tabular notation. These
contents, amongst others, are used to evaluate the conditions
of the request explained above. For example, reputation values
based on different contexts for the services ImagePro1 and
PicProcessor are depicted. We also see the reputation
of the service provider IPServices, which is the provider
of both the ImagePro1 and the PicProcessor services.
The third column depicts how many ratings are available per
service in total. The rightmost column depicts some exemplary
reputation values calculated based on these ratings. Please note
that these are dynamic values not stored in the reputation
system but derived from the ratings stored in the system based
on a selected aggregation function.

After the required reputation values considering all re-
quested restrictions have been determined, an exact matching
of each condition is a simple numerical comparison. For
example, for ImagePro1, c1 evaluates to true because the
overall reputation value can be calculated based on 300 ratings
and turns out to be 4.5 (cf. the first row of the reputation
system depicted in Figure 7). In contrast, PicProcessor
can already be sorted out as the overall reputation can only be
determined on 90 ratings (and it is only 3.35, anyway). From
this example, we can learn that an exact matching approach
approach like this always depends on complete knowledge,
e.g., the requested number of ratings. In the following, we
explain why this is an unrealistic assumption and how we can
deal with incomplete knowledge using fuzzy matching.

B. Fuzziness Types

Since the reputation of a service is not an objective mea-
sure, such as signatures or protocols, uncertainty or fuzziness
might easily be introduced into the matching process. The
more detailed the request, the more possibility there is for
induced fuzziness.

Fuzziness can be introduced into the matching process
due to several reasons. In our earlier work, we classified
these reasons into different fuzziness types [11][12] including
Requester-induced Fuzziness and Provider-induced Fuzziness:

• Requester-induced Fuzziness: Requesters are often tol-
erant with regard to slight variations between the stated
requirements and the provided service. Especially “soft”
constraints, like the conditions in a reputation request,
are likely to be vague. For example, a requester wanting
a reputation of 4, might also be satisfied with a service
having a reputation of 3.95 if all other properties match
well.

• Provider-induced Fuzziness: We expect service providers
to not provide all information a service matching ap-
proach needs to determine an exact match in most
cases. Reasons for this include (a) they do not want
to publish many details in order to protect business
interests and (b) they cannot know all required service
properties because these details are difficult to determine,
e.g., the overall performance of a service. Regarding
reputation matching, provider-induced fuzziness occurs
if the reputation system does not have the data needed
to evaluate a condition on a given request. For example,
if a service is rather new in the market, there cannot be
many ratings for this service. Another reason might be
unrateability of the provider or of a service that has only
been used as part of a composition (R6).

Our main idea is to enable matching despite these uncer-
tainties and to make them visible to the requester. Thus, the
matching approach should not only return a matching result
but also a measure of each of the three fuzziness types. As a
benefit, the requester can make a more informed decision. In
most cases, requesters will prefer services with good matching
results that come with a low amount of fuzziness. Furthermore,
if the requester-induced fuzziness is high, the requester can
even react to it by modifying his request and restarting his
search. Similarly, even the provider can try to react if he
finds that matching results returned for his services are often
inflicted with a high amount of provider-induced fuzziness in
order to increase its sales opportunities.

There are different ways of how to represent a matching
result that reflects induced fuzziness. For example, in our
previous work, we assigned percentage fuzziness scores to
privacy policy matching [34]. In the following, we will show an
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Figure 8. Exemplary Matching Results

approach appropriate for reputation matching based on fuzzy
logic, more specifically fuzzy sets [35], as fuzzy logic has
already been shown to be useful in order to model uncertainty
in many works (e.g., [36], [37]).

C. Calculation of Fuzzy Matching Results

The example request depicted in Figure 7 covers requester-
induced fuzziness as well as provider-induced fuzziness.
Requester-induced fuzziness occurs in c2, indicated by
the approximation operator ≈. When analyzing the service
ImagePro1, provider-induced fuzziness occurs in c3 be-
cause the reputation system does not have 50 ratings regarding
security of this service but only 30. When analyzing the service
PicProcessor, provider-induced fuzziness occurs in c1,
c2, and c3 as there is only a little amount of ratings for this
service.

In order to evaluate c1 – c4, these conditions are trans-
formed into membership functions. Conditions inflicted with
fuzziness are fuzzified into fuzzy sets. Figure 8 depicts these
sets. The x axes denote reputation values in a scale from 0
to 5, while the y axes represent the membership as a number
between 0 and 1. The sets for the request are depicted in green
color. For example, the threshold for the requested reputation
in c1 is 4. Thus, the membership is 0 from 0 to 4 and 1
between 4 and 5. This means, if a service’s reputation value
is higher than 4, it matches completely. For c3 and c4, the
thresholds are 3. c2 is transformed into a fuzzy set as there
is no hard threshold. Depending on the risk affinity of the
requester, the transition can be more or less steep. However,
for simplicity reasons, at the moment, we model the steepness
based on a constant value of 1. Thus, in this example, we
modeled the fuzzy constraint with a smooth transition between
full and no membership from 3 to 4. Modeled as a tuple, a
fuzzy set can be denoted by its lower left corner, its upper

left corner, its upper right corner, and its lower right corner.
Accordingly, this fuzzy set is denoted by the values (3,4,5,5).

The orange and the blue lines are the membership functions
for the two provided services to be matched (ImagePro1
and PicProcessor). For example, the reputation value of
ImagePro1 is 4.5. This leads for c1 to a membership of 1
at 4.5 and 0 otherwise. As stated above, for PicProcessor,
there are not enough ratings to evaluate c1, so we model
the provided reputation value as a fuzzy set. The fuzzy set
is derived from the information we have and from the amount
of missing information. In this example, we know that the
reputation is 3.35 based on 90 ratings. It is uncertain how the
reputation value would develop with 10 more ratings (a value
based on 100 ratings was requested). However, assuming an
averaging aggregation function for the reputation, the value
cannot deviate much. Thus, based on the ratio of missing
ratings and available ratings, we span a triangular fuzzy set.
The peak is the value we calculated based on the currently
available ratings and the transition, i.e., the steepness on both
sides is determined by the number of missing ratings and
the number of requested ratings. In this example, the peak
is at 3.35 and the steepness on both sides is 0.1 (10 missing
ratings out of 100 ratings requested: 10/100). This leads to a
fuzzy set of (3.25,3.35,3.45). In c2, there is more uncertainty
about the reputation value of PicProcessor as even more
ratings are missing compared to the request: The reputation
value calculated based on the currently available ratings is 1.5,
20 ratings are missing and 50 are requested. In this case, we
use the current reputation value of 1.5 and a deviation of 0.4
(20/50), which denotes a fuzzy set of (1.1,1.5,1.9).

Based on these membership functions, the provided ser-
vices are compared to the request in order to decide whether
the services match. Regarding c1, we have a full match for
ImagePro1 because its membership is fully covered by the
request’s membership function. PicProcessor does not
match with respect to c1 because there is no overlap with
the set represented by the request’s membership function.
The evaluation of c2 shows that the reputation value for
ImagePro1 intersects the request’s membership function at
a value of 0.5 on the y axis. Accordingly, the matching result
for this condition is 0.5. PicProcessor does not match c2.
Regarding c3, ImagePro1 matches, while PicProcessor
does not match. Furthermore, both services match with respect
to c4.

The results for the four conditions are aggregated to one
final matching result per service. Taking the average again,
ImagePro1 matches with a result of

(1 + 0.5 + 0 + 1)/4 = 0.625 ,

and PicProcessor matches with a result of

(0 + 0 + 1 + 1)/4 = 0.5 .

As a conclusion, the requester should choose ImagePro1.

D. Configurability

In Section VII-C, we described how we derived member-
ship functions from the request that describes a user’s require-
ments on reputation. There are some configuration possibilities
to adapt these functions. For example, the steepness of the
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fuzzy sets can be determined based on different heuristics.
Here, we only described one possibility. In general, choosing
an appropriate heuristic means dealing with the trade-off
between precision and recall: the steeper the transitions from
membership to non-membership and vise versa, the less false
negatives can be expected, while the less steep the transitions,
the less false positives can be expected.

Another possibility for configuration is the aggregation
function. Here, we described an averaging aggregation method.
However, also maximizing or minimizing methods or more
complex, e.g., hierarchical methods [38], are possible.

VIII. REPUTATION FOR COMPOSED SERVICES

This section focuses on the internal processes of a sin-
gle OTF provider while taking user feedback for composed
services into account (see Figure 9). In this context, the
service composition component realizes a sequential service
composition approach (cf. Section VIII-A). The service rec-
ommendation component, in turn, realizes a learning approach
in order to improve the quality of composed services over time
(cf. Section VIII-B). In this section, quality of composed ser-
vices corresponds to how good a composed service satisfies a
desired functionality. Assuming that alternative realizations for
a desired functionality exist, the alternative that approximates
the desired functionality the best is interpreted as the composed
service with the highest quality.

After briefly introducing the fundamental techniques of
both service composition approach and service recommenda-
tion approach, we present experimental results for demon-
strating how delayed feedback in terms of reputation values
influence the learning behavior, which originally incorporates
immediate feedback. We use the image processing example
introduced in the beginning of this paper as concrete use
case for composing, executing and rating composed services.
Incorporating reputation values for single services, however, is
not considered in this section.

A. Sequential Service Composition Model

As already stated in Section III-A, we interpret automatic
service composition as the sequential application of com-
position steps. In this section, we introduce our sequential

composition model based on composition rules. However, our
composition model represents only one possible realization of
the service composition component depicted in Figure 9.

A composition rule compactly defines a formally correct
modification during the service composition process. The
syntax of composition rules is identical to the syntax of
production rules, which contain non-terminal symbols and
terminal symbols [39]. In our context, non-terminal symbols
correspond to functional parts of the composed service that still
have to be realized. Terminal symbols correspond to concrete
services. For example, the composition rules X → s1Y | s2
define that a required functionality X can be composed by
a service s1 and a required functionality Y . Non-terminal Y ,
in turn, has to be realized in a subsequent composition step.
Alternatively, X can be directly realized in terms of service
s2.

For illustration purposes, let us consider the image pro-
cessing example introduced in Section II. Let us assume that
Figure 1a can be transformed into Figure 1b by a sequence of
two post-processing services. In fact, four different steps are
actually necessary to achieve the desired result: Modification
of contrast, brightness, saturation, and sharpness. However, for
reasons of comprehensibility and without loss of generality, we
consider only two processing steps Y and Z to be necessary in
order to achieve the desired functionality X . The chronological
order, in which both steps are applied cannot be neglected, but
is relevant due to dependencies between processing results.
In short, Y Z may produce different results then ZY . As a
consequence, we write X → Y Z | ZY . Let us assume,
that each processing step can be performed by two different
services, resulting in four services: s1, s2, s3, and s4. Services
s1 and s2 as well as services s3 and s4 implement similar
functionality and are equivalent with respect to their formal
specifications. Required functionality Y can be realized by
either s1 or s2, while Z can be realized by either s3 or s4. In
short, we write Y → s1 | s2 and Z → s3 | s4.

Figure 10a depicts the complete list of composition rules
mentioned heretofore. Each rule is assigned a unique identifier
r̂i. A derivation of rules corresponds to composing a solution
for desired functionality X . For example, the derivation

X
r̂2−→ ZY

r̂3−→ Zs1
r̂5−→ s3s1

composes the solution s3s1 by successively applying rules r̂2,
r̂3, and r̂5. In fact, this sequence of single decision-making
steps is similar to workflow composition. First of all, an
abstract workflow has to be selected by either applying rule
r̂1 or rule r̂2. Afterwards, the functional placeholders Y and
Z have to be realized by choosing between rules r̂3, r̂4, and
rules r̂5, r̂6, respectively.

According to Rao and Su [40], the second major realm of
approaches besides workflow management that have emerged
in order to tackle the service composition problem is Artificial
Intelligence (AI) planning. From the AI planning perspective,
service composition can be interpreted as a search problem
in a state transition system [41]. Figure 11a depicts the state
space for our example. In the most general sense, a state si
corresponds to a set of conditions that hold as long as state si
is occupied. Actions (arrows), in turn, correspond to services.
Applying a service to a state si corresponds to changing the
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r̂1̂r1̂r1 r̂2̂r2̂r2

X Y Z ZY

r̂3̂r3̂r3 r̂4̂r4̂r4

Y s1 s2

r̂5̂r5̂r5 r̂6̂r6̂r6

Z s3 s4

(a)

r1r1r1 r2r2r2 r3r3r3 r4r4r4

X s1Z s2Z s3Y s4Y

r5r5r5 r6r6r6

Y s1 s2

r7r7r7 r8r8r8

Z s3 s4

(b)

Figure 10. Composition rules (a) according to workflow composition and (b)
according to forward search from AI planning.

conditions encoded in state si [42]. A desired functionality
is usually specified in terms of pre- and postconditions. The
preconditions correspond to the initial state s0, while the post-
conditions correspond to the goal state s∗. Search algorithms
are then applied to find a sequence of services that transforms
s0 into s∗.

The planning based composition model can be gradually
transformed into our composition model during the search
process [43]. In terms of forward search, a non-terminal
symbol N represents the unresolved path from the currently
occupied state si to the goal state s∗; we write N = #   »sis∗.
For example, when the forward search enters state s0, non
terminal symbol X = #    »s0s∗ is constructed. If the forward search
then proceeds to state s2 by applying service s3, non-terminal
symbol Y = #    »s2s∗ and composition rule r3 : X → s3Y
are constructed. If the search process subsequently applies
service s1 and proceeds to state s∗, rule r5 : Y → s1 is
constructed. Figure 11b shows the complete state space based
on our composition model for our example. The associated
composition rules are listed in Figure 10b.

There are two major benefits when using our composi-
tion model. First, our model facilitates a unified composition
process. Both workflow composition and AI planning can be
modeled in terms of composition rules and can be combined in
the same state space. Rule r̂3, e.g., is equivalent to rule r5. The
sequential application of rules r̂2 and r̂6, in turn, is combined
in rule r4 (cf. Figure 11b). Second, the underlying decision-
making process in our model satisfies the Markov property:
Decisions do not depend on history but are memoryless. All
relevant information is encoded in a single state in terms of the
current composition structure. Whenever a decision between
alternative composition rules has to be made, decision-making
bases on the heretofore composed solution. Choosing between
alternatives is up to the applied RL approach.

B. Improving Quality by Means of Learning

The recommendation component (cf. Figure 9) incorporates
RL techniques for improving the quality of composed services
over time. In general, RL addresses the problem faced by an
autonomous agent that must learn to reach a goal through se-
quential trial-and-error interactions. Depending on its actions,
an agent receives a reward value that is incorporated into the
decision-making processes in order to adjust the selection of
actions in the future. In case of episodic RL, an agent is not
learning continuously but periodically in terms of episodes. An
episode defines the period between initial state and final state.

s0

s1

s∗

s2

s1, s2

s3, s4

s3, s4

s1, s2

X

Z Y

(a) Planning State Space

X
ZY

s1Z s2Z

s1s3

s1s4

s2s3

s2s4

s3Y s4Y

s3s1

s3s2

s4s1

s4s2

r1 r2 r3 r4

r̂2

r̂6

r7

r8

r7

r8

r5

r6

r5

r6

(b) Composition Rule State Space

Figure 11. Relationship between planning based composition and sequential
application of composition rules.

In our context, an episode covers an entire composition
process. After each composition process, a user gives feedback
by rating the quality of the execution result. In terms of our
example, a user rates his satisfaction regarding the result image
that is produced by the composed service. To roughly simulate
user ratings in our experiments, the original image (Figure 1a)
is automatically processed by the composed service. The
resulting image is then compared with the manually produced
desired image (Figure 1b). Based on the normalized distance
value d ∈ [0, 1] of the original image and the desired image,
the user rating r = 1 − d is computed. The higher the
rating, the better the execution result and, consequently, the
higher the quality of the composed solution. The user rating is
subsequently incorporated as a final reward into the sequential
composition process to improve the selection of alternative
composition steps during future composition processes.

Technically, the sequential composition process as de-
scribed in the previous section is modeled as Markov Decision
Process (MDP) [44]. Figure 12a shows a snippet of the state
space depicted in Figure 11b. The annotated quality values
Q(s, r) are an estimation of how good it is to apply a compo-
sition rule r when currently occupying state s. The higher these
so-called Q-values, the more promising the corresponding
actions for the composition task. In our work, we apply Q-
Learning to adjust the Q-values over time based on user
feedback [45]. Q-Learning is a model-free RL algorithm that
directly approximates Q-values by means of its update function

Q(st, rt)← Q(st, rt)

+ α
[
γmax

r
[Q(st+1, r)]−Q(st, rt)

]
,

(1)

with current state st, next state st+1, current composition rule
rt, next composition rule rt+1, discount factor γ, and learning
rate α. In addition to the update function, we incoporate an
ε-greedy action selection strategy. Action selection strategies
are crucial in order to balance between exploitation of already
learned knowledge and exploring new and probably better
states. In case of ε-greedy, composition rules are greedily
selected with probability 1 − ε: the composition rule with
the highest Q-value is selected (exploitation phase). With
probability ε, however, a composition rule is randomly se-
lected (exploration phase). For our experiments, we chose a
commonly used setting; that is, γ = 0.9, α = 0.9, and ε = 0.1.
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Figure 12. Demonstration of Q-Learning.

Figures 12b-12e illustrate the actual learning process. Each
figure shows state space and associated Q-values after a
composition process was completed and a user rating was
incorporated as final reward. Thick arrows indicate the cho-
sen path from initial state to final state. Q-values Q(X, r1),
Q(s1Z, r7), and Q(s1Z, r8) are initialized with 0.

Figure 12b: Service s1s4 was composed and executed.
During the composition process, composition rule r8 was
chosen randomly. The execution result was rated with value
0.5. The rating value was immediately integrated as final
reward by adjusting Q-value Q(s1Z, r8). Note: Final reward
is always incorporated unmodified and replaces the Q-value of
the lastly applied composition rule.

Figure 12c: The composition process again produced com-
posed service s1s4. Composition rule r8, however, was not
selected randomly, but greedily based on Q-value Q(s1Z, r8)
that was modified in the previous composition process. After
selecting r8 and before transitioning to state s1s4, update
rule (1) is applied to adjust Q-value Q(X, r1). Q-value
Q(s1Z, r8), however, is not changed again, since it is equiva-
lent to the rating result, which is the same as before.

Figure 12d: Composition rule r7 was randomly selected
during the composition process. Executing composed service
s1s4 results in an image that is identical to the desired result
image. Hence, the rating value is 1. Q-value Q(s1Z, r7) is
immediately updated. During the composition process, how-
ever, this value was not yet available. Due to the max oper-
ator, Q-value Q(X, r1) was again updated based on Q-value
Q(s1Z, r8).

Figure 12e: The composition process operated in a greedy
manner again. Furthermore, Q-value Q(X, r1) significantly
increased, since it was updated based on Q-value Q(s1Z, r7)
this time.

By consecutively applying the update rule when moving
through the state space and by continually incorporating ratings
of consecutive composition processes, ratings are propagated
throughout the state space and Q-values finally converge.
Generally speaking, the overall composition process adapts
its composition strategy to produce a composed service that
approximates the desired functionality that is implicitly deter-
mined by the feedback.

We conducted two initial experiments to obtain refer-
ence results before investigating the impact of reputation
information in the subsequent experiments. The objective in
each experiment was to identify the composed service that
reproduces the desired image shown in Figure 1b at best.
Four different image processing operations had to be applied
in order to appropriately modify contrast, brightness, color,
and sharpness, respectively. For each operation, six different
services with slightly different functionality were provided.
The chronological order of the four operations was not de-
fined in advance. To obtain sound results, each experiment
comprised 3000 consecutive composition processes and was
repeated 100 times. For each experiment, the ratings per
composition process were plotted in terms of mean value
and 95% confidence interval of all 100 independent runs.
For reasons of clarity, the resulting plots were additionally
smoothed.

Figure 13 depicts the results of the two initial experiments.
In the first experiment (green plot), no feedback was provided
at all. Decisions between alternative composition steps were
made only randomly. As a consequence, the rating values do
not increase over time but remain almost the same. The results
of the first experiment serve as worst case. In the second
experiment (black plot), immediate feedback was incorporated
as described above. Rating values were directly integrated into
the composition process as soon as they were available. The
impact of learning is clearly visible. The period, in which the
rating values increased, indicate the phase, in which Q-values
kept changing during the experiment – the actual learning
period. After approximately 1200 composition processes, the
Q-values converged. The optimal value 1 was not achieved due
to the ε-greedy action selection strategy: Composition steps
were still selected randomly once in a while. The results of
the second experiment serve as best case for the Q-Learning
setting in our example.

C. OTF Provider-related Reputation Values

Considering our proposed reputation system, user ratings
are accumulated and aggregated into reputation values to en-
sure preservation of privacy (cf. Section V-C). Furthermore, we
consider reputation information about composed services to be
OTF provider-related in order to strictly enforce preservation
of OTF providers’ business secrets. To evaluate the impact of
OTF provider-related reputation values on the learning process,
we delayed the incorporation of our simulated user ratings.

Usually, when dealing with markets of composed services,
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Figure 13. No learning (green) vs. learning (black).
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users have individual preferences and consequently deliver
different ratings for the same composed solution. By analyzing
the different ratings, e.g., a new learning context can be
identified and an independent learning process with a different
learning objective can be initialized. To cope with the privacy
preservation mechanisms, an aggregation function that still
allows these steps has to be found. In our next experiment,
however, we assumed that ratings are identical for identical
composed services in order to analyze the mere influence
of delayed reward. We conducted the experiment with the
same settings as in the experiment with immediate feedback.
However, we delayed the incorporation of ratings until a
second rating for the same composed service was available.
Figure 14 shows the results (blue plot) in comparison to the
best and the worst case, respectively. The impact is enormous.
After 3000 composition processes, the results of the best case
were still not achieved. Nevertheless, a learning behavior is
still clearly visible.

A possible way to improve the learning behavior is to
change the learning process itself, including the update rule as
well as the action selection strategy. For example, the update
rule could be applied more often in order to increase the
propagation speed of Q-values within the MDP. Modifying the
learning process, however, is beyond the scope of this paper,
but needs a more thorough investigation. Another common
mean is to provide more samples, from which the process
can learn. In our context, a sample comprises a composed
service and its corresponding rating value. If more samples
were available, reputation values could be provided earlier
and the impact of the delay would be weakened. Regarding
our OTF Computing market, OTF providers might establish
a cooperation in order to share business secrets (the ratings
for services they composed). The reputation system can be
extended to accumulate and aggregate ratings for composed
services that belong to a group of OTF providers. A new
challenge that emerges is the asynchronous provision of new
feedback. Until now, we assumed that feedback is incorporated
synchronously – after a composition process has finished.
However, new ratings from other OTF providers may be
available anytime.

D. Publicly Accessible Reputation Values

In the previous section, we assumed that the complete
composition information is stored in the reputation system in
order to unambiguously identify and assign ratings to identical
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Figure 14. No learning (green), learning with immediate feedback (black), and
learning with delayed feedback (blue) until two ratings were available.

compositions. An alternative approach to increase the number
of samples is to make rating values for composed services
publicly accessible for every OTF provider. To not reveal
all business secrets of the OTF providers, information about
composed services that is stored in the reputation system must
be abstracted. As a consequence, user ratings for different
composed services most likely end up in the same accumu-
lation process. When, for example, only information about
the utilized services is considered, but not information such
as data and control flow, ratings for composed services that
contain the same set of services are mixed up. We call this
effect ambiguous feedback.

To investigate the impact of ambiguous feedback, we
conducted three additional experiments with different delays.
During these experiments, composed services that contained
the same set of services were considered to be identical. As
a consequence, more ratings for a composed service were
accumulated over time. The ratings for actually identical
composed services, however, were not identical anymore. For
example, the ratings for the composed service s1s2s3s4 were
accumulated together with the ratings for the composed service
s4s3s2s1. According to the defined delay, we aggregated the
latest ratings in terms of their average. This value was then
incorporated as ambiguous feedback into the learning process.

Figure 15 compares the results of the previous experiment
and the first experiment with ambiguous feedback. In both
experiments, reputation values were not provided until two
rating values were available. At first view, the results were
quite unexpected. The learning process with delayed, ambigu-
ous feedback (orange plot) converged significantly faster than
the learning process that incorporated just delayed feedback
(blue plot). In fact, the experiment with ambiguous feedback
even shows a very similar learning curve like the best case
experiment with immediate feedback (black plot); shifted to
the right by a several hundred composition processes. The
reason for the outcome of this experiment is most likely
the special characteristics of our chosen image processing
experiment. The chronological order, in which the provided
services were executed in order to achieve the chosen goal
was not as important as assumed. As a consequence, the ratings
for the set of services that were utilized in a composed service
tended to be very similar. Although still delayed, feedback is
accumulated faster and not as ambiguous as assumed.

Figure 16 compares the results of all three experiments
with ambiguous feedback. The results of the experiment with
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Figure 15. Delayed feedback (blue) based on two OTF provider related ratings
and ambiguous feedback (orange) based on two publicly accessible ratings.
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Figure 16. Comparison of all experiments with ambiguous feedback.
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Figure 17. Comparison of delayed feedback (blue) based on two OTF provider-
related rating values and ambiguous feedback (magenta) based on five publicly
accessible rating values.

immediate, ambiguous feedback clearly show that mixing
up ratings for composed services that are considered to be
identical as long as they include the same set of services has no
significant negative effect at all. The learning curves of both the
experiment with immediate feedback and the experiment with
immediate, ambiguous feedback do not significantly differ.
Even the results of the last experiment (magenta plot), in which
reputation values are not accessible until 5 rating values are
available seem to be acceptable when directly comparing them
to the delayed but OTF provider-related ratings (blue plot), as
shown in Figure 17.

E. Remarks

In order to focus on the influence of reputation information
under optimal conditions, we only considered a static context
during the experiments. Neither the services available on the
market, nor the specific user request changed. If we assume a
MDP with a finite state space, Q-Learning is theoretically able
to identify the optimal policy — as long as states are visited in-
finitely often [46]. The learning speed in terms of convergence
rate can be improved by implementing a more sophisticated
action selection strategy such as a dynamic ε-greedy strategy,
where ε is adjusted based on temporal information.

In our case, however, we deal with a theoretically infinite
state space: A composed service can be of arbitrarily length.
In cases with low complexity such as our specific image
processing example, the optimal solution may still be identified
or at least be well approximated, as the experimental results
have shown. In more complex scenarios, however, the state
explosion problem inevitably emerges. A possible solution to
deal with this problem is a dynamic state space approach.

Similar states are merged into a single abstract state, while
abstract states are split up if necessary. As a consequence, the
amount of states can be restricted. Furthermore, in case of an
abstract state, Q-values do not apply to a single concrete state,
but to a set of states. This generalization effect might also be
exploited to improve the learning speed [13].

In the long run, OTF Computing intends to consider
dynamic market environments. Services may enter or leave
a market anytime. In this case, finding the optimal solution
is hardly possible. In fact, the Q-Learning approach will most
likely only converge temporarily. However, finding the optimal
solution (best case) is not even necessary to provide users
a composed service that is better than a randomly selected
solution. Users already benefit from less optimal solutions that
are identified during the learning phase.

IX. ECONOMIC DECISIONS INCLUDING REPUTATION

This section demonstrates how the information provided
by the reputation system enters into the economic decision
problems of users, OTF providers and services providers and
how this influences the interaction in the OTF Computing
market. Users and OTF providers interact when a user sends
his request to an OTF provider (Provider Selection). OTF
providers interact with service providers to purchase elemen-
tary services for a user’s request (Service Provider Selection).
This is shown in Figure 18. We suppose here that users and
service providers do not directly communicate with each other
and every interaction takes place via an OTF provider. Each of
the market participants faces a different economic optimization
problem. The primary goal of a user is to find the most
preferred composed service(s) at an appropriate price whereas
OTF and service providers are interested to maximize their
profits by trading composed or single services.

An important feature of the OTF Computing market are
information asymmetries between the market participants on
qualitative characteristics of services and composed services.

OTF Provider

Service 
Composition

Service 
Recommendation

1) Request

2a) Response, id3) Execution

OTF Provider
Selection

Service 
Provider 
Selection

Service
Matching

Service Provider

4) Rating, id

User

     Reputation System

Aggregation System

Composed Services

OTF Providers

Accumulated Ratings

Aggregation

Aggregation

Reputation Values

Service Providers2

OTF Providers4

4 2

Services

Decomposition of 
User Ratings

2b) Composition 
Information, id

Figure 18. Overview: Economics



588

International Journal on Advances in Intelligent Systems, vol 7 no 3 & 4, year 2014, http://www.iariajournals.org/intelligent_systems/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Therefore, a reputation system is essential to reduce these
information asymmetries and to keep track of past behavior
related to these unobservable characteristics. The information
provided by the reputation system influences strategic deci-
sions of users, OTF providers, and service providers. More
precisely, the reputation information has an impact on the
users’ demands for composed services and, thus, also on the
OTF providers’ demands for elementary services. We model
market prices depending on reputation values by analyzing
both the market participants’ decision problems and their
interaction in the OTF Computing market.

For the rest of this section, suppose there are N = 1, ..., n
OTF providers typically indexed by i and M = 1, ...,m service
providers typically indexed by j. In addition, we assume for
the notational simplicity that each service provider provides
exactly one elementary service, which is available at different
quality levels.

A. Economic Decisions of Users

The economic decision problem of a user is to formulate
his request such that he gets the best composed service he can
afford. The user’s preferences are defined on a decision set
of available composed services S = ∪i∈N

{
Si
1, S

i
2, S

i
3, ...

}
.

Hereby, the “available services” may be interpreted user-
specific being those services that a user is aware of and
considers in his decision problem. This need not necessarily
be all composed services in the market. The user’s preferences
may also be expressed by weighting different characteristics
of composed services. In this case, the distance between two
composed services is used to define the user’s preferences.
If every two composed services from the decision set S
can be compared with each other (completeness) and if Si

1

is preferred over Si′

2 and Si′

2 is preferred over Si′′

3 implies
that Si

1 is preferred over Si′′

3 (transitivity) for i, i′, i′′ ∈ N ,
then the user’s preferences are called rational [47, p. 42].
From a user’s point of view there may exist exactly one
ideal composed service (single peaked preferences) or his
preferences may be monotonically increasing or decreasing
for certain characteristics. Often utility functions describing
the user’s preferences are used to formally analyze economic
decisions. In the OTF Computing market the user’s utility
function

u : S → R (2)

assigns to a composed services Si
` ∈ S a valuation u

(
Si
`

)
.

Within the OTF Computing process, the information pro-
vided by the reputation system about OTF providers influences
the users’ purchase decisions (Provider Selection in Figure 18).
A user only selects those OTF providers that are reliable to
properly answer his request. Therefore, taking the reputation
information into account influences the user’s evaluation of
a composed service and may have the effect that certain
alternatives are no longer acceptable as the reputation values
are not sufficiently high. Let ROTF and RSP be the sets of
possible reputation values of OTF and service providers. The
user’s utility function including the OTF provider’s reputation
value is given by

u : S ×ROTF → R. (3)

Moreover, market prices in the OTF Computing market can be
defined depending on the current reputation values. The user’s
decision problem is to buy a composed service that maximizes
his utility for a fixed monetary budget that he is willing or
able to spent. Therefore, given the OTF providers’ prices(
pSi

`
(rOTFi

)
)
Si
`∈S

, that depend on his current reputation

value rOTFi ∈ ROTF, a user selects those composed services
that maximize the valuation minus the price for a composed
service over the set of available composed services Si

` ∈ S,
formally the user’s objective is

max
Si
`∈S

u
(
Si
`, rOTFi

)
− pSi

`
(rOTFi) . (4)

If a user is willing to buy several units of a composed service,
his utility function and the price may also depend on the
quantity he buys.

Besides the price of a composed service, quality consider-
ations play an important role when a user compares different
composed services in the OTF Computing market. If composed
services are available at multiple quality levels, the user’s
decision problem can be explicitly extended by a quality
dimension. Let Q be the set of possible quality levels and
let Qi denote the promised quality of composed service Si

`.
Then, the user’s utility function is

u : S ×ROTF ×Q→ R. (5)

The user’s valuation of service Si
` in promised quality Qi is

u
(
Si
`, rOTFi

, Qi

)
and therefore a user takes into account that

each composed service may be available in different quality
levels. A seminal contribution for the interplay of price and
quality considerations in case of monopoly is [48], for instance.
In the OTF Computing market, this quality is assumed to
be unobservable before the transaction actually takes place.
Therefore, the reputation information may help the user to find
an appropriate OTF provider.

Beyond incorporating quality and reputation considera-
tions, a different challenge for a user may be not to reveal his
entire preferences in order not to be exploited in the market.
Therefore, when he interacts with an OTF provider, he has to
decide how much information he is willing to communicate
about his preferences. This is important when his request is
posed as well as when feedback on the composed service
is provided. The revelation of preferences and the according
incentives from an economic perspective are closely related to
technical issues of privacy protection (cf. challenge Manipu-
lation Resistance versus Privacy Protection in Section X).

B. Economic Decisions of OTF Providers

An OTF provider establishes a link between service
providers and users. Thus, an OTF provider has to simultane-
ously consider the users’ demands in the market for composed
services as well as the available elementary services in the
input market. Typically, there is a huge number of users
with heterogeneous preferences in the OTF Computing market.
Thus, from an OTF provider’s perspective, the total users’
demand is an aggregation of the individual demands from
all users in the market resulting from their optimal buying
decisions.



589

International Journal on Advances in Intelligent Systems, vol 7 no 3 & 4, year 2014, http://www.iariajournals.org/intelligent_systems/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

The profit maximization problem of an OTF provider is
two-fold: On the one hand, it is crucial for an OTF provider to
understand the users’ preferences, to deduce their willingness
to pay and to sell his composed services at profit maximizing
prices. On the other hand, an OTF provider has to consider the
supply of available services including their prices, that may
either be given in the market or need to be negotiated with
the service providers. The OTF provider’s challenge is to find
a combination of elementary services that minimizes the OTF
provider’s input costs for composed services (Service Provider
Selection in Figure 18) and that at the same time sufficiently
satisfies the users’ requests (Provider Selection in Figure 18).
It may be profitable for an OTF provider not to offer the entire
range of composed services, but to focus on particular groups
of users. The payments finally received for composed services
need to be such that the prices paid for the elementary services
as well as the effort put into the service composition process
can be compensated. Hereby, the prices are typically dependent
on the current reputation values provided by the reputation
system.

The decision problem of an OTF provider i ∈ N can
be formalized as follows. Assume that the current reputation
values are given by rOTFi

∈ ROTF and rSPj
∈ RSP for

all j ∈ M and denote the vector of the service providers’
reputation values by rSP =

(
rSPj

)
j∈M . Let Si be the set of

composed services OTF provider i is able to build. Suppose,
the OTF provider uses the composition strategy ki` chosen from
the set of possible composition strategies Ki to produce a
composed service Si

` ∈ Si. This requires the use of elementary
services sij for j ∈Mki

`
⊆M . Technical details of the Service

Composition and Service Recommendation Process can be
found in Section VIII. Given the sales price pSi

`
: ROTF → R+

with rOTFi 7→ pSi
`
(rOTFi), prices of the elementary services

psij : RSP → R+ with rSPj
7→ psij

(
rSPj

)
and costs

of the service composition c : SOTFi
× K → R+ with(

Si
`, k

i
`

)
7→ c

(
Si
`, k

i
`

)
the decision problem of an OTF provider

for a user’s request is to choose a composed service Si
` ∈ S

and a composition strategy ki` ∈ Ki to maximize his profit.
This is the price the OTF provider receives from the user minus
the costs he has. Formally, OTF provider i’s profit is

πOTFi : S
i ×K ×ROTF ×

∏
j∈M

RSP → R (6)

with

πOTFi

(
Si
`, k

i
`, rOTFi

, rSP
)

= pSi
`
(rOTFi

)− c(Si
`, k

i
`)−

∑
j∈M

ki
`

psij
(
rSPj

)
(7)

and his objective is

max
Si
`∈Si, ki

`∈Ki
πOTFi

(
Si
`, k

i
`, rOTFi , rSP

)
. (8)

If there are several heterogeneous users, then OTF provider i’s
profit maximization problem needs to be considered over all
users, to which he sells his composed services.

Summing up, the reputation information provided for el-
ementary as well as composed services influences the OTF
provider’s economic decision problem via market prices driven
by the users’ demands.

In addition, within the service provider selection process,
an OTF provider has to keep in mind that after he delivered the
composed service to a user, he will receive a rating indicating
the user’s satisfaction. If the user’s expectations are not met
and the rating is negative, then this influences the future
sale opportunities of an OTF provider. The incorporation of
future profits makes the economic decision problem of an
OTF provider even more complex. The profit maximization
needs to be considered over current and future sales. Hence,
the OTF provider’s profit should be described as a discounted
sum of profits that are expected in the long run from repeated
interaction in the market.

C. Economic Decisions of Service Providers

The Service Providers’ main challenge is to offer their
elementary services such that an OTF provider decides to
use these services for a composed service (Service Provider
Selection in Figure 18). From a service provider’s point of
view, the difficulty is to provide services such that they match
with those of other service providers technically as well as
qualitatively. For a detailed description of the Service Matching
Process, we refer to Section VII. As there is a huge number
of elementary services available in the market, the service
providers face an intensive competitive pressure. However,
the services of different service providers are typically not
perfectly exchangeable and, consequently, the OTF provider’s
decision for an elementary service depends on the availability
of complementary services used for a composed service.

A service provider’s profit in the OTF Computing market
consists of the price he receives for his elementary service
minus the costs to produce it. An economic decision of a
service provider is the quality of the elementary service he
delivers to an OTF provider. Suppose the set of possible quality
levels is given by QSP. The profit of service provider j ∈M
is

πSPj : QSP ×ROTF ×RSP → R (9)

with

πSPj
(qij , rOTFi

, rSP) = psij
(
rSPj

)
− c(qij). (10)

The service provider’s decision problem is to choose a quality
level qij ∈ QSP that maximizes his profits,

max
qij∈QSP

πSPj
(qij , rOTFi

, rSP) . (11)

Similarly to the OTF providers, a service provider max-
imizes his long run profits from repeated interaction in the
market. The quality choice of a service provider has an impact
on the quality of the composed service. After the execution of
the composed service the OTF provider receives a rating and
this rating influences the reputation values of the services and
service providers used for the composition. Thus, a negative
rating for a composed service may have the effect that the price
a service provider receives from an OTF provider decreases.
Accordingly, a service provider has to take the long run
consequences of his short run decisions into account for his
profit maximization.
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D. Interaction in the OTF Computing Market

The interaction in the OTF Computing market can be
formally described by means of game theoretic models. We
start to explain the short run interaction for given current
reputation values rOTFi

∈ ROTF and rSPj
∈ RSP for all

j ∈M .

If the short run decisions of users, OTF provider, and
service providers are considered to be simultaneous, a non-
cooperative normal form game can be used to describe the
short run interaction. The players are users, OTF providers,
and service providers. The strategic decision of a user is the
selection of an OTF provider. An OTF provider selects the
composed services he offers and the according composition
strategies, while a service provider chooses the quality of the
elementary services he is asked to deliver to the OTF provider.
The payoffs of the market participants are the utility for a user
and the profits for OTF and service providers derived in the
previous subsections.

A well-known solution concept for non-cooperative normal
form games is the Nash equilibrium [49]. In a Nash equilib-
rium, no market participant is able to increase his payoff by
deviating from his strategic choice given the others’ strategic
choices. This means that in a Nash equilibrium

• a user cannot increase his utility by choosing a different
OTF provider given the OTF providers’ choices on
composed services and composition strategy and given
the service providers’ quality choices,

• an OTF provider cannot increase his profit by changing
the composed service or the composition strategy given
the user’s selection of an OTF provider and given the
service providers’ quality decisions,

• and a service provider cannot increase his profit by
delivering his elementary service in a different quality
given the user’s selection of an OTF provider and given
the OTF providers’ choices on composed services and
composition strategy.

We illustrate the normal form game by means of our
running example. Consider the market of image processing
services. Suppose there is one user who approaches an OTF
provider to post-process his video. The OTF provider finds an
elementary service that, however, from his point of view does
not perfectly match the user’s request (cf. Section VII). On the
one hand, this matching result is imprecise as it is still depen-
dent on the service provider’s effort put into the performance of
the video post-processing service. On the other hand, during
the service composition process (cf. Section VIII), the OTF
provider may put additional own effort to improve the quality
of the video processing service. This example fits into the
previously described economic framework as follows: There

S1

qL qH
kL (1, 3, 2) (2, 3, 1)
kH (2, 2, 2) (4, 2, 1)

1

Figure 19. Simultaneous Short Run Interaction

is one user, one OTF provider, and one service provider in
the OTF Computing market. In addition, there is only one
composed service available. As there is exactly one OTF
provider who receives the user’s request and there exists one
composed service, the strategy set of the user is a singleton
and can be described by S = {S1}. The OTF provider
has two different composition strategies K = {kL, kH} (or
different effort levels) and there are two different quality
levels the service provider may choose for the elementary
service QSP = {qL, qH}. The qualities of the composed
service are assumed to be Q = {LL,LH,HL,HH}. In
addition, we take u(S1, LL) = 9, u(S1, LH) = u(S1, HL) =
10, u(S1, HH) = 12, pS1 (rOTFi) = 8, c (S1, kL) = 1,
c (S1, kH) = 2, ps11 (rSP1) = 4, c (qL) = 2, and c (qH) = 3.
The payoffs are shown in Figure 19. The entries of the payoff
vectors are ordered such that the first value corresponds to the
user’s utility, the second to the OTF provider’s profit and the
third to the service provider’s profit. The OTF provider chooses
the row of the payoff matrix in Figure 19, the service provider
the column and the user the matrix. The Nash equilibrium
(S1, kL, qL) with payoffs (1, 3, 2) is marked in red.

In this example, the user has no other option than to buy the
composed service the OTF provider offers. Even if the user is
interested in buying a composed service of high quality, OTF
and service provider are willing to sell low quality as this is
less expensive for them. In a more complicated scenario, the
user may send a request to a different OTF provider or punish
the OTF provider with a negative rating, which may lower the
sale price in the long run.

Alternatively, the short run decisions of the market par-
ticipants can be considered to be sequentially. In this case,
a non-cooperative extensive form game should be used to
describe the interaction in the OTF Computing market. The
strategic choices are now sequential: First, the users select
the OTF providers. Then, after receiving the users’ requests,
the OTF providers react and select composed services and
composition strategies. Finally, the service providers choose
the quality of the elementary services. The final payoffs are as
previously described. A solution concept used for sequential
decisions is the subgame-perfect Nash equilibrium, which is
a refinement of the original Nash equilibrium for sequential
interaction [50][51].

Figure 20 shows the previous example in an extensive
form. The subgame perfect Nash equilibria can be obtained in
our case by backwards induction. We first determine the best
choices of the service provider who makes the last decision.
Taking this decision as given, we determine the optimal
choice of the OTF provider and finally the user decides. The
optimal choices are market in red in Figure 20. The subgame
perfect Nash equilibrium is (S1, kL, qL) with payoffs (1, 2, 3).
Independently of the choice of the OTF provider, it is the
best option for the service provider to produce an elementary
service of low quality. The OTF provider now takes this choice
of the service provider as given and deduces that his optimal
action is to use composition strategy kL.

Up to now, the prices in the OTF Computing market were
assumed to be given depending on the reputation values of the
OTF and service providers. There may exist a rule governing
the evolution of prices depending on the strategic choices of
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Figure 20. Sequential Short Run Interaction

the market participants and the rating finally received from the
users.

X. FUTURE RESEARCH CHALLENGES

The introduction of a reputation system in the OTF Com-
puting in Section V is conceptual and provides flexibility for
further specifications. The research challenges resulting from
the requirements imposed in Section IV have been highlighted
in our previous contribution [1] and were investigated in
more detail in Sections VII, VIII, and IX of this contribution.
This section is devoted to further describe the trade-offs and
challenges that are planed to be analyzed more intensively in
future work.

Fuzzy Matching of Reputation Values: In Section VII, we
analyzed in more detail how reputation should be matched.
Since the reputation of a service is not an objective measure,
such as signatures or protocols, uncertainty might be intro-
duced into the matching process. For example, as noted in our
fuzzy matching survey [12], the user stating the request might
tolerate variations (e.g., “I want a service with approximately
five stars”), or the request might include requirements, for
which the corresponding information on the provider side
do not exist yet (e.g., there has not been much feedback
yet because the service is new on the market and thus
the reputation is unclear). Section VII illustrated our fuzzy
matching approach for a specific form of reputation values.
However, there are still open issues in this area. For example,
restrictions based on expert ratings (R7) could be introduced.
Furthermore, we plan to quantify fuzziness based on necessity
and possibility measures [52] in order to give even more
feedback on the matching result.

Efficiency in Learning versus Privacy Protection: In Sec-
tion VIII, we explained how a delayed feedback affects the
convergence behavior of the learning process. The reinforce-
ment learning approach, which is used to improve the quality
of composed services, originally incorporates feedback imme-
diately after a composition process. If the feedback is absent,
the learning process is hampered. However, for reasons of pri-
vacy protection, no direct feedback is given to any party. Only
an aggregated value of the accumulation of several individual

ratings (feedback) is provided, as described in Section V. How
the results of ambiguous feedback have to be interpreted in a
more general context beyond the one described in Section VIII
is still an open question. The influence of the execution order
has to be thoroughly investigated in a different experiment
in order to estimate, in which context a learning process
benefits and suffers from ambiguous feedback, respectively.
The presented results, however, are promising and gave a clear
direction for our ongoing research. Furthermore, a combination
of OTF provider-related ratings and publicly accessible ratings
might be a good mean to improve the ratio between unambigu-
ous feedback and ambiguous feedback. For example, an OTF
provider might incorporate OTF provider-related rating values
when available. When not available, ambiguous feedback can
be incorporated. To measure the degree of ambiguity in order
to enable an OTF provider to decide whether to use such
feedback or not can be provided by the reputation value in
terms of common measures of dispersion such as standard
deviations or associated confidence intervals. In addition to
these investigations, incorporating varying user ratings due to
varying preferences is still an open challenge as well.

Economic Decisions: In Section IX, we described the
economic decisions on the OTF Computing market and studied
their interaction. Alternatively to an exogenously fixed rule of
price evolution, the prices may also be strategically chosen by
the OTF and service providers. Two possibilities are price (or
Bertrand) and quantity (or Cournot) competition. In the first
case, the providers compete by choosing profit maximizing
prices and, in the second case, the providers compete by
announcing prices such that the demanded quantities are profit
maximizing. These two forms of competition are compared
in [53], for example. The model in [53] allows for quality
differences between the services and uses a parameter to
describe substitutabilities or complementarities between the
services. Within the model, the main observation is that for
complementary services the providers’ profits are higher if
the providers compete in prices whereas for substitutable
services with small quality differences quantity competition
yields higher provider profits [53, Proposition 2]. However, if
the services are substitutes and the quality differences are large,
the provider with the quality advantage earns higher profits in
case of price competition. An interesting direction for future
research is to apply these models of strategic pricing to the
OTF Computing market including a reputation system.

More complex pricing structures such as two-part tariffs
with a fixed fee and usage depended price or three-part tariffs
with an additionally included volume have been analyzed in
[54] applied to a cloud computing context. The main observa-
tion is that in case of symmetric providers and homogeneous
services the competitive pressure forces the equilibrium prices
to decrease until they are equal to the providers’ costs. Hence,
for the OTF Computing market, on which typically both sub-
stitutable and complementary services are traded and pricing
structures may be even more complex, further investigations
are needed.

A different point that our simple example already indicates
is that optimal decisions in the short run may not coincide
with those in the long run when the impact of the reputation
information in the market prices is taken into account. There-
fore, the long run interaction in the market have to be further
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investigated. The simultaneous or sequential short run game in
the OTF Computing market has to be considered as repeated
game or as a stochastic game [55]. Without a reputation system
and from a contract design perspective, the long run decisions
in the OTF Computing market are analyzed in [56]. It is shown,
that the OTF provider’s evaluation of future profits plays a
crucial role for the long run equilibrium quality level in the
market for composed services. If the OTF provider’s future
expectations are too pessimistic, then composed services of
low quality are going to be offered in the OTF Computing
market even when high quality is more efficient from a
welfare perspective. In [57], simulation techniques for complex
strategic decisions are applied to the OTF Computing market.
However, further analyzes to investigate the long run decisions
in the market for composed services and to understand the
impact of reputation information on the market participants’
strategic behavior are necessary. This is one main direction of
our current and future research.

Benefit of Privacy Protection: As discussed in this paper
and [1], the design of a privacy-preserving solution entails a
multitude of trade-offs that need to be taken into account,
e.g., the trade-off between privacy and learning mechanism
efficiency. Thus, it needs to be investigated whether mar-
ket participants are interested in implementing a privacy-
preserving solution at all. We need to prove that privacy
protection is a benefit of OTF Computing and that users rather
use such a market than any other, which does not provide
such strong privacy guarantees. Concerning the introduced
reputation system, we want to examine whether users are more
willingly providing ratings when their privacy is protected—
which is not the case in any other state-of-the-art reputation
system in use today.

Manipulation Resistance versus Privacy Protection: An
important further issue is to obtain truthful user feedback.
Ratings may be dishonest or randomly chosen [23]. So far we
assumed that users have no incentives to strategically manip-
ulate their feedback and moreover we supposed that feedback
on a transaction is always provided. Truthful rating behavior is
induced by incentive compatible reputation mechanisms [58]
(and the references mentioned therein). To ensure privacy pro-
tection, several ratings need to be accumulated and aggregated.
It has already been analyzed how the aggregation of ratings
impacts the efficiency of a reputation mechanism [59] and how
it influences incentives for truthful rating behavior [60]. An
important next step now is to further understand the interplay
of incentive compatibility and privacy protection. Therefore,
a challenging question is whether and how it is possible to
design reputation systems that induce truthful feedback and
respect privacy protection.

XI. CONCLUSION

In the context of OTF Computing, we interpret reputation
information as a signal for quality in markets of composed
services. From an economic perspective, the buying decision
of a user and the future sale opportunity of an OTF provider
crucially depend on the current reputation value. For that
reason, we proposed a conceptual design of a reputation system
that collects information about experiences users make with
composed services in transactions. We identified and described
requirements for such a reputation system from a technical,

and economic perspective, and presented research challenges
that automatically emerge from conflicting objectives. In this
regard, we focused on three aspects, which are among others
crucial for markets of composed services: service matching,
service composition and economic decisions of market partic-
ipants (users, OTF providers, and service providers).

In case of service matching, we introduced our fuzzy
matching approach that is able to cope with reputation values
that are – in comparison to other non-functional properties such
as performance or costs – not of objective nature. Nevertheless,
there are still open challenges such as the integration of
restrictions based on expert ratings. Furthermore, we intend to
quantify fuzziness based on necessity and possibility measures
in order to give even more feedback on the matching result.

The impact of reputation information for our RL based
composition and recommendation approach has to be inves-
tigated in a more general context. For our image processing
example with particular characteristics, however, we presented
promising results. A major challenge in this context is the
collection and processing of user ratings from different sources
(e.g., OTF provider-related vs. publicly available) in order to
increase the amount of learning samples in terms of reputation
information.

From the economic point of view, we analyzed the individ-
ual decision problems of the market participants in the OTF
Computing market as well as their interaction. Hereby, we
explicitly included the information provided by the reputation
system. Moreover, we outlined by means of a simple example
how strategic decisions may influence the quality of composed
services traded in equilibrium in the market. Some preliminary
results to analyze the economic interaction in the OTF Comput-
ing market have already been obtained in previous and ongoing
work as outlined in Section X. This can be seen as a first step
for a comprehensive analysis of the impact of reputation on
the OTF Computing market.

The contribution of this paper is not necessarily restricted
to OTF Computing alone. Results of our work can also
be adopted to other areas, in which reputation of combin-
able products is crucial. For our future work, our reputation
system can be considered as an interface to bring together
approaches and results from different (sub-)disciplines such as
economics, software engineering, distributed systems, artificial
intelligence, and security.
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of incomplete service specifications exemplified by privacy policy
matching,” in 4th International Workshop on Adaptive Services for the
Future Internet. Springer, 2014, in press.

[35] L. A. Zadeh, “Fuzzy sets,” Information and control, vol. 8, no. 3, 1965,
pp. 338–353.

[36] H. Lam, F. H. F. Leung, and P. K.-S. Tam, “Stable and robust fuzzy
control for uncertain nonlinear systems,” Systems, Man and Cybernet-
ics, Part A: Systems and Humans, IEEE Transactions on, vol. 30, no. 6,
2000, pp. 825–840.

[37] R.-E. Precup, M. L. Tomescu, and S. Preitl, “Fuzzy logic control system
stability analysis based on lyapunovs direct method,” International
Journal of Computers, Communications & Control, vol. 4, no. 4, 2009,
pp. 415–426.
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[53] J. Häckner, “A note on price and quantity competition in differentiated
oligopolies,” Journal of Economic Theory, vol. 93, no. 2, 2000, pp.
233–239.
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