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Abstract—Among functionally similar services, service consumers
are interested in the consumption of the service that performs
best towards their optimization preferences. The experienced
performance of a service at consumer side is expressed in its non-
functional properties. Selecting the best-fit service is an individual
aspect as the preferences of consumers vary. Furthermore, service
markets such as the Internet are characterized by perpetual
change and complexity. The complex collaboration of system envi-
ronments and networks result in various performance experiences
at consumer side. Service optimization based on a collaborative
knowledge base of previous experiences of other, similar con-
sumers with similar preferences is a desirable foundation. In this
article, we present a service recommendation framework, which
aims at the optimization at consumer side focusing on the indi-
vidual preferences and call contexts. In order to identify relevant
non-functional properties for service selection, we conducted a
literature study of conference papers of the last decade. The
ranked results of this study represent what a broad scientific
community determined to be relevant non-functional properties
for service selection. We furthermore analyzed, implemented, and
validated machine learning methods that can be employed for
service recommendation. Within our validation, we could achieve
up to 95 % of the overall achievable performance (utility) gain
with a machine learning method that is focused on concept
drift, which in turn, tackles the change characteristic of the
Internet being a service market. Besides the comprehensive and
scientific identification of relevant non-functional properties when
selecting a service, this article describes how machine learning
can be employed for service recommendation based on consumer
experiences in general, including an evaluation and overall proof
of concept validation within our framework.

Keywords–Service Selection; Service Recommendation; Ma-
chine Learning; Non-functional properties; Performance gain.

I. INTRODUCTION

Service-Oriented Computing (SOC), Software as a Ser-
vice (SaaS), Cloud Computing, and Mobile Computing indi-
cate the development of the Internet into a market of services.
In such an anonymous market, service consumers have little
to no knowledge about the implementation of a service or the
system environment around it. Service functionality can be
dynamically and ubiquitously consumed. Besides the actual
functionality, service consumers are interested in the perfor-
mance of a service. The performance of a service is expressed
in its non-functional properties (NFPs) such as response time,
availability, or monetary costs. In such a service market,
the same service functionality may be provided by several
competing service providers. Among these functionally similar

services, service consumers are interested in the service that
fits best to their (NFP) preferences. In particular, consumers
are interested in the performance they experience at call side.
One of the major characteristics of a service market such as
the Internet is perpetual change. Entering and leaving service
providers as well as the complexity of service dependencies
and environments make service selection and recommendation
a challenge. It seems to be impossible to foresee the exact
performance of a future service call in a perpetual changing
market. Static and single-sided information such as Service
Level Agreements (SLAs) is not a good basis for service
selection for several reasons (cf. [2]). The first reason is change
in general, but also because service providers are interested to
embellish the NFPs of their services in order to encourage
service consumers to call their services. A further reason is
the complex collaboration of various system environments
and networks with incidents and coincidences. Since service
consumers are interested in the best-fit experience at their side,
it is desirable to base service selection on the collaborative
knowledge of previous service calls of similar consumers
with similar preferences and call contexts. The experienced
performance at consumer side is influenced by a consumer’s
call context, e. g., calling time and/or location. Therefore,
the performance has to be predicted based on this context.
Furthermore, performance is different for different consumers
who value the NFPs of a service differently. For instance, some
consumers are more interested in a fast response time and
rather neglect higher monetary charges than others who want
to have a service for free and rather accept higher response
times. Therefore, service value is individual and it has to be
determined individually whether a service is actually best-fit
in a specific context.

In this article, we present our service recommendation
framework, which uses a collaborative knowledge base of
consumption experiences of similar consumers in the past to
predict the performance of services in a certain consumer-
based call context in order to recommend the best-fit ser-
vice candidate to a consumer, considering his/her prefer-
ences [1][2][3]. For the recommendation of services aiming at
the optimization of the actual experience at consumers’ side, it
is important to determine, which NFPs are relevant for service
selection. In order to determine these NFPs, we conducted
a comprehensive literature survey of scientific conference
papers of the last decade. The results of the survey revealed
a ranked list of NFPs, which a broad scientific community
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described to be relevant for service selection and, hence, for
service recommendation. Furthermore, we analyzed two ma-
chine learning approaches for their capability to be employed
for this service recommendation task. For the more suitable
approach, we implemented and evaluated machine learning
methods within our framework. In total, this article contributes
a comprehensive evaluation of the employment of machine
learning within the recommendation of services, including the
discussion of the benefits and drawbacks of the general ma-
chine learning approaches within the recommendation process,
their evaluation, and the implementation and validation of
machine learning methods for the most suitable approach. Its
results furthermore provide an overall proof of concept for
the optimization of service recommendation based on previous
experiences considering call contexts and consumer prefer-
ences. Moreover, we present the results of a comprehensive
survey about relevant NFPs during service selection as the
recommendation framework’s scientific foundation.

After this introduction, the article is organized as follows:
Related work to our research work is outlined in Section II.
Section III introduces our service recommendation framework.
It describes the relevant aspects of service recommendation
in a service market as well as the necessary components.
In order to clarify, which NFPs are actually relevant for
service selection/recommendation, we present the results of our
scientific-community-based study in Section IV. In Section V,
we describe how machine learning can be employed for service
recommendation based on a collaborative knowledge base. It
initially describes the benefits and drawbacks of classification-
and regression-based approaches within this domain. Sec-
tion VI presents the evaluation of both approaches. The second
part of the section then presents the initial implementation
within our framework completed with tests about the achieve-
ment of the overall possible gain/benefit of the experienced
performance at consumer side. Finally, Section VII concludes
the article.

II. RELATED WORK

We initially introduced the overall concept of how shared
knowledge can benefit service selection/recommendation in
general in [2]. In that work, we presented the framework on an
abstract level and introduced the recommendation component
as a black box. In this article, we describe the architecture
of the recommendation component in details and evaluate
the employment of machine learning methods within service
recommendation aiming at the improvement of service perfor-
mance experienced at consumer side. Turning measurement
data into shared knowledge, it can be used for a consumer-
centric optimized service recommendation within an anony-
mous service market.

The idea for our framework is inspired by our previous
contributions on profile-guided composition of desktop appli-
cations [4][5]. This framework distributes the infrastructure
needed for assessing and optimizing service calls and adopts
SOA components for implementing the necessary infrastruc-
ture.

There are other considerations about service markets and
sub-dependencies that our framework in general focuses and
we outline in this article (cf. [6][7]). In contrast to our
approach, they consider service brokers and directories as
service intermediaries respectively market places for services.

In our understanding, intermediaries offer new service func-
tionalities based on the consumption of sub-services while
service brokers select the best-fit service among substitutable
candidates [2]. Our approach works with NFPs as a foundation
for service selection. By the definition of utility functions, con-
sumer preferences can be calculated in order to determine the
individual best-fit service instance. The authors of [8] present
the results of a test saying that the impact of service attributes
to customer satisfaction may change over time for e-services.
As for our work, we aim at an automatic recommendation for
service consumers in general. With the automation aspect, we
primarily address consuming systems or services. Nonetheless,
the preferences of service consumers may indeed change over
time. In such a case, service consumers have to update their
utility functions within our framework.

There are several approaches focusing on a quality-
driven selection of services at runtime (late binding),
cf. [9][10][11][12][13][14][15]. In most of these approaches,
service selection is based on SLAs provided by service
providers. These approaches are limited to local integration
environments and lack an overall view beyond the borders
of a consumer’s environment. Some approaches focus on
the prediction of NFPs for the detection of SLA violations
such as [16]. Still, that work mainly focuses on SLAs to
be the foundation for any evaluation. Another approach [17]
introduces a framework that uses an SLA broker that negotiates
SLAs between service consumers and service providers. Dur-
ing service consumption, SLA breaches are monitored. In such
a case, the broker renegotiates or looks for a better service if
the renegotiation fails. Although this approach also aims at the
optimization of consumers’ experiences, negotiation is time-
consuming and does not solely focus on the benefit of service
consumers’ and the convergence of the negotiation remains
unclear. Furthermore, optimized service recommendation is
supposed to prevent or at least reduce the experience of service
failures. However, when it comes to renegotiation, it is already
too late and a failed or non-preferred service call is conducted.
Furthermore, approaches that require service providers to
participate in a single-sided optimization are questionable and
they tighten the coupling of service consumers and providers,
which conflicts with the decoupling idea of distributed systems.
Our approach supports service consumers regardless whether
providers actively participate or not and does not require any
changes in implementations or architectures; it only provides
an extension to the hitherto existing integration environments.

In general, we argue that SLAs are not a sufficient foun-
dation for service selection [2] (also cf. [9][18]). Considering
the profit-orientation of service providers, it is tempting for
them to embellish their SLAs in order to be more attractive
for consumption. Furthermore, the performances of services
vary [2] and they are experienced differently due to a con-
sumer’s call context. SLAs cannot reflect such aspects since
they can only reflect a provider’s single-sided view. For a
consumer, however, the actual performance experience matters.
Also, as SLAs of consuming and providing services (e. g.,
compound services) depend on the SLAs of sub-providers,
deviations of actual NFPs and those specified in SLAs may
be propagated and spread even unintendedly and without the
control of the providers.

Our framework also aims at self-optimization, which is
similar to the goals of autonomic computing (cf. [19][20]).
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There are other approaches that focus on self-adaptation
and context-orientation affecting the process logic in SOC
(cf. [21]). Our approach focuses on the substitution of similar
functional services regarding differences in their performance.
The approach of [22] aims at the support of the software life-
cycle process. By means of aspect-oriented programming, a
service provider can observe quality aspects of a software com-
ponent reflected in the NFPs of a service. The idea of gaining
feedback and the measurement methods are similar to ours.
However, they focus on the support of service providers and
developers, while we focus exclusively on service consumer
support. Still, although our framework aims at the optimization
at consumer side, it can also be beneficial for service providers
for a consumer-oriented optimization of the implementation
as well as infrastructure configuration in order to be more
attractive for consumption.

Collaborative filtering (CF) approaches for service recom-
mendation also focus on the exploitation of shared knowledge
about services for the recommendation of services to similar
consumers on an automated basis [18][23][24][25]. Machine
learning, in general, can also be used in CF. In contrast to
the filtering of external decision results in CF, our approach
determines the individual best-fit service based on previously
measured performance data, individual preferences, and cal-
culated utility values. With our approach considering call
context and utility function, new consumers can already benefit
from existing knowledge. CF approaches also do not take
into account that consumers can have different optimization
goals or preferences. Only some approaches [24][25] con-
sider differences between consumers regarding their context.
In [26], the authors tackle the lack of consumer preference
considerations. However, they do not take consumer context
into account. The authors of [27][28] describe an approach
to tackle the mentioned cold-start problem within CF. The
prediction of QoS or NFP values using CF is pursued in [29].
The authors assume that consumers who experience similar
NFP values for one service also experience similar NFP values
for other services. Although we also assume that consumers of
a similar call context experience similar NFP values for one
service, we claim however that due to the complexity of the
Internet and other aspects, call contexts, which affect NFPs,
are independent for each service candidate. Differences in call
contexts are, hence, not only related to the caller but also the
respective callee. For instance, a global player (e. g., Google)
may provide a single services that is implemented in a world-
or continents-wide load balancing scenario. Consumers all over
the world or continents may experience similar NFP values for
this service, however, these consumers will then experience
other (local, non-balanced) services differently. Furthermore,
NFP values may change considering time aspects and other
contextual differences even for a single consumer. Similarly,
[30] uses the relationships between services, their providers,
and service consumers for a bi-directional recommendation
basing service recommendation on a satisfaction degree, which
is rather subjective than objective. Furthermore, the approach
requires provider information that is hidden from service
consumers in the SOC domain. Our approach does not require
to overcome the concepts of SOC and we base recommen-
dation on objective measurement data. Although CF could be
employed for recommending prior recommendation decisions
within our recommendation framework, it is disadvantageous,

since changes in NFPs over time would not be taken into
account. In contrast, within our continuous, objective recom-
mendation knowledge updates, such changes are taken into
account.

The authors of [31] use data mining methods for the discov-
ery of services. Trust and reputation are also important aspects
for the recommendation of services. Understood in a reliability
context, there are approaches focusing on a trust-/reputation-
based service recommendation [32][33][34][35][36]. In [33],
the authors present a Knowledge-Social-Trust network model
to determine the “trustworthiness of a service developer re-
garding specific user requirements and context” [33]. In [37],
a similar concept is presented focusing on the awareness of
social influence.

Within our survey, in order to determine relevant NFPs for
service selection (Section IV), we discovered only a very few
approaches that consider more than one NFP during service
selection/recommendation. Outlined within this article, aiming
at the various preferences of service consumers, service recom-
mendation has to consider several NFPs. However, multi-NFP
consideration within service recommendation is challenging
due to the fact that the determination of the best-fit service in-
stance according to service consumers’ individual preferences
result in a calculation task. Furthermore, NFPs have different
scales of measurement and different optimization focuses.
Therefore, the complete recommendation process cannot be
left to machine learning alone.

III. RECOMMENDATION FRAMEWORK

The first part of this section introduces the optimization
aspects on which we focus within our recommendation frame-
work, which is introduced in the second part of this section.

A. Optimization Aspects
In the introduction of this article, we outlined major

characteristics of the Internet as an anonymous service mar-
ket. Services depict to be black boxes. Service consumers
have little to no knowledge about the implementation, sub-
dependencies, system environment, or usage load. Besides the
actual functionality, service consumers only experience the
performance of services. Performance is experienced in the
NFPs of services. NFPs can be measured at consumer side
(e. g., response time) or they are stated (e. g., monetary charges
of consumption); they can be static or dynamic. NFPs have
different scales of measurement. For example, response time
is a ratio scale, while the availability for a service at a specific
call moment is nominal: a service is either available or not.

The performances of services vary. The complexity of the
Internet and the collaboration of various system environments
and networks are not evident to consumers, which is part of the
design. The limitation of resources, volatile usage and loads
of these resources, and incidents in general cause dynamic
performance behavior at consumer side. In our analyses of two
NFPs [2][3][38], we could determine a time-based behavior
of the analyzed Web services. Although service consumers
cannot look behind the curtain, they can observe context-based
behavior. Within our recommendation framework, we consider
a service call’s context. In general, a call context attribute
is an observable/measurable aspect at consumer side at the
moment of a service call that may influence the NFPs of
the called service. Examples of an open list of call context
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attributes are service call date/time, location, and input size.
The time stamp (also date aspects such as day of week, day
of months, weekday, or weekend, etc.) of a service call can
be relevant due to the load of limited resources, which cannot
be determined, but experienced. For example, a Web service
that provides information about TV programs can have high
response times at prime time, when there is a peak load due
to a lot of consumers. The location of a service consumer can
also affect response times. For example, due to the network
topology, service consumers within the same area (country or
provider network) may experience better response times than
other consumers who call from a different location because of
different inter-network bandwidths. Also, whether consumers
use a broadband connection or a mobile internet connection
can also have an impact on the experienced performance of
services. Although we consider solely non-functional aspects,
the size of the input data for a service (non-functional aspect)
may also influence the NFPs of a service due to functional
aspects. For instance, a translation service may need more
time to translate a book of several hundred pages than for a
single-page document. Although there might be no difference
in the transmission time, due to different processing times
(processing is non-evident to consumers), service consumers
experience different response times.

The third important aspect is preference. In general, con-
sumers on any market have different preferences. For in-
stance, for a specific functionality, some consumers are more
interested in a fast response time and rather neglect higher
monetary charges than others who want to have a service for
free and rather experience higher response times. Therefore,
whether a service is best-fit for a certain service consumer
is an individual aspect. Functionally similar services distin-
guish themselves among each other in their NFPs, which
are experienced at consumer side. Considering a consumer’s
preferences during service recommendation means consider-
ing preferences in the NFPs. As outlined above, NFPs have
different scales of measurement. Furthermore, they also have
different optimization functions. Recalling the examples of
response time and availability above: for the ratio scale of
response time, the optimization is focused towards the min-
imum; while the optimization focus of availability, which is
nominal, is to select a service that has the highest (maximum)
probability of being available. When the selection of a service
instance is based on more than one NFP, NFP data has to
be normalized in order to be comparable and calculable. In
such a case, not all NFPs are equally important, so their
importance has to be weighted and taken into account [1]. Our
determination basis for the recommendation of the individually
best-fit service is the calculation and comparison of a utility
value. A utility value expresses the numerical degree of how
much a service meets the preference goals of a consumer.
The higher a value, the better. For the calculation of this
value, we introduce the concept of utility functions. In general,
utility functions express the mathematical relationship of the
expected, normalized NFP values in order to meet the selection
preferences of service consumers with a numerical output
(interval scale). This definition emphasizes that in general
our framework is not limited to a specific structure of utility
functions. As an initial implementation, we use a weighted
scoring model that expresses the impact of each normalized
NFP towards a consumer’s preferences. They “can be captured

in a vector of real values, each representing the weight of a
corresponding quality metric [NFP]” [2]. For instance, lowest
response time is more important (weighted: 60 %) than lowest
price (weighted: 40 %) would results in a utility function
U(ResponseT ime, Price) = 0.6×||ResponseT ime||+0.4×
||Price||, where || · || normalizes ResponseT ime and Price,
respectively, between 0 and 1 [2]. Within a single-tier recom-
mendation, the experienced NFPs of services are influenced
by consumer contexts. Hence, within the same call context
(e. g., time, weekday, location, and type/size of input data),
consumers with different preferences experience statistically
similar NFPs, but the calculated utilities are different due to
different utility functions.

B. Framework Components
With the characteristics of the Internet as an anonymous

service market, the focus of the design of our framework
is to cope with perpetual change. Furthermore, it aims at
a fully automated process without any human interaction
and it is supposed to work with existing Service-Oriented
Architecture (SOA) infrastructures. Due to the general design
of SOC with its encapsulation aspects, services are treated as
black boxes within our framework.

Service Client Service Provider

Service Broker

4. Service Request

5. Service Response

1. Publication of 
Service Interface

2. Service Lookup
with Context and Utility Information

3. Optimized Service Binding

6. Provision of Measured 
Information 7. Adaptive Learning

4.1. Intermediary Services are Service Consumers of Sub-Services

Figure 1. Enhanced SOA Model for Optimized Service Selection. [2]

For our framework, which we introduced in [2], we
enhanced the traditional SOA model. The enhanced model,
depicted in Figure 1, is extended by the following steps: The
service lookup in step 2 is enhanced with call context and
utility (preference) information. Based on this information, the
service recommendation component of the broker provides in
step 3 the service binding of the individually best-fit service
based on the knowledge base of previous service calls of
similar call contexts and similar preferences. The experienced
NFPs during the actual service call in step 4 and step 5 is then
submitted to the learning component of the service broker in
step 6. Step 7 denotes the learning of the measurement details
of the service call in order to update the knowledge base of
the recommendation unit. The roles of service consumers and
service providers are not always disjunct. In order to provide
a certain service functionality, service providers may have fur-
ther sub-dependencies and consume sub-services, which puts
them in the role of a service consumer (step 4.1). Within our
framework, we call such value adding services intermediary
services.

The architecture of our recommendation framework is
illustrated in Figure 2. Since our framework aims at the
performance optimization at consumer side, the framework is
logically split into a local and a central component. The local
component is integrated in SOA environments (integration
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Central, Adaptive 

Service Broker

External Services

Local Integration Environments

of Different Companies

Internet

(Market of Services)

Figure 2. Architecture of Recommendation Framework.

platforms, middlewares, etc.) at consumer side. Its purpose is
1) to manage the call context and selection preferences (in the
form of utility functions), 2) to manage dynamic bindings, 3) to
measure the performance (NFPs) during service calls, and 4) to
submit the observed information to the logically central com-
ponent. Because of the automation aspect, the framework fo-
cuses on objective decision criteria in the form of measured or
stated information. Hence, there is no consideration of human
end-consumer ratings, which would require human interaction
and that could also be rather subjective than objective, although
the design could integrate such information in general. As illus-
trated in Figure 2, the local component is seamlessly integrated
in existing infrastructures, our framework does not require any
adjustment of existing implementations or systems. Through
the extension of existing integration platforms, existing static
bindings are replaced through dynamic bindings. Since service
calls are dispatched through these integration platforms, calling
components only experience optimized service performance
due to the recommendation framework, but no changes in
configurations or implementations.

The central component is responsible for the centralized
functions. Its purpose is 1) to collect the feedback data from
the local components of service consumers containing the
measurement data including the call context and preference in-
formation, 2) to process and integrate the collected information
into the recommendation database, 3) to recommend service
candidates based on a given call context and utility function,
and 4) to notify local components on dynamic binding updates.
Within the illustration, the central component depicts to be a
bottle neck and a single point of failure. In order to avoid these
threats, the logically central component has to use distributed
and high availability technologies.

In general, service recommendation aims at the optimiza-
tion of performance at consumer side, which is a time-critical
challenge. For the recommendation of a best-fit service, we
follow two approaches. The first approach is dynamic binding.
Dynamic binding is part of the local component, at client
side. Using dynamic binding, the local component registers the
desired service functionality, call context, and utility function
at the central component and receives an initial best-fit service

candidate. In the event of an update, the central component
notifies the local component (publish-subscribe pattern). The
second concept is dynamic service calls. The dynamic service
call concept includes the recommendation request as part of
each service call. Similar to the dynamic binding, information
about service functionality, call context, and utility function
has to be provided. In order to tackle the time-critical drawback
of service recommendation, we provide a divided architecture
of the recommendation unit. The architecture of the central rec-
ommendation unit is illustrated in Figure 3. It is separated into
a foreground and a background model. The knowledge prepa-
ration for service recommendation contains time-consuming
tasks. The decoupling of these time-consuming tasks in the
background model from the foreground model, which handles
the time-critical recommendation lookups, reduces or even
avoids the costs in terms of service time. The tasks in the
background model are conducted asynchronously. The output
of the background model is the recommendation knowledge,
which is used in the foreground model. Since service recom-
mendation within our framework is based on several aspects,
which were described in the previous section, the incoming
data has to be pre-processed within both models.

Central Broker

Service Consumer

Foreground Model Background Model

Local Component
Service Request

Best-fit Service Recommendation for each 
Call Context Class and Utility Function

Service Instance

Data Pre-Processing

Performance Prediction

Service Selection 
Optimization

Data Pre-Processing

Feedback Ticket

Service Selection

Optimized Service Selection

Measured Service 
Performance (NFPs)

Service..U1U1

Figure 3. Foreground and Background Model Within our Framework. [1]

Based on the shared knowledge gained from the collected
measurement data, the framework prepares recommendation
entries with the best-fit service for each combination of call
context and preference (utility function), or their cluster. For
the prediction of the performance of services or the individual
best-fit service, machine learning methods can be employed.
Section V describes the general machine learning approaches
for their employment. Finally, Section VI presents the evalua-
tion of these machine learning approaches and methods for the
employment of service recommendation as well as an initial
implementation and validation within our framework. How-
ever, before we elaborate on the knowledge preparation for
the recommendation task using methods of machine learning,
the actual relevant NFPs have to be determined. Section IV
presents the results of our literature analysis of scientific
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papers in order to identify the relevant NFPs for service
selection/recommendation.

IV. RELEVANT NFPS FOR SERVICE RECOMMENDATION

This section describes the results of our survey about
relevant NFPs of services for their consumption and, hence,
their selection/recommendation. It is a digest presenting the
summary of the aspects that are relevant for the context of this
article. The description and the detailed results of the survey
can be found in the appendix.

A. Introduction
In order to optimize service consumption at consumer side,

it is important to determine the relevant NFPs for service
selection/recommendation. Furthermore, it is important to de-
termine whether the relevant NFPs are static or dynamic. While
static NFPs can be optimized once, dynamic NFPs are more
difficult within service selection since they are likely to change
often and require dynamic binding. Within the literature sur-
vey, the focus was set on solutions aiming at optimized service
selection based on NFPs. The results of the study are based
on the analysis of the scientific papers that had been published
in the past ten years on conferences in the Service-Oriented
Computing (SOC) or related domains. They are founded on
service-selection-based conference contributions and, hence,
reflect the condensed position of the scientific community in
this research area within the recent years. Conference papers
are a good foundation because their contributions address
state of the art solutions for current problems mostly from
researchers but also from industry side. The goal of the survey
is to determine the relevant NFPs for service selection and
whether the NFPs used within the approaches are theoretically
profoundly discussed and validated in practice.

B. Results of the Analysis
Presenting the results of the analysis of our study, the

NFPs during service selection as well as during adaptation
and consumption from a consumer’s perspective are analyzed
according to two measures:

Occurrence This measure expresses the amount of conference
papers that refer (mention, discussion, or validation) to a
specific NFP within all relevant categorized papers.

Count Count represents the amount of overall references
of an NFP within all relevant categorized papers. We
distinguish count between absolute and relative count.
Absolute count is the absolute amount of all references.
Relative count is a normalization of the absolute count
within a paper. It is the percentage of references to a
specific NFP among all NFP references of a paper.

An NFP with a high occurrence can be considered to be
widely accepted to be relevant, since it is referred in many
papers, while count indicates how much text is dedicated to

TABLE I. OCCURENCE CATEGORIES

Category Description

O-A NFP used in service selection is validated in practical or experimental
context

O-B NFP used in service selection is theoretically discussed in detail
O-C NFP used in service selection is mentioned but not discussed

an NFP in absolute terms (absolute count) or relatively in
the papers (relative count). However, these two measures are
not sufficient to deduct the quality of the references. In order
to satisfy this aspect, we consider the quality of each NFP
reference by its occurrence category, cf. Table I. Furthermore,
we also differentiate between the papers regarding their se-
mantic quality towards our finding objectives. Therefore, we
categorize each paper according to its topic relevance (cf.
Table II).

1) NFPs Referred in Conference Papers: Without any con-
sideration of the paper and occurrence categories, we focus on
the plain occurrence of NFPs in relevant papers and the plain
count of the NFP references in these papers on an absolute
and relative basis. In 91 % of the relevant conference papers,
response time is mentioned (or discussed/validated). Further-
more, the ranked list continues with the following NFPs:
availability (67 %), reliability (45 %), cost (40 %), throughput
(35 %), and price (27 %). Considering the textual distribution
on an absolute and relative basis, Figure 4 reveals a similar
order. However, two things can be noticed: First, response time
has the highest share among all NFP references. Furthermore,
there is a big gap between the relative and absolute count
for trust. The reason for this is related to the fact that trust
is extensively discussed in some conference papers. Some
researchers argue from their point of view that trust had
been fiercely neglected compared to other NFPs that are also
mentioned frequently in these papers. Comparing absolute and
relative count, for some researchers, trust is a very important
aspect, however for the majority, this NFP is not as relevant
as others.

2) Profoundness of the NFP References: For further anal-
ysis, we grouped the NFPs in categories. The NFPs within
their categories are listed in Table III. So far, we did not take
the quality of the NFP references into account. As introduced
above, we used paper and occurrence categories in order to
reflect the impact quality of the papers and the references
themselves into account. Figure 5 lists the grouped NFPs

TABLE II. PAPER CATEGORIES

Category Description

P-A Conference papers with main focus on service selection/recommenda-
tion

P-B Conference papers with main focus on adaptation of composite services
P-C Conference papers with main focus on service computing in general
P-D Conference papers without main focus on either of above categories,

however, in which NFPs during service selection, adaptation or con-
sumption are mentioned or discussed

P-Z Conference papers that do not mention NFPs of services at all or that
do not fit into the above categories

TABLE III. NFP CATEGORIES

Category NFPs

Service Time Delay, Duration, Execution Time, Latency, Perfor-
mance, Response Time, Timeliness

Service Success Accessibility, Accuracy, Availability, Dependability, De-
pendency, Fault Tolerance, Reliability, Successability

Monetary Aspects Cost, Price
Service Trust/Reputation Privacy, Reputation, Security, Trust
Service Bandwidth Bandwidth, Scalability, Throughput
Misc Energy Consumption, Location, Utilization
Design Aspects Adaptability, Composability
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regarding their paper occurrence in the form of the percental
amount among all relevant papers in which the NFPs of a
category occur (mentioned/discussed/validated). If a paper has
two or more NFPs that belong to the same NFP category
with different occurrence categories, the paper is counted in
the highest occurrence category. On average over all NFP
categories (disregarding the Misc and Design categories), 83%
(4 basis points deviation) of all relevant papers only mention
NFPs but do not discuss them in detail. On average, 13% (2
basis points deviation) discuss them in more detail while only
4% (3 basis points deviation) also validate them in simulations
or experiments. This means that a vast majority of relevant
conference papers do not elaborate in detail on the NFPs they
mention.

C. Conclusion
As a result of this survey, we determined a list of NFP

that are relevant for the selection/recommendation of services.
Response time is determined to be the most relevant NFP
for service selection. It occurs in over 90 % of all relevant
categorized papers. Furthermore, with a large gap, its textual
distribution with an overall share between 25 % and 30 % also
verifies this relevance. The top-3 relevant NFPs are all dy-
namic. Within the top-6 relevant NFPs, two third of the NFPs
are dynamic whereas the rest is rather static. However, cost
and price, which are similar, can also be dynamic depending
on the defined price models of service providers.

Considering the quality of the references within the an-
alyzed conference papers, the results reveal that 83 % of
the references only mention these NFPs without any further
discussion or validation. Only 13 % of the paper occurrences
discuss them and even less (4 % with a standard deviation of
3 basis points) validate them in an experimental or practical
context.

As the results of a broad research-community-based survey,
response time, availability, reliability, cost, price, and through-
put are determined to be the top-6 of the relevant NFPs during
service selection. Their mostly dynamic characteristic requires
dynamic binding and a continuous learning/adaptation of the
recommendation knowledge for an optimized service selection.
Although response time seems to be the most important NFP
among all relevant NFPs, the ranked results list confirms the
importance of a multi-NFP service selection, since other NFPs
still achieved a considerable relevance.

V. EMPLOYMENT OF MACHINE LEARNING IN SERVICE
RECOMMENDATION IN GENERAL

Machine learning can be employed for the recommendation
unit within our framework, which we described in Section III.
In general, there are two approaches for the preparation of the
recommendation knowledge in the background model using
machine learning methods: the prediction of a numerical or
a nominal value. In machine learning, regression aims at the
prediction of numerical values based on attribute values, while
classification focuses on the determination of the affiliation
to a certain class based on attribute values. Although both
approaches fit in general, they have different focuses within
the recommendation process. Figure 6 illustrates the different
steps that are required for the retrieval of recommendation
knowledge. The gray-shaded boxes highlight the steps for
which machine learning methods are used.

Prediction of 
all NFP Values 

of Possible 
Service 

Candidates 

Calculation of 
Utility Value of 

each  
Service 

Candidate 

Determination 
of Best-Fit 

Service 
Candidate 

Call 
Context 

Expected 
NFP 

Values Utility 
Values of 
Services 

Pre-processing 
of Data and 

Determination 
of Best-Fit 

Service 
Candidate 

Call Context and Utility Function 

Utility Function 

Regression 

Classification 

Figure 6. Learning Steps for Service Recommendation
Within the Regression-/Classification-based Approach.

A. Regression-based Approach
Within the recommendation focus, regression can be used

to predict each NFP value (e. g., the expected response time
and the expected degree of availability) based on call context
values (e. g., calling time, weekday, and location). The gray-
shaded boxes in the regression part of Figure 6 denote the
actual determination of the best-fit service is not included
in the learning. The drawback is that machine learning has
to be conducted for each NFP individually and the actual
utility value for the best-fit determination has to be calculated.
However, these higher efforts have several benefits at the
same time. For each NFP and call context combination, the
NFP value has only to be predicted once, while the best-fit
service can be calculated for each utility function individually.
Furthermore, since the NFP data for all service instances
are considered, the ranking of the second, third, etc. best-fit
services can be used to achieve a higher overall utility gain.
Underdog and quick starter strategies can also be implemented,
since the performance data of service calls of the past still
remain [3][38].

B. Classification-based Approach
In general, classification focuses on the determination of

the affiliation to a certain class based on attribute values. In
service recommendation, consumers are ultimately interested
in the selection of the best-fit service. For this, classification
can be used in order to determine the best-fit service for a
specific call context. With this approach, the learning method
focuses directly on the best-fit determination. For this, the
training set has to be pre-processed: for each combination of
call context and utility function, the best-fit service has to
be determined based on the measurement data. As a result,
classification directly determines the best-fit service (class)
within a call context and utility function combination with-
out the consideration of the NFP values. The benefit using
classification is to omit the calculation steps after predic-
tion. Disadvantageously, however, the best-fit service has to
be learned for each call context and each utility function;
whereas having the NFPs predicted for a call context as an
intermediate step, the best-fit service can be calculated for
other utility functions without new learning. Furthermore, old
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service instances are automatically not further considered and,
hence, sorted out. Disadvantageously, underdogs can never
prove themselves since the approach is only focused on best-
fit service recommendation and non-best-fit ones are neglected
or not invoked at all. Also, there is no differentiation among
non-best-fit services, which is important in a non-accurate
prediction in order to still create a high utility gain [3][38].

C. Selection of Machine Learning Frameworks
In [1], we evaluated machine learning methods as well

as frameworks that can be employed for our purpose. There
are several aspects for the evaluation of machine learning
methods such as speed, accuracy, scalability, robustness, and
interpretability [39][40]. Table IV lists the requirements that
we used for the selection of machine learning methods.

TABLE IV. REQUIREMENTS FOR THE SELECTION OF MACHINE
LEARNING METHODS [1]

Speed describes how efficient the machine learning method performs con-
cerning the training and prediction time. Furthermore, this aspect also
concerns the overall machine learning process as a ’critical path’ from
end-consumer side.

Accuracy describes how effective the machine learning method performs:
Degree of correct classification or coefficient of determination in
regression [40].

Scalability considers the ability of the method to be efficiently applied to a large
dataset [40].

Robustness describes the ability to make correct classifications and predictions,
given noisy or missing data value. It also considers whether the
method is able to run automatically in a changing environment [40].

In [39], the author published a comprehensive overview
of established supervised machine learning techniques. This
overview provides useful information for method selection,
highlighting the benefits and drawbacks of each method that
helped us for further evaluation. For the selection of machine
learning frameworks, we focused on a Java integration ability,
a high degree of automation, a strong dependence between the
library and the implemented method, and a general approach
being not limited to specific purposes. Furthermore, we pre-
ferred open source frameworks, which are freely available to
the public [1].

Because of their extensive collection of classical machine
learning methods as well as new algorithms with state of the
art concepts for incremental learning, we chose Weka [41]
and MOA [42]. Both frameworks provide a high degree of
automation and are fully integrated in Java. Furthermore,
Weka is also used by other software in this sector. The
frameworks are open source and contain different methods
and algorithms for pre-processing, classification, regression,
clustering, association rules, visualization, and include several
state of the art algorithms. Furthermore, MOA also has a focus
on online algorithms processing data streams [1].

VI. EVALUATION OF THE GENERAL CLASSIFICATION-
AND REGRESSION-BASED APPROACHES

In this section, we analyze the previously outlined two gen-
eral machine learning approaches, machine learning methods,
and strategies for their employment within service recommen-
dation considering optimization aspects, which were identified
in Section III-A. At this point, we want to point out that since
our research focus is set on the SOC domain, we do not analyze
or optimize machine learning algorithms and only use them

as black boxes. We analyzed two general machine learning
approaches for their capability, benefits, and disadvantages
of their employment within service recommendation. Our
practical assessment is based on real-world measurement data
as well as simulated data in order to conduct a statistically
more fine-grained analysis. Based on the evaluation of the two
general approaches, the more suitable approach was then im-
plemented and validated in our framework. For this validation
in the overall recommendation framework, the three machine
learning methods were implemented for their evaluation.

Outlined in Figure 6, we conducted analyses of the two
general machine learning approaches using classification- and
regression-based machine learning methods for their advan-
tages and drawbacks when using them for service recommen-
dation. This section outlines the evaluation scenario and the
results of these studies.

A. Evaluation Scenario
The analyses were described in detail in [3][38]. For more

details, interested readers are referred to these references.
1) Objectives of the Analyses: The results in this section

are summarized, based on two analyses that focused both on
the evaluation of both learning approaches, however, which had
different sub-objectives. The first analysis focused on a general
comparison between both approaches with their methods.
Furthermore, it focused on the simulation of performance data
based on the real-world measurement data, in order to conduct
a more fine-grained analysis. For this, we had to analyze
the service profiles within the measurement data. The second
analysis focused on the application of learning strategies.
Furthermore, the strengths and weaknesses of each approach
within certain presumed and simulated service performance
profiles were focused in the analysis.

2) Evaluation Setting: For the conduction of the anal-
yses, we developed a Java-based software using the Weka
and MOA frameworks within the evaluation scenario. We
implemented the overall recommendation process of each
approach illustrated in Figure 6. For the learning task in the
processes, we chose the Fast Incremental Model Tree with
Drift Detection (FIMT-DD) algorithm for regression. FIMT-
DD focuses on time-changing data streams with explicit drift
detection [43]. For classification, we chose the implementation
of a DecisionStump [44]. We chose both machine learning
methods because of the requirements in Table IV as well as
good results in initial pre-tests [3][38].

3) Evaluation Criteria: The purpose of both analyses was
to evaluate the employment of both machine learning ap-
proaches for service recommendation. For their evaluation,
we were interested in their overall contribution to the recom-
mendation of best-fit services within the process illustrated in
Figure 6; hence, in the benefit of the consumers.

In order to determine the benefit of the recommendation,
the accuracy of predicting the best-fit service does not solely
reflect the strength of an approach since the recommendation of
the second best-fit might be as good as the determination of the
actual best-fit if it creates a similarly high optimization benefit.
Therefore, within service recommendation, the optimization
aims at the experienced performance/utility gain and not at the
determination accuracy of the overall best-fit. The evaluation
has to take into account how good the optimization is instead
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TABLE V. EVALUATION INDICATORS [3][38]

RT Gain
Prediction/
Random

This figure indicates the overall percental response time gain
when using the machine learning approach including the
determination of the best performing service for recommen-
dation in comparison to a random selection of services.

RT Gain
Best/Random

This indicator is the overall percental response time gain
when continuously choosing the best performing service
in comparison to a random selection of services. This is
the optimum, i. e., when continuously choosing the best
performing service, response time is fully minimized.

Overall
RT Gain
Achievem.

The ratio between the figures above. It indicates to what
degree the response time gain of the prediction achieved the
optimum.

RT Ratio
Prediction/
Best

It is the ratio between the total response times of prediction in
comparison to a continuous selection of the best performing
service. Since the optimum is the denominator, this figure is
always >= 100%.

RT Ratio
Random/Best

The ratio between the total response times of a random
selection in comparison to a continuous selection of the best
performing service. Since the optimum is the denominator,
this figure is always >= 100%.

Overall
Optimization
Achievement

It indicates the optimization degree in percent between
the response time of the worst service towards the re-
sponse time of the best service for each prediction case:(
1− RTPrediction−RTBest

RTWorst−RTBest

)
· 100

Best Choice It expresses the amount in percent of the prediction of the
actual best(-fit) service candidates.

of the best-fit classification accuracy. Therefore, our key figure
is performance gain respectively utility gain when considering
preferences. As for this analysis, the focus was set on the
evaluation of the machine learning approaches. Since machine
learning methods are employed for the determination of NFPs
as the input for the calculation of the utility value, which is
then used for the determination of the best-fit service, within
the regression-based approach respectively for the determi-
nation of the actual best-fit service based on the calculation
output of the utility function with the input of one or several
NFPs, we could simplify the overall process and could use only
one NFP for the prediction, in order to reduce unnecessary
calculation overhead. In other words, since the calculation of
the utility function is not part of machine learning steps within
the approaches (cf. Figure 6), it could be simplified for this
evaluation. Instead of determining the utility gain, we evaluated
the response time gain.

Table V lists the evaluation indicators that we defined for
the evaluation of both machine learning approaches. Note that
the table also contains the definitions of indicators that we
used in the first analysis (RT Gain Prediction/Random, RT
Gain Best/Random, Overall RT Achievement, and RT Ration
Random/Best) but not in the second analysis and vice versa
(Overall Optimization Achievement). The main indicators of
the first analysis based the evaluation on a direct compari-
son between each approach and random selection. However,
random selection is also a simple recommendation approach.
A comparison based on relative indicator values turned out to
be sub-optimal. In order to get comparable indicator values, we
used indicators that focus on an absolute scale in the second
analysis. Therefore, they are more sufficient for comparisons
between different approaches and methods.

4) Preparation and Processing of the Datasets: Analyzing
the results of our study in [2], we could discover a pattern-
based periodic behavior of the analyzed real-world Web ser-
vices in natural periods of time such as differences between
working days and weekends or time of day. Our hypothesis

before the conduction of this analysis was that machine learn-
ing approaches contemplating periodic behavior achieve better
results. For this, additionally to the basic attributes date, time,
and response time, we pre-calculated further attributes and
provide enhanced data with focus on natural periods, which
can be used by both approaches. These attributes are described
in Table VI. While regression is able to focus on a time line,
classification is not. However, these additional attributes allow
classification to consider such natural time line based aspects
for learning and prediction, such as working day or day of
week.

Due to the differences between both learning approaches,
further pre-processing was necessary. For classification, the
dataset had to be prepared in order to train the best-fit service
within each call context. In our case, for each date and time
(nominal value of hour), the enhanced measurement entry with
the minimum response time (desired best-fit service) remained
in the dataset. So, the learning method only focused on the
fastest (best) services, in which we are ultimately interested.
For regression, no best-fit focus was set since the regression
approach focused on the actual (NFP/response time) value
prediction. However, since each NFP for each service has to
be trained, the dataset had to be split for each combination of
NFP and service.

After the pre-processing of each dataset (measurement or
simulation), the datasets were divided into a training and a
validation sub-set after pre-processing. Because of chronolog-
ical aspects, the datasets could only be split into training and
validation sets. N -fold cross validation could not be applied for
that reason. While the training dataset was used for the training
of the model, the validation dataset was used to validate
and evaluate the prediction results of the recommendation
processes. In the first analysis [3], the dataset was split in the
middle. The first half of the dataset was used for learning, the
second dataset was used to validate the prediction results. In
contrast to initial analyses, in the second analysis [38], a sliding
split point evaluation was conducted. Depending on the split
point, the drawback of the initial analysis was that the analysis
results varied. This was due to the varying performance profiles
during the measurement period. Analyzing the measurement
data, some Web services experienced temporal performance
changes, which confirmed our focused aspect of the perpetual
change characteristic of the Internet as a service market. In

TABLE VI. STATISTICAL ENHANCEMENT OF ATTRIBUTES [3]

DayOfMonth Extracted day of month from date
Hour Extracted hour from time
Weekday Determined nominal day of week from date (clas-

sification only)
Workingday Determined whether day is a working day (Mon-

day to Friday) (classification only)
RT Xmin AVG
X = {61, 121, 181, 361, 721,
1441, 2881, 7201, 10081}

Response time mean of all records (chronologi-
cally) within the last 1, 2, 3, 6, 12 hours, and 1,
2, 5, 7 days

RT X AVG
X = {40, 80, 160, 240}

Response time mean of the previous x records
(chronologically; without consideration of any
other attribute)

RT X AVG Hour
X = {4, 12, 20, 28}

Response time mean of the previous x records
within the same hour value (considering 1, 3, 5,
7 days of the same nominal hour)

RT X AVG Weekday
X = {4, 8, 16}

Response time mean the previous x records
within the same weekday value (considering 1,
2, 4 weeks of the same nominal day of week)
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order to achieve statistically generalized results, the split point
between training set and validation set was iterated on a day by
day basis for each analyzed aspect. Depending on the period
(and window sizes), it could result in a statistical mean of up
to n

24m−1 iterations (for the measurement input 170 iterations
per scenario), for n data entries and m data records per hour
(one record for each service) [38].

5) Learning Strategies: Employing machine learning for
the recommendation of best-fit services requires learning
strategies. Within this employment, it is necessary to analyze
the impact on the overall recommendation results when con-
sidering the amount of training and prediction data. In other
words, how much data is necessary and beneficial for training
a model, and for how long is such a trained model reliable for
good service recommendation?

In the first analysis [3], there was no focus set on any
learning strategy. The results of that analysis are based on a two
split (50:50) conduction. The learning model was trained on
the first half, while the second half was used for the validation
and evaluation of the prediction results.

For the second analysis, the following learning strategies
were analyzed. In order to address the research questions
related to the optimal learning strategies, a prediction window
of various sizes was applied to determine the optimal train-
ing/prediction interval ratio for the updates of the foreground
model (Figure 3) [38].

Incremental learning This learning strategy continuously up-
dates the learning model. Any strategies on changes and
their impact on the model have to be dealt by the learning
method such as drift detection.

Sliding window learning This learning strategy applies a
fixed window of previous measurements for the training
of the learning model.

B. Evaluation Datasets
The machine learning approaches were analyzed and eval-

uated using measurement as well as simulation data. The latter
focused on certain aspects during the evaluation.

1) Measurement Data: For both analyses, the measurement
data was gained from four real-world stock quote Web ser-
vices, which we already partly used in [2]. The services pro-
vide similar functionality, so they are functionally substitutable
among each other. In the first analysis, the measurement dataset
contained 3,223 measurement entries obtained in 34 days. The
dataset in the second analysis contained 16,441 measurement
entries obtained in a measurement period of 185 days. The
dataset of the first analysis is also the initial subset of the sec-
ond analysis. Therefore, the measurement data of the second
analysis is the long term version of the dataset in the first
analysis. Each entry contained the date, time, the consumed
service, and the measured response time of a service call.
Within each measurement period, each Web service was called
on an hourly basis. If a service was not available or timed out
(30,000 ms), its entry was not added to the set. Hence, up to
four data entries were obtained per hour for the dataset [3][38].

2) Simulation Data: In contrast to measurement data,
with the ability to adapt the parameters, scenarios can be
simulated. The simulation of measurement data enabled to
challenge machine learning approaches and to analyze their

performance in certain scenarios. Within the measured real-
world Web services, the statistical characteristics showed easily
distinguishable performance profiles of some services. In order
to compare the strengths and weaknesses of the machine
learning approaches, more challenging scenarios had to be
simulated where the service profiles are harder to distinguish.
In both analyses, simulation data was produced in order to
analyze certain aspects. The following simulation profiles were
generated [3][38]:

In the first analysis [3], the initial goal was to simulate data
that closely reflects the characteristics of measured real-world
Web services. With such data, it would be possible to adjust
certain distinguishable profile characteristics in order to chal-
lenge the machine learning methods during the analysis. Based
on the analysis of the measurement data and the observations
made in [2], two simulation profiles were created [3]:

Normal distribution profiles with similar statistical char-
acteristics of the measured services The visualization
of the measurement data revealed that the real-world
data had a massive distribution in certain intervals with
diverse outliers. We presumed a normal distribution of
the measurements with certain extraordinary outliers.
We used the Gaussian distribution (cf. [45]) for the
simulation of basic interval where most of the values
occur and one with the identified outliers using the
statistical mean and standard deviation of the services’
intervals in order to achieve similarity [3].

Normal distribution profiles with similar statistical char-
acteristics of the measured services and periodicity
Additionally to the first profile, we added some
periodicity to the profile in order to simulate the in [2]
observed differences between certain natural time-/date-
based characteristics. For this simulation, we added a
periodic component to the normally distributed basis
such as a working day pulse, daily periodic waves, and
weekly peaks. For the simulation of working day pulse,
we used the Fourier series expansion in order to produce
a rectangular pulse wave (cf. Equations (1) and (3)
for daily periodicity). With these periodic components
additionally to the random component, we expected
the classification approach to achieve better results
because the additional attributes in the pre-processing
aims at these natural periods. Classification is in general
optimized for such periodic preparations [3].

In order to challenge both approaches, we approximated
the statistical mean of all simulated services step-by-step to
a defined level (target mean value). Our presumption was
that the more the services approximate the statistical mean,
the worse the beneficial gain results of the machine learning
approaches in comparison to a random selection, since the
standard deviation values in the relevant interval are close to
each other. The purpose of the approximation was to evaluate,
which approach tackles the challenge better and to what
approximation degree machine learning approaches can still
be beneficial for the recommendation task. For the challenge
of the evaluated approaches and methods, the mean values of
the service profiles in the first analysis were approximated in
the following steps: 50 %, 75 %, 87.5 %, 93.75 %, and 100 %.
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In contrast to the first analysis, the focus of the second
one was set on the explicit analysis of isolated aspects. The
analyzed learning approaches with the employed machine
learning methods should be challenged for their strengths and
weaknesses in the following presumable scenarios. For this, the
competing simulated services all had identical profiles with
distinguishable differences in each focused aspect. The ini-
tially, clearly distinguishable profiles were also approximated
in 10 % steps in each conducted iteration until they were fully
approximated in order to challenge the learning approaches and
methods. In a full approximation, their profiles are identical
(up to random noise) [38]:

Normal distribution profiled data As in the initial analysis,
we assumed normally distributed response times of Web
services around a mean value (with a certain standard
deviation and variance). Normally distributed response
time data for four services with a similar mean, standard
deviation, and variance was created. These response time
mean profiles of the services were initially, vertically
shifted and were then approximated step by step. Fully
approximated, their statistical mean is identical.

Cyclic spikes up/down On the basis of normally distributed
response time data around the same mean value, these
profiles contained cyclic/periodic spikes that go in one
profile up and in the other profile down. Spikes going
up simulate services that have suddenly longer response
times, while spikes going down simulate sudden response
time improvements. For their creation, a saw tooth gen-
erator (cf. Equations (1), (2), and [46]) in combination
with an iceberg filter that are added to the basic normal
distribution line was used. Again, all created services
are similar. They distinguish themselves only in their
horizontal shift. Fully approximated, their horizontal shift
is identical.

Acyclic spikes up/down These profiles have several acyclic
spikes and different level shifts in combination with an
iceberg filter. Using several cyclic spikes with very long
periods in spikes generations in combination with pulse
train shifts and the iceberg filter, a complete acyclic/aperi-
odic behavior could be simulated. Again, all services have
the same mean response time and in a fully approximated
case and their spikes are overlapping.

C. Evaluation Results
The results presented in this section are extracted from

[3][38]. Interested readers are referred to these references for
more details on the conduction and results of each analysis.
The first analysis [3] used a two-split analysis in the middle
of each input dataset for the training and test sub-sets. Ad-
ditionally, each analysis scenario was re-conducted ten times

in order to achieve statistically profound results within the
random components. The presented results of this analysis are
mean values. In further tests, we discovered that the profiles
of the measured services change and that depending on the
used split point, the results of the evaluation indicators change.
Therefore, we conducted a sliding split point evaluation in the
second analysis [38]. While the first analysis used a split point
in the middle of each input dataset, the second analysis [38]
considered statistically profoundness in terms of the a sliding
split point between training sets and validation sets iterated on
a day by day basis.

1) Measurement Data: The results of the first analysis
using measurement data are presented in Table VII. Within
the ten iterations of which the random components (random
selection) was re-conducted, the mean values and the values of
the best iteration are presented for each approach. Among all
indicators introduced in Table V, the most important indicator,
which was also used to determine the best iteration, is Overall
RT Gain Achievement. The second important indicator is
Best Choice Prediction. Recall, the best choice indicator is
a certain kind of accuracy, however, considering the optimiza-
tion achievement within service recommendation, the actual
response gain (or utility/performance gain in general) is more
important, since it compares the improvement using machine
learning with the overall achievable optimum, which is the RT
gain when theoretically choosing always the best-performing
service instance. Furthermore, it also takes the optimization
degree among the recommended non-best services into ac-
count. A positive RT gain is supposed to indicate the percental
response time reduction compared to a random selection. Fur-
thermore, the table lists the amount of the selection of services
that were not available at the moment of selection. When
considering the figures of Table VII, please note that random
components are re-conducted in each iteration, while the actual
measurement data remains unchanged. The prediction and
hence the recommendation results also remain unchanged in
each iteration (table columns: RT ration prediction/best; non-
AV section in prediction; best choice prediction). Using real-
world measurement data, regression achieved better results
than classification. If we compare the best choice figures for
prediction in the table, we see that classification seems to have
a higher accuracy. This might appear odd, when we compare
the RT gain and the overall RT achievement figures. Recall, in
service recommendation, accuracy is less important than the
actual performance gain. The recommendation of the second
best service might be in terms of RT gain almost as good
as to recommend the actual best. Comparing the RT gain
and best choice figure of classification and regression, we see
that classification has a higher best choice, while the RT gain
is better for regression. This reveals that although regression
was weaker in the best choice prediction, it still achieved a
higher RT gain, which shows that regression’s strength is in
a ranked determination, while classification does not consider
any ranking. Furthermore, in 1.46 % of the cases (6 times in 17
days), classification recommended a service instance that was
not available at that moment. In order to verify our assumption
regarding periodic strengths, we had a look at the classification
model. The model based its decisions mostly on the sliding
window of the previous response time values within the same
nominal hour. So, our periodicity assumption was proven.

In the second analysis, the focus was set on optimal
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TABLE VII. ANALYSIS RESULTS OF MACHINE LEARNING APPROACHES USING MEASUREMENT DATA [3]

RT Gain
Predict./Rand.

RT Gain
Best/Rand.

Overall RT
Gain Achvmt

RT Ratio
Predict./Best

RT Ratio
Rand./Best

Non-AV
Prediction

Non-AV
Random

Best Choice
Prediction

Best Choice
Random

Classification Mean 66.57 % 82.33 % 80.86 % 189.17 % 565.97 % 1.46 % 4.61 % 80.09 % 24.51 %
Best 69.76 % 84.01 % 83.03 % 189.17 % 625.66 % 1.46 % 5.58 % 80.09 % 23.05 %

Regression Mean 75.74 % 82.44 % 91.87 % 138.16 % 569.53 % 0.00 % 4.37 % 66.99 % 25.00 %
Best 77.78 % 83.92 % 92.68 % 138.16 % 622.05 % 0.00 % 5.58 % 66.99 % 24.27 %

TABLE VIII. DIFFERENT PREDICTION WINDOWS WITHIN
INCREMENTAL LEARNING [38]

DecisionStump FIMT-DD
Win. Size Achievement Best Choice Achievement Best Choice
Prediction mean σ mean σ mean σ mean σ

1 97.10 % 6.10 % 82.26 % 22.89 % 97.04 % 3.89 % 73.35 % 21.47 %
28 96.34 % 2.23 % 72.77 % 22.94 % 97.02 % 1.60 % 72.78 % 13.59 %

TABLE IX. SLIDING WINDOW SCENARIO WITH DIFFERENT
TRAINING WINDOWS [38]

DecisionStump FIMT-DD
Win. Size Achievement Best Choice Achievement Best Choice
Training mean σ mean σ mean σ mean σ

1 96.50 % 3.93 % 74.76 % 22.74 % 97.13 % 2.35 % 73.52 % 16.67 %
10 97.29 % 3.21 % 80.85 % 20.83 % 97.23 % 2.36 % 73.94 % 16.89 %
20 97.37 % 3.18 % 79.90 % 22.51 % 97.38 % 2.29 % 74.74 % 16.87 %
40 97.70 % 2.97 % 81.31 % 25.42 % 97.93 % 1.66 % 78.86 % 14.50 %
60 98.32 % 2.53 % 89.72 % 12.70 % 98.16 % 1.63 % 81.89 % 13.20 %

120 97.45 % 4.36 % 89.79 % 4.25 % 97.48 % 2.00 % 72.97 % 13.87 %

TABLE X. SLIDING WINDOW SCENARIO WITH DIFFERENT
PREDICTION WINDOWS [38]

DecisionStump FIMT-DD
Win. Size Achievement Best Choice Achievement Best Choice
Prediction mean σ mean σ mean σ mean σ

1 97.86 % 4.81 % 85.61 % 17.27 % 97.48 % 3.55 % 75.76 % 21.43 %
7 97.42 % 3.52 % 83.48 % 17.33 % 97.54 % 1.95 % 75.87 % 16.27 %
14 97.31 % 2.91 % 82.06 % 18.18 % 97.56 % 1.53 % 75.87 % 12.92 %
28 97.16 % 2.22 % 79.73 % 19.52 % 97.63 % 1.16 % 76.44 % 10.71 %
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Figure 7. Best Choice Means of Different Window Sizes With Measurement
Data. [38]

learning strategies and evaluation based on a longer period of
measurement data as well as to equalize the results regardless
any specific splitting point using the introduced sliding itera-
tions. Tables VIII and IX focus on the evaluation of the training
strategies. Table VIII shows the results of the predictions using
a prediction window of 1 and 28 days and an incremental
learning strategy. Tables IX and X present the results using
sliding training windows. Table IX reveals the results analyzing
the optimal window size for the training of the model, while
Table X focuses on the optimal prediction window size. In
contrast to the first analysis, in which we used a relative
indicator for making comparisons to another learning approach
(random selection), we used an absolute indicator to make the
learning approach comparable among each other. The absolute
indicator is the Overall Optimization Achievement. The best
choice indicator remained the same. Comparing the learning
strategies in the tables, the overall optimization achievement is
more or less similar in all cases. This is due to the fact, that the
mean response time value of the worst service is much higher
than for the other services. Hence, predicting any service that
is not the worst service already achieves quite a high absolute
optimization achievement. Comparing on a relative basis, such
as in the first analysis, results in easier distinguishable figures
in such a scenario. In reality, this indicator is still significant for
the general evaluation of an approach. If we directly compare
the major two figures between the similar scenarios in the first
and second analysis in Table VII and a prediction window of
28 days in Table VIII, the FIMT-DD-based approach could
also achieve higher optimization improvements, while the best
choice prediction strength of the classification-based approach
could not keep its advance in a long term and iteration
equalized analysis (second analysis; cf. Table VIII). However,
if the prediction window size is one day, the best choice
strength is still determinable. In general, a shorter prediction
window size is better than a bigger one. While the classification
approach gets worse in its predictions, regression-based FIMT-
DD remains strong and even gets slightly better on average
(illustrated in Figure 7(b)). We assume that the drift detection
of this method is responsible for that. As for the training size,
for both methods, the prediction results get better the bigger
the training window size, up to a size of 60 days (illustrated
in Figure 7(a)).

2) Simulation Data: Based on the measurement data, the
generated data of the first analysis [3] follows a normal dis-
tribution with the same statistical means, standard deviations
(both of the main base intervals), and with the same outliers
of the services from the measurement data. Starting from the
initial vertical level, we approximated step by step the mean
values to a target value of 2,000 ms (approximation degrees are
represented between 0, no approximation, and 1, full approxi-
mation). Within each approximation step, the presented results
are mean values of an iteration of ten re-conductions. Tables XI
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TABLE XI. ANALYSIS RESULTS OF CLASSIFICATION USING NORM.
DISTR. GENERATED DATA WITH PERIODICITY (MEAN VALUES) [3]
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2,000 0 69.21 74.89 92.40 122.64 398.33 76.60 25.34
0.5 40.82 48.57 84.04 115.07 194.47 55.71 26.18
0.75 29.03 38.13 76.13 114.71 161.64 43.73 23.95
0.875 22.94 32.31 71.00 113.84 147.74 35.93 25.06
0.9375 13.75 30.99 44.36 124.98 144.91 34.54 25.06
1 -5.47 28.36 -19.31 147.23 139.59 32.03 26.18

TABLE XII. ANALYSIS RESULTS OF CLASSIFICATION USING
NORMALLY DISTRIBUTED GENERATED DATA (MEAN VALUES) [3]
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2,000 0 67.35 76.42 88.12 138.51 424.23 66.01 25.34
0.5 39.17 51.28 76.38 124.85 205.25 43.73 25.06
0.75 29.86 43.31 68.95 123.71 176.40 34.54 24.51
0.875 23.91 37.94 63.03 122.59 161.14 35.93 24.79
0.9375 13.53 36.98 36.59 137.21 158.69 30.36 23.95
1 9.33 36.09 25.85 141.87 156.47 28.69 24.79

TABLE XIII. ANALYSIS RESULTS OF REGRESSION USING NORM.
DISTR. GENERATED DATA WITH PERIODICITY (MEAN VALUES) [3]
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2,000 0 50.83 74.10 68.59 189.85 386.12 38.99 24.51
0.5 6.98 47.89 14.59 178.49 191.90 27.57 25.06
0.75 6.28 37.53 16.74 150.03 160.09 27.85 24.51
0.875 8.75 33.38 26.22 136.96 150.11 28.96 25.34
0.9375 5.43 30.83 17.61 136.73 144.59 29.52 23.95
1 3.24 28.12 11.52 134.62 139.13 25.90 25.06

TABLE XIV. ANALYSIS RESULTS OF REGRESSION USING
NORMALLY DISTRIBUTED GENERATED DATA (MEAN VALUES) [3]
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2,000 0 52.14 76.30 68.34 201.91 421.96 33.14 24.79
0.5 23.12 51.81 44.63 159.54 207.54 26.46 24.23
0.75 15.76 44.98 35.04 153.12 181.78 29.52 23.95
0.875 8.33 39.78 20.94 152.23 166.08 28.13 24.23
0.9375 0.86 37.70 2.29 159.14 160.53 24.51 25.06
1 -3.40 35.43 -9.59 160.15 154.88 24.51 25.62

and XII present the data results of the classification-based
approach, with and without periodicity on natural time periods.
Tables XIII and XIV list them respectively for the regression-
based approach. For both machine learning approaches, our
assumptions were confirmed. The higher the approximation
degree, the less the best choice prediction and the overall
RT achievements. Within the approximation, the classification
approach achieved now higher RT gain achievements up to a
degree value of 0.9375, while within regression the figures got
much worse already at a degree of 0.5. For both approaches,
since the differences in the response time values between the
services also decreases, the gain margin reduces and, therefore,
the benefit of recommendation also decreases. Using regression
in the periodic/random case, the RT gain is not much better
than a random selection already at that degree. In the random-
only case, it is much better. Within the generated data in
contrast to the measurement data, regression lacks now behind
classification. The simulated periodicity was apparently not
as much represented in the measurement data than expected.
Furthermore, the FIMT-DD does not cope with a sinus-based
(natural) periodicity. The classification-based approach could
achieve better results due to the in the pre-processing focused
natural periods. Nonetheless, this required further analysis.
Therefore, in the second analysis [38], a focus was set on each
presumed aspect (cf. the introduced simulation profiles in the
previous section) individually in order to analyze the strengths
and weaknesses within each aspect, but also in order to find
out, which aspects can be reflected in the actual measurement
data. Like the measurement data in the second analysis, the
results are mean values of the sliding point iteration. Similar to
the approximation of the simulation data in the first analysis, an
approximation was conducted on a 10 % step basis until they
were identical (disregarding some random noise). The results
of each approximation step reveals how good the learning
approaches and scenarios can cope with the challenge that
the respective scenario focused on. Figure 8 depicts the best
choice results for each machine learning approach. Figure 9
shows the correspondent overall achievement figures. Since the
achievement is defined relatively to the best and worst service
performances and since these performances are approximated
step by step, there is not much difference between both figures
with their different accuracy criteria “best choice” and “over-
all achievement”, resp.; especially, when the approximation
approaches 100%. For the cyclic and acyclic profiles, the
non-best services perform equally since there is no vertical
shift. Hence, the overall achievement depends only on whether
finding the best choice or not. Therefore, for these profiles,
there is not much difference between the best choice and the
overall achievement indicators.

Before we focus on the differences between both learning
approaches, we compare the differences between the differ-
ent scenarios. Both approaches cope well with the normal
distribution scenario. This is the only scenario approximating
a vertical shift (response time mean), and both methods and
their approaches get worse when the response time means are
approximated. All other scenarios approximate a horizontal
shift. That means that their normal distribution component is
and remains similar. They only distinguish themselves in their
performance spikes (response time up for worse performance;
response time down for improvements). In the acyclic spike
scenarios, both approaches are not able to cope with these
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Figure 8. Best Choice Mean Using Sliding Windows
Within the Scenarios. [38]
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Figure 9. Overall Achievement Mean Using Sliding Windows
Within the Scenarios. [38]

spikes. No matter whether the spikes go up or down, both
approaches remain on a best choice rate of around 25 %, which
is not much better than random selection in the first analysis.
However, the DecisionStump approach achieves slightly better
results. Comparing the remaining cyclic scenarios, the FIMT-
DD can show its strengths (see CyclDown and CyclUp in
Figures 8(b) and 10). Compared to the classification-based
approach illustrated in Figure 8(a), the FIMT-DD achieves
much higher best choice (and overall achievement) figures.
The profiles of each service are taken into account, while this
information is lost using the classification approach, which
is illustrated in the charts in Figures 8 and 9. One of our
question, whether it makes any difference if the spikes go
up (a service gets suddenly worse) or the spikes go down (a
service gets suddenly better), could be answered. According to
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Figure 10. Best Choice Comparison Between Both Learning Methods
in the Cyclic Down/Up Scenario.

the results, illustrated in the figures, it does make a difference
whether the spikes go up or down. FIMT-DD is in both cases
significantly better. However, services getting suddenly worse
among similar services (spikes down) can be learned better
than the other way around. It seems to be easier to learn an
outstanding service whereas it seems to be more difficult to
recognize a service getting worse within the optimization focus
of similar well performing services. Having a closer look at
the cyclic up illustration in Figures 8(b) and 9(b), the indicator
values get better with a higher approximation degree. This
seems to be odd. One explanation could be that the regression-
based approach focuses on the prediction of the performance
behavior of each service as a pre-step for the actual best service
determination, while the classification-based approach only
focuses on the direct learning of the best fit service. However,
the spikes up scenario simulates the opposite. Furthermore,
considering the generation of the cyclic down and up scenario,
their profiles are inverted on a higher level. The differences
between the results in the figures also appear to be inverted.
Still, the results for this scenario require further analysis, since
a total approximation of this profile and its normal distribution
part should develop similarly to the fully approximated normal
distribution scenario [38].

D. Validation of the More Suitable Approach With Machine
Learning Methods in the Framework

As a result of the evaluation of the classification-based vs.
regression-based approach, both approaches can be employed
in general. However, the regression-based approach revealed
several benefits. Therefore, for the evaluation within our frame-
work, we focused the regression-based approach, using ma-
chine learning methods for the prediction of the performance
of services. The benefit of this approach is that the estimated
NFPs within a certain moment (call context) can then be used
for the calculation of the utility value for different preferences.
Furthermore, with this approach, a ranking between the service
candidates can be conducted since it is more important to gain
a higher utility than to achieve a high best-fit accuracy. With
the selected regression-based approach in general, machine
learning methods had to be evaluated for their NFP prediction
within the overall knowledge retrieval and recommendation
process. As a result, the evaluation of the recommendation
process with the employment of the selected learning approach
together with at least one appropriate machine learning method
is also a proof of concept of the overall framework.

1) Validation Scenario: With the learning focus set on
the prediction of NFP values, we implemented three machine
learning methods in our framework for further evaluation. In
contrast to the first evaluation, we also changed the training
and evaluation phase to the recommendation scenario in reality.
Like in reality, we used a continuous learning strategy.

After initial, various pre-tests, we selected besides FIMT-
DD [43] also Naı̈ve Bayes and Hoeffding Tree [47] for
the implementation and validation within our framework [1].
The Naı̈ve Bayes classifier is a simple probabilistic classifier
based on Bayesian statistics (Bayes’ theorem) with strong
independence assumptions [48]. The Hoeffding tree or Very
Fast Decision Tree (VFDT) is an incremental, anytime decision
tree induction algorithm that is capable of learning from
massive data streams, assuming that the distribution generating
examples do not change over time. It exploits the fact that
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TABLE XV. EVALUATION RESULTS OF THE MACHINE LEARNING METHODS NAÏVE BAYES, HOEFFDING TREE, AND FIMT-DD WITHIN THE
OPTIMIZED SERVICE SELECTION/RECOMMENDATION [1]

Naı̈ve Bayes Hoeffding Tree FIMT-DD

TOP1 Accuracy (in %) 58.634 59.837 69.287
TOP2 Accuracy (in %) 90.163 90.421 93.471
Mean Absolute Error (Utility) 1.656 1.660 1.049
Recommend. Table Updates 659 647 1.189

a small sample can often be enough to choose an optimal
splitting attribute. This idea is supported mathematically by
the Hoeffding bound, which quantifies the number of observa-
tions needed to estimate some statistics within a prescribed
precision [47][49]. The FIMT-DD, which focuses on time-
changing data streams with explicit drift detection [43], was
again used because of its focus on drift detection. With respect
to the requirements in Table IV, these methods were chosen
due to their outlined characteristics (simplicity vs. incremental,
anytime decision with capability of massive data streams vs.
drift detection).

For the evaluation of the learning methods, the actual best-
fit service instance has to be known at each call context
(location, weekday, time, etc.) with each utility function. This
is a challenge when it comes to a real-world validation. In
reality, service calls over the Internet cannot be repeated
under the exactly identical conditions as the various kinds
of networks and infrastructures build complex systems with
variable behavior. At a certain, unique moment, the load of a
service instance’s system environment and the network load or
any incident are combinations of coincidences, which cannot
be repeated. However, such aspects have an impact on the
experienced NFPs at consumer side. For a strict validation,
all service calls that are supposed to be compared had to be
made at the same, identical call context, which is practically
infeasible, especially when there are several competitive ser-
vice instances [1].

Such a situation can only be derived within a simulation
scenario, where the characteristics of NFP behavior are known
for evaluation. In order to achieve such a scenario, where
the validation process retrieves exactly the best-fit service
instance for validation at each moment considering call context
and utility function, we developed a simulator that creates
NFP measurements for services based on pre-defined behavior
profiles within a period. The implementation of this simulator
follows a periodic behavior influenced by statistical random-
based deviation. Similar to the previous simulation, the peri-
odic behavior of the simulated Web services is based on our
initial measurements and considered day/night time, weeks,
month, work day, and weekend aspects. The random-based
deviation is supposed to simulate unexpected incidences such
as network traffic jams, high/low usage of a service’s limited
infrastructure [1].

For this evaluation, we focus on the machine learning
within the overall recommendation process. Recall, within
the regression-based approach, which we preferred for the
outlined reasons, the machine learning methods are used for
the prediction of the NFP values as the input for the calculation
of the utility value. The amount of NFP inputs have no impact
on the machine learning steps. Therefore, based on the results
in Section IV, we selected the top-2 of the relevant NFPs:

response time and availability. A further advantageous aspect
for their use is that their measurement scales are different and
both can be measured, hence, they are variable. Furthermore,
both of their measurement scales are all also used by the
actual top-6 relevant NFPs: ratio scale for response time,
cost, price, and throughput; nominal scale for availability and
reliability. So, by their usage for the evaluation and validation,
all possible measurement scales for the top-6 relevant NFPs are
included in the analysis. In the appendix, Figure 18 illustrates
the characteristics of the simulated response times within the
whole period. Note that the line is only a visual orientation
to depict the concept drift of each service instance. For the
recommendation, the actual best-fit service instance at each
time is important and not the averaged value of each service
instance. Figure 19 (appendix) depicts the statistical value of
availability with a focus on weekday and daytime periods.

2) Results: The evaluation results are based on the process
described in Section III and Figure 6 (upper process), in
which learning is only used for the prediction of the NFPs
of a service. The learning of the expected NFPs is based on
incremental, continuous learning with each evaluated learning
method. The calculation of the individual utility values and the
best-fit service determination are done in intervals and updated
in the foreground model. Listed in Table XV, the results of
the FIMT-DD achieved around 70 % of correct predictions on
average. Note that the calculated utility ranges from 0–100.
TOP 1 accuracy is the prediction accuracy of the actual best-
fit service, while TOP 2 accuracy is fulfilled when predicting
the best-fit or second-best-fit service.
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Figure 11. Service Recommendation Accuracy of the FIMT-DD, Hoeffding
Tree, and Naı̈ve Bayes Algorithm in the Course of Time. [1]
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TABLE XVI. UTILITY GAIN WITH SERVICE RECOMMENDATION USING THE FIMT-DD ALGORITHM IN COMPARISON [1]

After selecting . . . Average experienced FIMT-DD comparison
utility value in percent

the FIMT-DD recommended instance 86.79 100.0 %
the perpetual best instance at each time 91.86 94.5 %
the perpetual worst instance at each time 29.22 297.0 %
the statistically best instance statically 81.96 105.9 %
an instance randomly 64.08 135.4 %

Comparing all methods, there is not much difference
between Naı̈ve Bayes and Hoeffding Tree. The FIMT-DD
shows very good results. It has the highest update rate of the
foreground table, which is an indication that it reacts quicker
and more fine-grained on change than the other methods [1].
The cold start problem applies to service recommendation.
However, good recommendation results are also supposed to
be achieved with a small set of records at the beginning. Com-
paring the graphs in Figure 11, we can see that for the TOP 1
indicator in the overall recommendation process, the FIMT-DD
quickly achieves a high accuracy in the recommendation of the
best-fit service. The drift detection of the FIMT-DD seems to
work at the end of the period, where some service instances
change their performance behavior (see Figure 18) [1].

Figure 12 reveals more insight in the accuracy measure.
The figure shows the degree of accuracy of the utility pre-
diction. Once again, the best-fit service is the one with the
highest utility value regarding a service consumer’s individual
preferences, which are expressed in a utility function. When
comparing the prediction quality of machine learning methods
within our framework, the accuracy of the NFP prediction is
relevant. Since the utility value is calculated on that basis, a
method is better, the closer the utility value based on the pre-
diction is to the one based on the actual NFPs. Comparing the
method’s graphs, we see that for Naı̈ve Bayes and Hoeffding
Tree the predicted utility values at each time are both quite
similar and do not reflect the curves of the actual values. In
contrast, the graph of FIMT-DD depicts that the prediction is
very close to the actual values. The intercepts of the curves
show, that FIMT-DD does cope with change rapidly. In all
cases, intercepts – which denote a change in the best-fit ranking
– are also reflected in the prediction quite accurately [1].

For the evaluation of service recommendation in general,
the actual utility gain is an important measure. Since the
selection of service instances are based on several NFPs, the
utility value as a basis for the individual preferences is an
appropriate measure to benchmark service recommendation.
In Table XVI, the average experienced utility value after the
service recommendation based on the FIMT-DD algorithm
is compared with other scenarios. The table reveals good
results. As written above, within this evaluation scenario, the
overall best and worst services can be determined at each time.
Once again, such comparisons are only possible within such a
scenario; this is not possible in reality. Comparing the figures,
we see that the FIMT-DD-based recommendation is able to
achieve 94.5 % of the maximum achievable utility value. It
is 35.4 % better than a random selection approach and even
5.9 % better than the statistically best service instance when
statically using it. Note, that choosing the statistically best
service instance is also a kind of learning [1].
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Figure 12. Detailed Overview About the Predicted and Actual
Utility Values. [1]

VII. CONCLUSION

With the introduction of our recommendation framework,
we aim at the optimization of consumer experienced per-
formance of Web services at consumer side. Thereby, our
framework considers the preferences and call contexts. It uses
the shared knowledge of previous service calls of other, similar
consumers in order to optimize the benefit of (other) service



364

International Journal on Advances in Intelligent Systems, vol 8 no 3 & 4, year 2015, http://www.iariajournals.org/intelligent_systems/

2015, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

consumers. Furthermore, the framework does not require any
changes in existing implementations or systems and does not
interfere with the encapsulation concept of the distributed
world.

Besides the introduction of the framework, we conducted
an analysis of relevant NFPs when selecting a service among
functionally equivalent candidates. The results of this survey
were based on the scientific conference contributions of the last
ten years. Therefore, the results reflect the condensed opinion
of the scientific community in this research area about what
are the relevant NFPs for service selection and, hence, for the
recommendation of services. When retrieving this information,
we furthermore analyzed whether the NFP candidates had been
just mentioned, theoretically discussed, or even validated in a
practical scenario.

Within our framework, we comprehensively evaluated the
employment of machine learning methods. Initially, we ana-
lyzed the two machine learning approaches classification and
regression, which aim at different aspects within the overall
recommendation process. In our real-world measurement data
and simulated data evaluation scenarios, we found out that
both approaches can be employed for service recommendation.
However, both approaches have benefits and drawbacks.

For the implementation within our framework, we em-
ployed machine learning approaches and methods for the
prediction of the NFPs of services within a certain call
context. The actual determination of the best-fit service is
then calculated, based on the predicted NFPs. This approach
has several benefits such as a ranked determination of best-
fit services and the easy determination of best-fit services
for new preferences for existing contexts. The first aspect
aims at the fact that service consumers are interested in the
increase of their individual utility. Therefore, it is not necessary
to recommend always the best-fit service if the second-best-
fit is determined to achieve an almost as high utility value.
Since consumers’ preferences can vary, the second aspect is
important in order to reduce the cold-start problem.

Based on the outcome of the NFP analysis, we validated
the employment of machine learning methods within our
framework. Employing the FIMT-DD algorithm, we could
achieve up to 95 % of the overall achievable utility gain
using our framework. Due to architectural- and method-based
incremental learning and knowledge extraction, the strengths
of this algorithm regarding drift detection could prove its
capability towards perpetual change within the Internet as an
anonymous service market. On the basis of our analysis of
relevant NFPs within service selection, response or service
time is the most important optimization aspect. However,
service recommendation is time-consuming. Therefore, we
optimized our framework regarding time aspects. With an
architectural optimized model for speed, we reduced or even
avoid the cost of service recommendation.

Summarizing all outlined aspects, our framework together
with machine learning methods can be used for the optimiza-
tion of service selection focusing on the benefit of service
consumers addressing consumer-centric differences such as
call contexts and preferences implemented in existing and
prospective future real-world scenarios.

As future work, we currently analyze the application of
our approach to a multi-tier scenario, comprising process

structures of composite services on each level as well as
compensations and transactions. In addition to our utility-
value-driven achievement validation, a direct comparison of
our recommendation approach with other recommendation
techniques, such as CF, is desirable for future work.

APPENDIX I. PAPER SURVEY FOR THE DETERMINATION OF
RELEVANT NFPS

In addition to the brief digest in Section IV, this section
provides the design and full results of the paper survey in order
to determine a ranked list of relevant NFPs during service
selection.

A. Design of the Survey
Our survey is mainly based on the “Preliminary Guidelines

for Empirical Research in Software Engineering” [50][51].
With a few amendments from our side, due to context-specific
conditions, the usage of these guidelines is supposed to ensure
the quality of the survey and its analytical results. According
to these guidelines, the clear and precise description of the
objectives, the design including subjects and objects as well
as the analytical process is described in this section.

1) Objectives: The main objective of this survey is to de-
termine the relevant NFPs for service consumption in general
and for service selection/recommendation in particular. We put
a strong focus on whether or not approaches to optimized
service selection based on NFPs are applicable in practice.
We identified two issues helping to answer this main question.

First, what are the NFPs used in the approaches? This is
interesting because of two reasons. NFPs could be statically
known, like e. g., the security level of a service, or change dy-
namically based on input, e. g., the response time of a service.
If the (majority of the) relevant NFPs is statically known, static
service binding approaches are sufficient. Otherwise, dynamic
service binding approaches are necessary. The latter are more
complex since NFP prediction, service selection, and service
binding are then runtime issues.

Second, is the approach discussed theoretically and vali-
dated in practice. This is interesting because ad-hoc approaches
that are not discussed in theory might be not mature for
a general application in practice and neither are theoretical
approaches that have not been tested experimentally and prac-
tically.

2) Identification of the Population: For the conducted
survey, we chose conference publications of up to ten years
in the SOC context. Table XVII lists the conferences that
we used with all their publications for the population of our
study according to their length of existence and their size in
terms of overall publications in descending order. The total
amount of the processed publications was 4,407 conference
papers. We believe that conferences contributions are a good
basis, since a wide range of scientific approaches of a broad
scientific community can be analyzed. Additionally to the sci-
entific community, conference contributions from industry side
enrich the results of the analysis with real-world applicability
perspectives.

The selection of these conferences was based on our related
work knowledge in this field for the past years and does not
claim to include all relevant conferences. We consider papers
of these conferences to be good candidates for finding answers
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TABLE XVII. SELECTED CONFERENCES FOR THE POPULATION OF THE STUDY

Conference Period

IEEE International Conference on Web Services ICWS 2003 – 2012
International Conference on Service Oriented Computing ICSOC 2003 – 2012
IEEE European Conference on Web Services ECOWS 2003 – 2012
IEEE International Conference on Services Computing SCC 2004 – 2012
ACM Conference on the Quality of Software Architectures QoSA 2005 – 2012
IEEE Asia-Pacific Services Computing Conference APSCC 2006 – 2012
IEEE World Congress on Services SERVICES 2007 – 2012
European Conference on Service-Oriented and Cloud Computing ESOCC 2012

to our main question and both sub-questions discussed before.
Although we might have missed some relevant papers in this
field, we believe that we obtained the condensed opinion of a
broad scientific community.

3) Process by Which the Subjects and Objects are Selected:
Our survey is based on SOC-related conference papers. For
each paper, we assessed its general relevance with respect to
service selection based on NFPs and the profoundness of which
an approach of service selection was discussed and validated.

For the evaluation of the general relevance, each paper was
classified in one of the five categories, which are listed in
Table II. Category P-A to P-D are relevant-marked categories
with graduated significance; category P-Z comprises non-
relevant-marked papers.

Besides, the relevance of a paper, the profoundness of
an approach to service selection is important. Is an NFP
just mentioned, is it furthermore discussed in detail, or even
validated in a practical or experimental context? We took
account of how thoroughly an NFP is discussed and therefore
how good the quality of the reference is. The referred NFPs
within a paper were each classified according to the categories
listed in Table I.

Since a completely manual analysis of all conference
papers would have consumed too much time, we employed
a more efficient two-stage approach. The first stage was an
automated pre-classification of all papers into relevant and
non-relevant. The second stage was a manual classification of
the paper and the occurrence categories of all papers marked
relevant.

a) Automatic Pre-classification: For the pre-
classification of the papers, we used keyword extraction
methods of computational linguistics [52]. The idea was to
find a top-k hit list with keywords that are highly represented
only in relevant conference papers. Such a hit list could then
be used for the automatic pre-classification of all conference
papers within our survey.

When processing natural languages, there are some aspects
that needed to be taken into account such as letter cases,
lemmatization, acronyms, but also typographic challenges such
as ligatures, and the extractions of stop words and references.
Therefore, a certain pre-processing was necessary to bring
the content of each conference paper into a normalized form
for further processing. In order to achieve a top-k hit list
of relevant keywords that are salient in the majority of rel-
evant conference papers, not only single keywords but also
compound keywords needed to be considered. Compound
(key)words can be represented in several consecutive words.
The consideration of consecutive words as a compound unit is
called n-grams where n is the amount of consecutive words.

For the automatic pre-classification, we analyzed n-grams up
to a level of three (uni-, bi-, and trigrams).

We constructed a gold set of 202 randomly selected and
manually pre-classified papers. Papers of categories P-A, P-
B, P-C, and P-D were considered relevant. Other papers were
considered non-relevant. Note that P-D papers do not have the
main focus on the targeted topic and only discuss it in parts.
Therefore, they are of less importance during the extraction of
relevant keywords, since the distinguishable relevant keywords
are not as highly represented as in papers that have a main
focus on the targeted topics. 40 papers were manually marked
relevant and 162 non-relevant. This gold set was then used for
learning and validation of the pre-classification approach.

Within the gold set, each conference is almost equally
represented with 4.5 % on average of its overall publications.
At the same time, since the conferences have diverse amounts
of publications, their share in the population and in the gold set
is accordingly. For the relevant-marked papers of the gold set,
keyword extraction provided us with a list of relevant keywords
(uni-, bi-, and trigrams). The keyword extraction was based on
the Lucene [53] and the Stanford CoreNLP [54] frameworks.
The keyword extraction is described in details with pre- and
post-processing in Algorithm 1.

Algorithm 1 Keyword Extraction Algorithm

1: Remove URLs
2: Remove references
3: Substitute acronyms by their full phrases
4: Substitute upper cases by lower cases
5: Extract 1-grams, 2-grams, and 3-grams and their frequen-

cies using Lucene’s ShingleFilter; no n-grams starting or
ending with stop words; Lemma Form of each Token using
the Stanford CoreNLP framework.

6: Pick the 27 most frequent 1-grams, 2-grams, and 3-grams.
7: for all n ∈ {1, 2} do
8: for all m ∈ {n+ 1, . . . , 3} do
9: for all kw ∈ n-gram keyword list do

10: if ∃kw′ ∈ m-gram keyword list ∧kw ⊂ kw′ then
11: frequency(kw) :=frequency(kw)−frequency(kw′)
12: end if
13: end for
14: end for
15: end for
16: Merge 1-grams, 2-grams, and 3-grams lists
17: Sort merged list descendingly in updated frequencies

We applied the same algorithm to the non-relevant-marked
papers. Due to the small amount of relevant-marked papers
in the gold set, we had to semantically revise and amend the
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initial list in order to distinguish less distinctive keywords from
highly relevant and distinctive ones. This left us with a top-
11 hit list of relevant keywords. From a semantic aspect, the
keywords are not equally important. Therefore, we manually
added significance weights for each of the keywords in the
list. The final keyword list with significance weights is listed
in Table XVIII.

TABLE XVIII. FINAL LIST OF DISTINGUISHABLE KEYWORDS
WITH THEIR CORRESPONDENT SIGNIFICANCE WEIGHT

Keyword Weight

non-functional 0.8
response time 0.7
quality of service 0.68
service level agreements 0.68
composition 0.65
service selection 0.65
service consumer 0.4
service provider 0.4
monitor 0.3
request 0.3
resource 0.3

The automatic pre-classification of textual documents of
a natural language raised a challenge (cf. [55]). Whether a
document or parts of it are relevant or not depends on the de-
termination of the actual meaning of the text. So, the relevance
of a text cannot only be determined by a text’s vocabulary but
also its semantics in coherence with the grammatical structure.
Hence, the demarcation between a relevant and a non-relevant
paper is even for manual classification not an easy task due to
the fact that relevance considered among all conference paper
is a rather graduate characteristic.

Nonetheless, a manual conduction of all conference papers
was infeasible. We tried classical classification approaches
for pre-classification, but their achieved precision and recall
indicators were not satisfying. The following approaches were
tested and rejected: C4.5 for learning decision trees using the
concept of information entropy [56], Naı̈ve Bayesian classifier,
a simple probabilistic classifier based on Bayesian statis-
tics (Bayes’ theorem) with strong independence assumptions,
cf. [48], and the Multi-Nomial Bayes extension with a multi-
nomial feature model where feature vectors represent the fre-
quencies of features. The main problem with the classification
methods was the challenge that all conference papers in this
context are based on the same specific jargon.

Since the design of the second part of the study in-
cludes manual processing, we could neglect the semantic
and grammatical structure of a paper. The main purpose of
the automatic pre-classification was to reduce the amount of
non-relevant conference papers, without sorting out relevant
papers. Even for manual processing, keywords still remained
a good foundation to determine relevant papers. However, we
focused on their significance weight as well as their percental
occurrence within a paper for which we computed a document
score.

The document score of each paper p was computed as fol-
lows. For each paper, we computed a keyword list(p) applying
the keyword list extraction Algorithm 1. Each keyword fre-
quency was normalized by computing its share of all keywords
in percent. The score of each paper p was then computed as the
sum over the percentile occurrence (pfreq) of all its keywords

High Match Middle Match Low Match

Figure 13. Descendingly Ordered Keyword (Uni-, Bi-, Trigrams)
Occurrence Representations of Three Conference Papers

With Different Keyword Matches.

multiplied with the manually defined significance (sig) of that
keyword.

score(p) =
∑

kw∈keyword list(p)

pfreq(p, kw)× sig(kw)

Note that the significance of keywords that do not occur
in the list of relevant keywords is zero.

Figure 13 illustrates the ordered top-k keyword lists of
three conference papers. The bulks represent keywords, their
length illustrates the percentile occurrence of the respective
keyword, and their saturation the keyword’s significance. Ob-
viously, the paper on the left has a higher score than the one in
the middle and the one on the right. I. e., the paper on the left
matches the profile of a relevant paper with higher probability
than the paper on the right.

In order to deterministically classify papers as relevant or
not, we learned a threshold document score. For this, we used
the gold set again. The threshold value was set to the mean
of the average document scores of the 40 relevant papers and
the 162 non-relevant papers.

b) Accuracy of the Automatic Pre-classification: For
the evaluation of the quality of the pre-classification algorithm,
we used precision, recall, and the Fβ measure (cf. [57]) from
the pattern recognition and information retrieval field with the
following definitions:

precision =
|{rel.-classified papers} ∩ {rel. papers}|

|{relevant-classified papers}|
(4)

recall =
|{rel.-classified papers} ∩ {rel. papers}|

|{relevant papers}|
(5)

Fβ = (1 + β2) · precision · recall
β2 · precision + recall

(6)

Precision scores close to 1 indicate that found papers are
also relevant. Recall close to 1 indicates that all relevant
papers are also found. The Fβ measure is a geometric mean
of precision and recall weighted with β. For our purpose,
recall is more important, because the classification algorithm
is supposed to sort out the non-relevant conference papers for
the manual steps of the survey. It is hence less important
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to have non-relevant papers remaining in the set for further
processing, than sorting out too many of relevant conference
papers. Therefore, recall was weighed much higher in the
F2 measure (β = 2).

With the above described gold set (4.584 % of population),
we used two validation methods: Leave One Out Cross-
Validation and Two Fold Cross-Validation. For each paper
in the gold set, the former method learned the threshold on
remaining papers and classifies the paper, while the latter
repeatedly split the gold set randomly into two halves, learned
the threshold on one half, and classified the papers in the other
halves. Results are listed in Table XIX. With respect to the
rather small amount of highly relevant conference papers in
the gold set, we consider the figures of the Leave One Out
Cross-Validation to be more accurate and still sufficient for
further processing with manual classification.

c) Manual Classification of Relevant Conference Pa-
pers: From the previous automatic pre-classification of the
complete population, the relevant-marked conference papers
were the foundation for the manual processing. The main focus
in this step is the semantic analysis of the papers in total and
in parts. Especially, the determination of NFPs and the quality
of their references (cf. Table I). But also the identification of
the main focus of each conference paper (cf. Table II). For the
manual analysis, we defined and conducted a strict algorithm
in order to avoid bias and improve traceability of the survey.

The procedure described in Algorithm 2 was conducted as
follows: For each conference paper pre-classified as relevant
is scanned for NFPs. If an NFP is found, the quality of the
occurrence is determined according to the categories listed in
Table I. These categories O-A, O-B, and O-C are descendingly
sorted according to their relevance. For each referred NFP, the
highest category of all references for this specific NFP within
the paper is chosen. Recall that occurrence categories apply
individually to each referred NFP in a paper. This ensures
that the reference quality of each NFP within a paper can
be determined. Additionally to the occurrence category, the
absolute amount of occurrences of each NFP is registered. The
relative occurrence, which is the basis for later comparison and
evaluation, can be calculated from the absolute occurrence.
Furthermore, each manually processed conference paper is
also classified according to the paper categories listed in
Table II. If a paper does not contain any NFP according to
the listed occurrence categories, the paper is in category P-Z.
Each conference paper that mentions or discusses any NFP
is at least in category P-D. However, if the abstract and the
introduction of a paper focus on service selection it belongs to
category P-A. If the focus is on the adaptation of composite
services, it belongs to category P-B. And if the focus is on the
consumption of services in general, its category is P-C. All

TABLE XIX. ACCURACY OF THE AUTOMATIC
PRE-CLASSIFICATION

Leave One Out Two Fold
Cross-Validation Cross-Validation

Precision 0.49 0.52
Recall 0.71 0.88
F2 measure1 0.65 0.77
1 β = 2

Algorithm 2 Manual Classification Algorithm

1: P = set of all conference papers automatically pre-
classified relevant

2: A = ∅ // set of category P-A papers
3: B = ∅ // set of category P-B papers
4: C = ∅ // set of category P-C papers
5: Z = ∅ // set of category P-Z papers
6: N = ∅ // set of quadruples (p, i, x, c) of a paper (p), an

NFP (i), its occurrence count (x), and the papers highest
occurrence category (c)

7: for all p ∈ P do
8: for all found NFP i in p do
9: if i is validated in practical or experimental context

then
10: d =’a’
11: else
12: if i is mentioned and theoretically discussed then
13: d =’b’
14: else
15: d =’c’
16: end if
17: end if
18: if (p, i, ∗, ∗) ∈ N then
19: N = N\(p, i, x, c)
20: x = x+ 1
21: c = max(c, d) // recall that ’a’ > ’b’ > ’c’
22: else
23: x = 1
24: c = d
25: end if
26: N = N ∪ (p, i, x, c)
27: end for
28: if abstract and introduction of p focus on service

selection then
29: A = A ∪ p
30: else
31: if abstract and introduction of p focus on adaptation

of composite services then
32: B = B ∪ p
33: else
34: if abstract and introduction of p focus on service

consumption in general then
35: C = C ∪ p
36: else
37: if p mentions NFPs in a service selection, adap-

tation, or consumption context, but without main
focus then

38: D = D ∪ p
39: else
40: Z = Z ∪ p
41: end if
42: end if
43: end if
44: end if
45: end for
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remaining papers stay in category P-D.
4) Threats to Validity: Our survey is based on the scientific

research contributions in the field of SOC of up to ten
years. Therefore, the outcome does not rely on the work of
a few scientists, but on the comprehensive outcome of the
whole SOC research community. The results are based on
quantifiable and qualifiable measures minimizing any bias. In
order to achieve this, we designed a pre-classification that
was fully automated and a (semi-)formal and specific manual
classification procedure with a narrow interpretation scope.

However, recall is less than one. This reveals that there
are probably relevant papers that are not pre-classified as such
in the automated stage of our survey. Also, the population of
papers is based on selected conferences that we considered
to be relevant. It is possible that we missed some important
papers this way. Still, since we focused on the determination
of relevant NFPs based on the work of a broad scientific
community, it is less important if we missed a few relevant
papers.

B. Detailed Results of the Analysis
With the outcome of the automatic pre-classification, the

population set for the manual analysis was reduced to 993
conference papers (3,414 conference were pre-classified to
be non-relevant); with a presumed precision of 0.49 and a
recall of 0.71. Within the manual classification, described in
Algorithm 2, 297 conference papers were classified among
the relevant categories; P-A: 104, P-B: 34, P-C: 46, and P-
D: 113. Presenting the results of the analysis of our study,
the NFPs during service selection as well as during adaptation
and consumption from a consumer’s perspective are analyzed
according to occurrence and count, which were both introduced
in Section IV.

Recall, an NFP with a high occurrence can be considered
to be widely accepted to be relevant, since it is referred in
many papers, while count indicates how much text is dedicated
to an NFP in absolute terms (absolute count) or relatively
in the papers (relative count). As described in Section IV,
these two measures are not sufficient to deduct the quality
of the references. In order to satisfy this aspect, we consider
the quality of each NFP reference by its occurrence category,
cf. Table I. Furthermore, we also differentiate between the
papers regarding their semantic quality towards our finding
objectives. Therefore, we categorize each paper according to
its topic relevance (cf. Table II).

1) NFPs Referred in Conference Papers: First, we deter-
mined a ranked list of relevant NFPs in descending order due
to the amount of papers in which they occur among all relevant
categorized conference papers. Figure 14 lists the relevant
NFPs according to their paper occurrence without any consid-
eration of the quality of the references (occurrence categories)
or focus of the paper (paper categories; except non-relevant
papers, which are in P-Z). During the manual, semantical anal-
ysis, we discovered that in virtually all papers, time-relevant
NFPs were used as synonyms for response time. Therefore,
in Figure 14, response time encompasses several expressions
that are used in a synonymous meaning. Without aggregation,
the synonym NFPs would occur with the following amount
within all relevant conference papers: response time: 75.1 %;
performance: 22.2 %; execution time: 16.5 %; latency: 12.1 %;
duration: 3.4 %; timeliness: 1.4 %; delay: 1.0 %. Note, since

these NFP expressions are also used synonymously within a
single paper, these percentages cannot simply be added up.
Figure 14 represents the correct percentage of the amount of
papers that mention or discuss response time synonyms.

With the knowledge of a ranked NFP list according to the
amount of papers in which an NFP is referred, we now have
a closer look at the textual distribution within all references.
This indicates how much text is dedicated to what NFP in
comparison to all other NFP references. As outlined above,
we distinguish between absolute and relative count. We argue
that an absolute count is more relevant if one is interested
in the absolute amount of research documentation about an
NFP, while the relative count is more relevant if all papers
should have the same impact on the results. Although the list
in Figure 4, which lists the relevant NFPs ranked regarding
their occurrence counts, is similar to the paper occurrence
list in Figure 14 in its ranking, there is a big gap between
the counts of response time and the other NFPs. Response
time is therefore dedicated more text than the other NFPs. At
least, it is more often mentioned. The full list descendingly
ordered according to the relative count is depicted in Figure 4.
For most NFPs, there is not much difference in the ranking
between absolute and relative count. However, for reputation
and trust, there is a big gap between relative count and absolute
count. The reason for this is related to the fact that trust
and reputation is extensively discussed in some conference
papers. With the main focus on these two related NFPs, some
researchers argue from their point of view that these two
NFPs had been fiercely neglected compared to other NFPs
that are also mentioned frequently in these papers. When
comparing absolute and relative count, we notice that for some
researchers, trust and reputation is a very important aspect.
However, for the majority, these NFPs are not as relevant as
others.

2) Profoundness of the NFP References: With an overview
about the NFPs being widely discussed and regarding their
dedicated text, we now focus on the quality of the references.
As described above, we consider the paper and occurrence
categories in which an NFP is mentioned or discussed.

In Figures 4 and 14, many NFPs are still closely related to
each other. In order to get a better overview, for the remaining
figures, we grouped all NFPs into several categories, which
all represent a certain aspect. Table III lists each NFP aspect
category with its containing NFPs.

In Figure 15, the occurrences of each NFP category are
related to each paper category (cf. Table II). We can see that
a high share of the papers (35.5 % on average among the
top-5 categories; 2.6 deviation) does not have its main focus
on composition, adaptation, or selection of services and an
(almost) equally high share of papers (37.3 % on top-5 average;
2.5 deviation) focuses on service selection. Note, the listed
figures in the bars are percentage points.

Within the results of the counts related to each paper
category, there is a big gap between relative count and absolute
count among conference papers that have the main focus on
service selection for trust/reputation. It affirms again that some
researchers put a strong focus on trust and reputation as
important NFPs for service selection.

In Figure 5, the occurrences of each NFP category are
related to each occurrence category (cf. Table I). When a
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Figure 14. Paper Occurrence of Each NFP Within all Relevant Categories.
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Figure 15. Paper Occurrence of Each NFP Category According to the Paper Categories.
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Figure 16. Paper Occurrence of Each NFP Category Within Highly Relevant Categories (P-A and P-B) According to Their Occurrence Category.

OCat Description Name Absolute_count Absolute Count Relative_Count Relative Count

OA Validated in practical or experimental context Monetary Aspects 16 0.18% 0.471014493 0.16%

OA Validated in practical or experimental context Service Success 26 0.29% 0.631239936 0.22%

OA Validated in practical or experimental context Service Trust/Reputation 292 3.21% 2.266539349 0.78%

OA Validated in practical or experimental context Service Time 138 1.52% 4.638308574 1.60%

OB Mentioned and theoretically discussed Design Aspects 3 0.03% 0.115384615 0.04%

OB Mentioned and theoretically discussed Service Bandwidth 78 0.86% 1.475963067 0.51%

OB Mentioned and theoretically discussed Monetary Aspects 189 2.08% 3.481670505 1.20%

OB Mentioned and theoretically discussed Service Success 326 3.59% 7.273374529 2.51%

OB Mentioned and theoretically discussed Service Trust/Reputation 648 7.13% 7.97898598 2.75%

OB Mentioned and theoretically discussed Service Time 470 5.17% 9.322069726 3.21%

OC Mentioned but not discussed Design Aspects 1 0.01% 0.041666667 0.01%

OC Mentioned but not discussed Misc 3 0.03% 0.138197587 0.05%

OC Mentioned but not discussed Service Bandwidth 143 1.57% 5.592834496 1.93%

OC Mentioned but not discussed Service Trust/Reputation 194 2.14% 6.734718081 2.32%

OC Mentioned but not discussed Monetary Aspects 680 7.49% 19.25238087 6.64%

OC Mentioned but not discussed Service Success 706 7.77% 26.44872554 9.12%

OC Mentioned but not discussed Service Time 984 10.83% 35.13692598 12.12%
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Figure 17. Overall Relative and Absolute Counts of NFPs Among Highly Relevant Categories (P-A and P-B) According to Each Occurrence Category.
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paper has two or more NFPs that belong to the same NFP
category with different occurrence categories, the paper is
counted in the highest occurrence category. On average over all
NFP categories (disregarding the Misc and Design categories),
83% of all relevant papers only mention NFPs, but do not
discuss them in detail. On average, 13% discuss them in
more detail while only 4% also validate them in simulations
or experiments. This means that a vast majority of relevant
conference papers do not elaborate in detail on the NFPs they
mention.

Finally, we set the focus on highly relevant conference
papers (P-A and P-B). These conference papers have a main
focus on service selection/reputation or service adaptation,
which is very closely related to service selection. Figure 16
shows again the overall paper occurrence per occurrence
category. The overall average shares among all NFP categories
(without Misc and Design aspects) are 79% for occurrence
category O-C, 17% for O-B and 4% for O-A. There is only a
minor difference to the mean figures of Figure 5. Still, the
majority of conference papers only mention NFPs without
further discussion or validation. Considering the overall counts
within the highly relevant papers listed in Figure 17, the vast
amount of references do not discuss an NFP in detail. Again,
apart from service time, there is a big lack of validation.

APPENDIX II. PERFORMANCE PROFILES OF SIMULATED
SERVICES FOR THE VALIDATION OF MACHINE LEARNING

METHODS IN THE FRAMEWORK

For the validation of machine learning methods within our
framework, we simulated the performance behavior of four
services. In order to challenge the methods, their profile change
over time and are, in contrast to measurement data, not easy
to distinguish:

To get a situation where the validation process retrieves ex-
actly the best-fit service instance for validation at each moment
considering call context and utility function, we developed
a simulator that creates service instance measurements for
a certain time period based on predefined behavior profiles.
The implementation of this framework follows a periodic
behavior influenced by statistical random-based deviation. The
periodic behavior of the simulated Web services follows our
initial measurements in [2] and considers: day/night time,
weeks, months, work days and weekends. The random-based
deviation is supposed to simulate unexpected incidences such
as network traffic jams, high/low usage of a service’s limited
infrastructure. The random-based influence over a period was
also evidenced in our real-world service tests [2]. For a multi-
NFP service selection, two NFPs were simulated, which are
response time and availability [1].

Figures 18 and 19 depict an overview about the simulated
NFPs. The simulated validation dataset comprises a period of
30 days and has a total set of 460,800 records (40 record-
s/hour × 24 hours/day × 30 day × 16 unique clients). The
records contain information about day, time, response time in
millisecond and availability (Boolean). Within the simulation,
between each record there is a time interval of 90 seconds.
Figure 18 shows in a condensed form the response time of all
services instances within the whole period. Note that the line is
only the trend. Within the recommendation process, the actual
best-fit service instance at each time is important and not the
averaged value of each service instance. The line is therefore
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Figure 18. Overview About the Simulated Response Time of Four Service
Instances and Their Trend Over the Whole Period. [1]
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Figure 19. Overall Periodic Behavior Regarding the Availability of the
Simulated Service Instances With Weekday and Daytime Aspects. [1]

only a visual orientation for us to determine the concept drift
of each service instance within the period (e. g., DE2Service).
Figure 19 shows the statistical value of availability with a focus
on weekday and daytime periods [1].
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