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Abstract—OpenFlow is an important element for achieving
Software Defined Networking (SDN) and is expectedtbe an
enabler that solves the problems of today’s networkThanks to
the centralized management with OpenFlow, agile nefork

operation can be achieved with flexible programmality; how-

ever, the centralized management implies a signiint impact
of any outages of the OpenFlow controller. Hence, &igh

availability technology is indispensable for buildng the Open-
Flow controller. To achieve the highly available sstem, we
have to consider extraordinary events (e.g., powesutage) af-
fecting the entire data center as well as anticipatl server fail-
ures within a local system. In this paper, we revig the issue in
using the conventional redundancy method for OpenBw con-
trollers. Based on this observation, we propose adundancy
method considering both local and global (i.e., ier data-
center) recoveries using the multiple-controllers apability that

is defined in OpenFlow switch specification versiorl.2 and
later. The proposed redundancy scheme eliminatesrtaal IP

address-based redundancy and frontend server caugifimita-

tion of performance scalability, while it achievescompetitive
role change and failover times.

Keywords-OpenFlow; controller; redundancy.

l. INTRODUCTION

This paper is an extended version of our previoaskw
[1]. Towards future telecom services, the progratuitita
of the network is expected to shorten the serviekvery
time and to enhance the flexibility of service dagphent
meeting diversified and complex user requirementsari-
ous applications (e.g., real-time and non real-tapeplica-
tions). Software Defined Networking (SDN) is an ionant
concept for achieving a programmable network aneér®p
Flow [2] is an important factor for achieving thencept.
OpenFlow is an enabler of the centralized manages®n
lution, which enables management and control otsdv
OpenFlow switches, which allows the network opesato
configure the switches easily and speedily. However
have to solve some issues of OpenFlow (i.e., sitiyab
reliability and so forth) to deploy the OpenFloveheique
in carrier grade networks. Many researches haveeaddd
the issues of the OpenFlow-based solution.

Fernandez evaluates several OpenFlow controllera fr
the viewpoint of scalability in centralized managsrand
control [3]. Message processing performances ofdpera-
tion modes (i.e., proactive and reactive) of thes@yow
controller are evaluated using several existeniempnta-
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tions (e.g., Floodlight, NOX, Trema). Pries etalalyze the
scalability of the OpenFlow solution for a data tegrenvi-
ronment to show an implementation guideline [4]eTga-
per concludes that, to achieve lossless and lowaydeér-
formance in the data center application, the numtifer
OpenFlow switches managed by one controller shbeld
limited to eight. To leverage the advantage of mized
management, the OpenFlow controller should not bigna
ple flow switching policy server. OpenQoS [5] atelture
delivers end-to-end quality of service (QoS) witlped-
Flow-based traffic control. The OpenFlow controllgith
OpenQoS plays the role of collecting the networkesto
perform dynamic QoS routing, i.e., the controllesta route
calculation function just like the Path Computati®lement
(PCE). Indeed, in the Internet Engineering Taskc€&or
(IETF), PCE architecture is growing as a statefagration
supporting the enforcement of path provisioningddition
to its original path computation role. Hence, thportance
of the OpenFlow controller is growing with the bdea
concept of SDN, and thus the high availability loé tcon-
troller system must be discussed.

There are two approaches to achieve high avaitgluifi
the OpenFlow controllers. One approach is to redbe#
load. The OpenFlow controller exchanges many messag
with the OpenFlow switches especially in reactivede As
a result, the OpenFlow controller could be overéxhand
thus become unable to process incoming messagssicin
a case, some processing is required to handlevéaildf the
OpenFlow Controller uses Link-Layer Discovery Puoutio
(LLDP) [6] messages to discover link and node faituand
manages and monitors several switches, the mamitori
model has serious scalability limitations. Kempfagt [7]
propose a monitoring function for OpenFlow switchlesat
achieves a fast recovery in a scalable mannert Bixl. [8]
propose a new OpenFlow switch migration algorithon f
enabling load shifting among the OpenFlow Contrslle
This algorithm improves the response time for taeket-in
messages by shifting the controlled switch. Thherd are
some researches on reducing the load of the Opendéo-
troller for protection of the data-plane.

The other approach is to replace a single contralith
redundant controllers. However, there is littleemsh on
the redundancy of the OpenFlow controller, whichsmu
play an important role in SDN.

In this paper, we investigate the issue of achipvier
dundancy for the OpenFlow controller with a conimal
method, and we propose a method to improve thdadifai

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



ity of the OpenFlow controllers. In the proposeduedant
method, “global” recovery (i.e., inter data-centedundan-
cy) as well as local recovery (i.e., redundancynimita local
network) are considered. The proposal achievestgpet-
tive failover time compared with existing
schemes (e.g., server clustering), while the pralpdses
not require any frontend server limiting performarscala-
bility of the OpenFlow controller.

The organization of this paper is as follows: Irct&m
Il, we review related works and the capability ofiltiple-
controllers as defined in OpenFlow switch spectfaal.2
[9] and also explain its applicability to achievirgdundan-
cy of the OpenFlow controller. In Section lll, westtribe a
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application and synchronizes all events betweertralbers
by messaging advertisements. In the case of ctentralil-
ures, HyperFlow requires overwriting of the congplreg-
istry in all relevant switches or simply formingtkgiandby

redundantusing servers in the vicinity of the failed conteol Thus,

this approach assumes re-establishment of the QpenF
channel, and does not assume the multiple-contsotlepa-
bility defined in OpenFlow 1.2. Therefore, the ticheration
of the failover operation may increase with thevgto of
the number of switches managed by the failed ctetro
Since the failover process of HyperFlow does notsater
any server resource, overload of CPU utilizatioa igoten-
tial risk in the event of migrating switches to eancontrol-

conventional method to achieve the redundancy &f thler especially in the global recovery scenario.

OpenFlow controller by using the Virtual Router Bed
dancy Protocol (VRRP) and its limitation. In SengdV-A
and B, we propose the redundancy method using plesti
controllers in a single domain and evaluate it§querance.
In Sections IV-C and D, we propose the redundanethod
using multiple-controllers in multiple domains aedaluate
its performance. Finally, concluding remarks areegiin
Section V.

1. BACKGROUND AND RELATED WORK

There are several methods of general server redagda
and such methods may also be effective for OpenlEfmy
trollers. For example, one possible server reducyglaan
use one virtual IP address aggregating hot-standisgver-
al servers. Koch and Hansen [13] evaluate a failtwee in
the case of using the virtual IP address-basedeimghta-
tion with the Common Address Redundancy Protocol
(CARP), which is similar to VRRP [14]. According the
analysis, the average time to change the role legtweaster
and backup is 15.7 milliseconds. However, the airtiP
address-based approach may take a longer failowerin

Typical implementation of OpenFlow allocates a con-the case of applying this approach on the OpenFety

troller separating the control plane from the datme, and
an OpenFlow switch playing the role of data planene
municates with an OpenFlow controller using the idew

protocol over a Transport Layer Security (TLS) [10] a
Transmission Control Protocol (TCP) connection [t}

fined as an “OpenFlow channel.” The switch triesfdo

ward a packet by looking up flow entries populatedd-

vance by the controller. If the packet does notcmahe
current flow entries, the switch sends a packenr#ssage
over the OpenFlow channel to the controller in ortdere-

trieve a direction on how to treat the packet.

work because this approach involves the re-estabbat
process of the OpenFlow channels. We discussghigiin
Sections Il and Sections IV-A. Although the virtui&-
based scheme is straightforward if it is appliethimi single
LAN, it cannot simply be applied to multiple loaatis (e.qg.,
data centers) managed under different addressimgnees.
This means that the virtual IP-based scheme alsnaoi
sufficient to tackle global recovery. Zhang et [A5] pro-
pose a server clustering method with a mechanisseam-
lessly handover the TCP connection between backend
ers. While each TCP connection is visible to ontg dack-

One method of handling data plane failure is tole@np end server in a normal clustering scheme, the sadds]

ment a monitoring function on the OpenFlow swithbw-

ever, only the monitoring function in a data pléameot suf-
ficient for achieving high availability in an Opdol net-

work. We cannot achieve a highly available OpenFhmi+

work without achieving the redundancy of the OpemFl
controller. In the case of controller outages, @m@enFlow
channel is lost accordingly, and then the contrati@nnot
successfully process the packet-in message. Heras,
packets that are not matched with the flow enteysamply
dropped or allowed to fall in a default operatieng(, for-
warding to a neighbor anyway) that does not prodesra-
ble services until the ultimate recovery of thetcolter. To

achieve a high availability in the OpenFlow netwovke

have to achieve recovery methods in both globallaodl

networks that exploit the redundancy of the Opewrdon-

trollers.

makes the connection visible to at least two bauksausing
proprietary backup TCP (BTCP) protocol within a kewd
network. The connection migrates to a backup, aed the
backup is able to resume the connection transpgtesfiore
the client TCP connection is lost. Using this scheithe
connections are recovered by the backup serveinn@®
seconds including a failure detecting time of Oegosds.
This approach is expected to be applicable alsalaoal
recovery involving multiple locations. However, finothe
viewpoint of the performance scalability of the @pkw
controller as analyzed in [3, 4], a common frontesedver
required in the clustering system can be a sebotteneck
of message processing in the control plane (efgthd
frontend server is broken, all TCP connectiond@st). The
high availability scheme should avoid such singtanfend
server to ensure the performance scalability of Gpmv

The HyperFlow [12] approach improves the perfor-controllers. In addition, when we tackle global aeery

mance of the OpenFlow control plane and achievdarre
dancy of the controllers. HyperFlow introduces strithuted
inter-controller synchronization protocol formingdéstrib-
uted file system. HyperFlow is implemented as a NO+

with many switches, the migration process shouso abon-
sider the server utilization. However, conventioregd-
proaches do not consider utilization of the seresources
(e.g., CPU).
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multiple-controllers by defining three states (iMASTER,
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SLAVE, and EQUAL) of a controller. A controller plaits
own role by using the multiple-controllers capdbiliand
the state itself is owned by the switch. In thee¢éhstates,

TABLE I. PARAMETERS COMMON TO ALL EXPERIMENTS
Node Parameter Value
operating system Ubuntu12.04

OpenFlow controller NOX-based [16]

Gigabit Ethernet

openflow implementation
network interface

MASTER and EQUAL have full access to the switch an
can receive all asynchronous messages (e.g., pagket

|

Ubuntul2.04
TrafficLab 1.1 software-bai$#6]
Gigabit Ethernet

operating system
openflow implementation
network interface

OpenFlow switch

from the switch. A switch can make OpenFlow channg

[l
fTraffic generator

sending rate 100 packets/s

connections to multiple EQUAL controllers, but tbwitch
is allowed to access only one MASTER controller.thie

SLAVE state, a controller has read-only accessnitcckes TABLE Il. PARAMETERS SPECIFIC TOWRRPEXPERIMENT.
and cannot receive asynchronous messages apart gronide Parameter Vale
port-status message from the switches. A contrafem | vrrp impleme ntation Keepalved [19]

. . penFlow controller vrrp advertisement interval| 1000 ms
Change its own state by sendmg an vrrp master down interval 3004 ms
OFPT_ROLE_REQUEST message to switches. On receipt
of the message, the switch sends back an .. VRRP Backun VRRP Faul S

OFPT_ROLE_REPLY message to the controller. If the

switch receives a message indicating the contisliatent
to change its state to MASTER, all the other cdtgrs’
states owned by the switch are changed to SLAVEs Th
function enables a switch to have multiple OpenFtihan-
nels, and thus the switch is not required to red#sth new
OpenFlow channels in the event of controller ousagre the
multiple-controllers capability, the role-change ananism
is entirely driven by the controllers, while theitles act
passively only to retain the role. Therefore, iinigortant to
investigate the implementation of the controlledesito
achieve the redundancy; however, that has yet fardygos-
ed. We use the capability of multiple-controllevsatchieve
high availability of the control plane.

Ill.  CONVENTIONAL METHOD
In this section, we describe a conventional metbiod

redundant OpenFlow controller (OFC) using VRRP. We

investigate the issue in the case of using VRRMlETa
shows the parameters common to all experiments fex-
tion Ill, Section IV-A, and Section IV-C) in thisaper, and
Table Il shows the parameters specific to the VRREeri-
ment in Section 111

We implement OpenFlow-1.2-compliant controllers and mm}ms

switches on Linux by extending an existing impletaton

[16], which consists of a NOX-based controller [1afid

Ericsson TrafficLab 1.1 software switch [18]. Ind#tbn,

we use Keepalived [19] to run VRRP between therobnt
lers.

We conducted an experiment on our testbed as shown
Fig. 1. There are two controllers (i.e., OFC01 &#C02).
To achieve redundancy between the two controlMRRP
is used. Initially, the state of OFCO1 is setMaster and
thus OFCO01 has a virtual IP address. The stateF6302 is
set toBackup. An OpenFlow Switch (OFS01) is connected
to OFCO1 through an OpenFlow channel since OFC8laha
virtual IP address. OFS01 sends a packet-in megsatie
controller when it receives a new packet undefimedhe
flow entry because OFSOL1 is operated under thetiveac
mode. A traffic generator sends packets at the aatE00
packets per second (pps).

Fig. 2 shows an operational sequence that indidates
state transition in the case of OFCO01’s going dawitially,

OpenFlow
Controller 01

OpenFlow
Controller 02

SR

OFCO01’s
Interface
goes down

OpenFlow
Cantrolier 01

OpenFlow
Controller 02

Control plane

OpenFlow

OpenFlow
Switch 01

Traffic
Generator

Data plane

Traffic
Generator

(:D : OpenFlow channel => : Data traffic

— : Physical connection => : Asynchronous message

[

@ : virtual IP address }

Figure 1. Experimentiscenariiusing VRRF

OFCO01 OFC02 OFS01 224.0.0.18 Broadcast

OFPT_ECHO_REQUEST?,

OFPT_ECHO_REPLY

OFPT_PACKET_IN

OFPT_FLOW_MOD
OFPT_PACKET_OUT
/' VRRP_

000ms

OFPT_ECHO_REQUEST/

! OFPT_ECHO_REPLY
Packet-In

OFPT_FLOW_MOD

' OFPT_PACKET_OUT
" VRRP_,
Interface Down i’v

OFPT_ECHO_REQUEST

RRP -7

TCP_SYN
Gratuitous ARP x 5

TCP_SYN
TCP_SYN,ACK

Role-change time

TCP_ACK
FPT_HELLO

OFPT_HELLO
FEATURES_REQUEST
OFPT_SET_CONFIG

Failover time|

OFPT |

OFPT_FEATURES.REPI
OFPT_PACKET_IN

OFPT_FLOW_MO!
OFPT_PACKET-OU

Figure 2. Operational sequence of the recoveryg¢RRF

the OFS01 sends an asynchronous message to OFCO1
through the OpenFlow channel. Since the OFCs ameimg
VRRP, OFCO01 sends a VRRP advertisement message to
OFCO02 every 1000 ms. When OFCO01 goes down, OFC02
sends a VRRP advertisement message to take oveirtiire
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al IP address and Change.lts own Staj[e t(.) MaSI_BT Back- TABLE IIl. ROLE-CHANGE TIME AND FAILOVER TIME IN THE CASE OF
up after the master down interval, which is a guamner for DEFAULT PARAMETER.
Backup to judge the failed condition of Master. kéas
down interval is defined by Minimum [ms] | Average [ms] | Maximum [ms]
Role-change time 3098 3365 3613
3 * Advertisement_Interval + (( 256 — Priority 256 ). Failover time 530¢ 5643 5958

The master down interval for OFCO02 is 3004 ms be€an improve these times by tuning some parameters.
cause the priority of OFC02 is set to 255 (i.ee Highest Fig. 3 shows three operational sequence patterns of
priority) to detect the failure of OFCO1 as soorpassible. VRRP and Fig.3-(a) shows the sequence in the cateeo

OFCO02 sends five gratuitous ARP packets to infdrat t default parameter. In VRRP, it is difficult to skem the
the MAC address of the virtual IP address is chdrigsne time to detect a failure because the minimum valuée
second after the Keepalived sends the VRRP adegeréiat master down interval is 3004 ms. To shorten thivar
message. If OFS01 sends a SYN packet to recotméioe  time in VRRP, we should reconnect the OFS to th€ @B
virtual IP address before OFC02’s sending gratsitARP  soon as possible. To this end, OFS01 should se8¥M
packets, OFS01 cannot connect to OFC02 becausdethe packet as soon as OFCO02 sends the gratuitous Agetpa
tination MAC address of the SYN packet is set te th The OFSO01 first sends the SYN packet in two secaorfigs
OFCO01’'s MAC address. If the OFS is successfullyorec the failure of sending the OFPT_ECHO_REQUEST mes-
nected to OFCO02, in other words, if TCP connection sage. Since OFCO1 is down, the OFS cannot recéiee t
reestablished, OFSO01 starts sending a Hello mesgage SYN_ACK packet. In our OFS implementation, the chan
OFCO02 to establish an OpenFlow protocol connecfitien, nel-establishment timer of OpenFlow is expired dth of
OFSO01 sends a packet-in message to and receiveskatp the TCP connection and OpenFlow connection areeset
out message from OFCO02. Thus, the failover is cetepl tablished within one second. And then OFSO1 rettes
In Fig. 2, thefailover time is defined as the duration time connect to OFC02 after two seconds.
from the failure event of OFCO1 to the first packat mes- We changed the channel-establishment timer of Open-
sage sent by OFC02. Also, tha@e-change time is defined Flow to three seconds from one second. In that, ahse
as the duration time from OFS02's sending the VRIP  SYN packet is retransmitted in one second after @FS
vertisement message to the receipt of OFPT_FEATURE_ sending the first SYN packet because the inititheaf the
EPLY by the OFS. Intervalg, b andc shown in Fig. 2 are TCP retransmission timer of Linux is one second. \Be
defined as follows. Interval is advertisement delay that is  can shorten the failover time as shown in Fig. }3-(bow-
the time from OFCO01's going down to OFC02’s sendimg  ever, the failover time depends on the timing & fhilure
advertisement message. Intenlis TCP-recovery delay  of OFCOL. If OFS01 sends an OFPT_REQUEST message
that is the time from OFCO02's sending an advertegm to OFC immediately after OFCO1 fails, the second\NSY
message to OFS01's sending the OPFT_HELLO messageacket is sent before OFC02’s sending the gratsitdRP
Interval ¢ is OpenFlow-recovery delay that is the time from packets. As a result, the failover time increageshown in
OFS01'ssending the successful OPFT_HELLO message t&ig. 3-(c). Table IV shows the result in the cabehmnging
OFCO02’s sending OFPT_PACKET_OUT message. the connection-establish timer to three secondsorting

We measured the failover time and role-change fithe to Table IV, we can shorten the minimum and avetages
times respectively. The results are shown in TalbleNe by changing the channel-establishment timer of Gjmem.

OFCO01 OFC02 OFS01 224.0.0.18 Broadcast OFCO01 OFC02 OFsS01 224.0.0.18 Broadcast OFCO01 OFC02 OFs01 224.0.0.18 Broadcast

VRRP_ = T VRRP_Adverti 7 VRRP_
,,,,,,,,,,,,,,,,, ’ A e
Interface Down Vaster Bonn intervaiooams Interface Down %f; UV Y P Interface Down : OFPLE];HO?REQUEST
3 7| OFPT_ECHO_REQUEST a3 7| OFPT_ECHQ_REQUEST 2000m§ | Master Dowr Interval:3004ths
B B a '
2000ms| 2000mé ¥ Tcp_sYN 1
VRRP_ 3 VRRP_ > 5 VRRP /|1 Linux Regpnpect Time(1000ms)
ATCP_SYN_1 ATCP_SYN_1 Spereemen Frce syn 2
ARP x 5 = ARP x5 . ARP X 5 v =
Good Timin b /|7 Linux Recontect Time(1000s)
- R e et Bt 'l-Tma-Oul— B it s “—TCP_SYN_2
b/ TAP_SYN_ACK T et
OpenFlow Switch:} g-time Bgfore 000ms) | ] TCP_ACK Py b # Time Out
/N 1| OFPT_HELLD / /
-------------- " TCP_SYN_2 / /P Time Out A :
o TQP_SYN_ACK f ! — \
- ad TIMING + = = o o o = o - -y RN [ DU UG R R A s T -
9 TCP- ACK : // PCTSYN_3
OFPT_HELL / e TCP_SYN_ACK
) / TCP_ACK
/ P OFPT_HELL
J /]
OpenFlow Switch:Connection Time Out (1000ms) OpenFlow Switch:Connection Time Out (3000ms)
(a) Channel-establishment timer is (b) Channel-establishment timer is (c) Channel-establishment timer is
set to 1000ms set to 3000ms in good timing. set to 3000ms in bad timing.

Figure 3. VRRP-based switchover operations forgtw@nditions of the channel-establishment timer.
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TABLE IV. ROLE-CHANGE TIME AND FAILOVER TIME IN THE CASE OF parameter to the Optlmal values. In_addltlon, il CO.StIy

CHANGING THE CHANNEL -ESTABLISHMENT TIMER. for network operators to set the Optlmal valueaoheswitch
if the OFC controls many OFSes provided by varieeis-
dors on various operating systems.

In the redundancy method using VRRP for the OFC, we
measure the CPU utilization of the NOX controlleogess
when the Master controller is changed and the QFfe-
10000 ‘ ‘ ‘ ‘ connected to the controller. The experimental exbtis al-
most the same as shown in Fig. 1, except for tHewimg

1 two points. First, we use Open vSwitch [20] as @S to
8000 #b:TCP-recovery delay connect several switches to the OFC. Second, #féictr
] generator does not generate the data packet tauneeasly
CPU utilization due to the failover of the NOX pess. We
measure the CPU utilization bytep command of Linux at
one-second intervals. The maximum CPU utilizatiérihe
4000 - NOX process due to the failover is evaluated asnatfon
2000 | of the number of OFSes. Fig. 5 shows the averag&Oof
measurements. According to Fig. 5, the CPU utilizabf
2000 the NOX process increases with the growth of thenlmer
1000 J of OFSes. The CPU utilization is approximately 4@fth
o ‘ ‘ ‘ ‘ 1000 OFSes.
minimum  average maximum minimum average maximum In summary, using VRRP for redundancy of OFCs has
two issues. First, it requires a long failover timi&e failo-
\ ’ J\ Y J ver time of VRRP has lower bound depending onnitplé-
Connection-timeout: Connection-timeout: mentation. For example, Keepalived needs at |dastet
1second 3seconds seconds as the failover time since the minimum didee
ment delay is two seconds and minimum TCP-recouery
lay is one second. Also, it is difficult to shorttre failover
time by changing parameters. Second, consideriafttie
CPU utilization due to the failover process is higRRP is
T not suitable for a large OpenFlow network.

Minimum [ms] | Average [ms]| Maximum [ms]
Role-change time 1040 2621 4597
Failover time 3663 516[L 7336

9000 * c:OpenFlow-recovery delay

7000 - ® a:advertisement delay

6000 F

5000 F

Failover time (ms)

Figure 4. Breakdown of failov time.

IN
o
T
[
)

IV. PROPOSAL ANDEVALUATION

- 1 In this section, we propose an architecture thas usul-

° tiple-controllers capability for local and globacoveries.
We also evaluate recovery operation in two scegdjie.,
° local and global). To avoid the re-establishmenbath the
TCP connection and the OpenFlow channel, whichesit
° table in conventional virtual IP address-based mdducy,
. we apply the multiple-controllers capability [9] both local
1000 and global scenarios. Through the evaluation of tthe
scenarios, we use OpenFlow-1.2-compliant cont®lerd
switches on Linux by extending an existing impletaéon
[16] as shown in Section IlI.

N
o
T
L

o

400 600 800
Number of OpenFlow Switches

200

CPU utilization of OpenFlow Controller [%0]

Figure 5. CPU utilization of NOX controller procehsring VRFP-basec
failover operation.

. . . . A. Proposed Design of Local Recovery

However, the maximum time is longer than the cagh w ) ) ) )
the original timer of one second. First, we explain the redundant method in a sirdgle

Fig. 4 shows a breakdown of the failover time ithbo Main, which is typically a data-center hosting Cpew
cases (i.e., the channel-establishment timer omBjpey is  controllers. Table V shows parameters specific tocal-
one second or three seconds). Intereatlsandc set in Fig. ~ 'écovery experiment. o
4 correspond to the markers shown in Fig. 2. Sinterval Fig. 6 shows a reference model for describing arad-e
cis a very small value compared with Intervalandb, the  uating the proposed scheme designed for the lecalery.
value is hardly visible in Fig. 4. According to Figy we can OFCO1 is connected to two controllers through twee®
shorten Intervab by changing the channel-establishmentFlow channels. In a normal operation, the role 60001 is
timer of OpenFlow in the minimum and average valueSet to MASTER and that of OFCO2 is set to SLAVE.

However, considering that Interval varies depending on OFCO1 and 02 have the same flow entry information m
the timing of OFCOL's failure, it is difficult todjust the rored between the two OFCs. OFS01 and OFS02 are
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TABLE V. PARAMETERS SPECIFIC TOLOCAL-RECOVERY EXPERIMENT
Node Parameter Value
OpenFlow controler keep—alye |rl1terva| 50 ms
keep-alive timeout 50 ms
Role: MASTER Role: SLAVE Role: SLAVE Role: MASTER

OpenFlow OpenFlow OpenFlow OpenFlow
Copntrolier 01 Controlier 02 Controlier 01 Corntroller 02

Control plane

OFCO1’s
Interface
goes down

OpenFlow
Switch 01

OpenFlow
Switch 01

=rL"

| Datat\ane

l

Traffic Traffic
Generator Generator

— : Physical connection => : Asynchronous message

[ (j) : OpenFlow channel —> :Data traffic ]

Figure 6. Experimental scenausing multiple-controllers capability it
local environment

OFC01 OFC02 OFs

OFPT_PACKET_IN
OFPT_FLOW_MOD

OFPT_PACKET_OUT

Keep-alive(ECHO_REQUEST)

ECHO_REPLY

/ Keep-alive(ECHO_REQUEST; 50ms

ECHO_REPLY

50ms Keep-alive(ECHO_REQUEST)
\ ECHO_REPL

" Keep-alive(ECHO_REQUES Failure detection time
v ECHO_REPLY

Interface down

Keep-alive(ECHO_REQUEST) -~~~ -~ T,ﬁ,,,

OFPT_ROLE_REQUEST Role-change time

OFPT_ROLE_REPLY bl

OFPT_PACKET_IN
Failover time

OFPT_FLOW_MOD

- OFPT_PACKET_OUT
Figure 7. Design of a control procedure for a loeabver

operated under the reactive mode, and send a piackets-
sage to OFCOL1 when it receives a new packet uretkefim
the flow entry. To evaluate the performance infeeeim the
data plane, a traffic generator continuously geesraata
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ler (i.e., OFCO01) is assumed to have failed. Duthéofail-
ure of OFCO01, OFS01 cannot send any packet-in rgessa
and then the data plane cannot continue succesafiket
forwarding for any new incoming flows. Upon detegtithe
failure of OFCO01, OFC02 sends an
OFPT_ROLE_REQUEST message to OFS for changing its
own role to MASTER. Then, OFS replies the
OFPT_ROLE_REPLY message, and starts sending asyn-
chronous messages to OFCO02 after the completiomeof
role-change process. To respond to the asynchsomms-
sages, OFCO02 starts sending flow-modification amcket-
out messages, and finally, the packet forwardinthéndata
plane is restored. As represented in Fig. 2, faildime is
defined as the duration time from the failure eveifit
OFCO01 to the first packet-out message sent by OFE&R
over time is measured using a traffic generatatt@in the
data plane outage time. The role-change time ime@fas
the duration time from the detection of OFCOL1 faglto the
receipt of OFPT_ROLE_REPLY by OFCO02. Role-change
time is measured by retrieving the event log ohezantrol-

ler to observe the control message process.

B. Evaluation of Local Recovery

The failover time and role-change time are evahliate
increasing flow entries in order to investigate thiéuence
of the entry size. Fig. 8 shows the average of Basure-
ments of the failover time and role-change timeilovar
time is around 60-90 milliseconds and role-change tis
about 15 milliseconds. Since the failure deteciimiuded
in the failover time has a timing offset within tkeep-alive
interval, the observed failover time has some €latibn
range. Although the role-change time of the propdsa
comparable with that of the virtual address-basetdimdan-
cy, the failover time of the proposal shows a digant ad-
vantage thanks to the seamless handover betwedipleul
OpenFlow channels. Fig. 8 also shows that entrg siz
OFCs does not affect the local recovery operatiott tfor
role-change time and failover time.

In the redundancy method that uses the multiple-
controllers capability in the local recovery, weagare the
CPU utilization of the NOX process due to failovdfe use
Open vSwitch as OFS instead of Ericsson Trafficllab
software switch. The traffic generator does notegate any
data packet to measure only CPU utilization of H@X
process due to failover. Fig. 9 shows the averdg&0o

packets with 100 packets per second (pps) wherey evemeasurements of the maximum CPU utilization. Actayd

packet has unique flow identifiers for stressing thactive
operation of the controller.

to Fig. 9, the CPU utilization of the NOX processreases
with the growth of the number of OFSes. Howevee, uki-

Fig. 7 shows an operational sequence of the proposdization is smaller than that of using VRRP. Trisbecause

redundant scheme utilizing the multiple-controlleepabil-
ity. In the proposed scheme, controllers send |ladiep-
messages (e.g., ICMP echo) to each other everyiliSet
onds. In a normal operation, OFS01 sends an asyncts
message such as packet-in to OFCO01, since thehsrete

there is no process of OFS01’s reconnecting (TER re-
connecting and OpenFlow reconnecting) to OFCO2hin t
proposed method of using the multiple-controlleapability.
Thus, the proposed redundancy method of using thid-m
ple-controllers capability has two advantages cowgbavith

ognizes the role of OFC01 as MASTER and that of GFC the conventional method of using VRRP. First, @Bofver
as SLAVE. OFCO01 sends a flow-modification messagg a time is short because the process of failure deteds in-
packet-out message to respond to the packet-in agess dependent of the process of handover. Consequestlyan

from the switch. If the keep-alive message is lastpntrol-

combine the fast detection method (e.g., BFD [®2dih the
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and the controller manages the other OFSes in ther o
domains as the SLAVE. The respective roles of tirerol-
lers are depicted in the upper side of Fig. 10. &@mple,
A Failover time OFS-A (i.e., some switches belonging to domain-#jog-
m Role—change time nizes the role of OFC-A (i.e., the controller bejorg to
" ] domain-A) is MASTER and the role of the other cohérs
100 . is SLAVE. Similarly, OFS-B and OFS-C also recognilze
- ] role of the controller that belongs to its same domis
- A A 1 MASTER and the roles of the other controllers ar&\&E.
- A 4 A A A _ The controller has flow entry information for onQFSs
L A - recognizing the controller as MASTER. Thus, thetoater
501 _ does not need to have an excessive configuratioaoeive
L i an excessive message. Additionally, one charatiteio$
our proposal is the existence of a Role ManagerSenier
(RMS). RMS monitors all controllers to manage theie,
" = = ® = = ®E = @m = and RMS has some data such as CPU utilization, inele
L , formation, configurations of all controllers andnain in-
0 10000 formation of all switches. RMS determines which tcolter
should take over the role of MASTER and relevamificu-
ration data, if a controller has failed. In thigaed, we have
Figure 8. Result of failover and role-change tima isingle domain. to be careful to prevent second failures. If OF@Bes over
the role of MASTER for broken OFC-A and places Ok S-
under management besides OFS-B, there is the fitgsib

150——mMmMm8Mm ™ ————————————————————

Time [ms]
>
>

5000
Number of Flow Entries

Number of OpenFlow Switches

S

= 20— of CPU utilization overload of OFC-B and then OFGrRy
%’ fail consequently. Thus, we should consider that failure
= L] would induce subsequent failures. That is why RM&im
8 ° tors CPU utilization and judges multiple-contrafleshould
= take over the role of MASTER from one controllérRMS
2 judges that taking over with a single controlleisea over-
LL 10+ [ } 4 - .

S load of CPU utilization.

o

@] o TABLE VI. PARAMETERS SPECIFIC TO GLOBAL -RECOVERY

‘S EXPERIMENT

c [ ]

e Node Parameter Value

g . . . . . . . . | operating system Ubuntul2.04
% 0 200 400 600 800 1000 Role management systenjnetwork interface Gigabit Ethernet
E snmp monitoring interval 50 ms

O

Figure 9. CPU Uitilization of NOX process during tiple-controllers-based The role of the controller

failover operation. OFC A OFC B OFC C
process of handover and we can achieve the shitovda OFSA | Master Slave Slave
time. Second, considering that the CPU utilizatéare to OFS B Slave Master Slave
the failover is low compared with the method ofngsi OFS C Slave Slave Master

VRRP, the proposed redundancy method of using phesti
controllers is suitable especially for a large Gflew net-
work.

C. Proposed Design of Global Recovery

In this section, we explain the redundant methothof Server(RMS) %
tiple domains. Table VI shows the parameters sigetcifthe
global-recovery experiment. Fig. 10 shows a refezemod-
el of the controller redundancy for the global nesny sce-
nario. The global recovery should consider tackkntraor- [ -——- :OpenFlow Channel = :Asynchronous message }
dinary events affecting, for example, the entirtadzenter.
We assume that a controller is installed in eacmaio to
retain its scalability and performance. The cofgroman-
ages OFSes belonging to the same domain as the HRST

@omain @ Ieomain B

Figure 10. A network model for global recove
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-

OFC A goes down
J— - —— — — —
-

The database of RMS

Config CPU OFS 01 | OFS 02
OFCA A x% MASTER | MASTER
OFCB B y% SLAVE | SLAVE
OFCC C z% SLAVE SLAVE
OFCA OFCB OFCC

Traffic Traffic
Generator Generator

(a) Normal state.

The database of RMS

C L R R R N _§F N ¥ § ¥ |
---

——————————y

The database of RMS

Config | CPU | OFS01 | OFS 02 Config | CPU | OFSO01 | OFS02
OFCA A X% SLAVE | SLAVE OFCA A X% SLAVE | SLAVE
OFCB | A+B | y+a% |MASTER |MASTER OFCB | A+B | y+b% |MASTER| SLAVE
OFCcC c 2% | SLAVE | SLAVE oFcc| A+C | Z+c% | SLAVE |MASTER

OFCA OFCB OFCC OFCA OFCB OFCC

a& Switch

Traffic
Generator

(b) Two switches are migrated to
a single controller. two controllers.

Traffic

Generator

Traffic Traffic
Generator Generator

(c) Two switches are migrated to

Figure 11. Role-change transition in the globaltcmter recovery

Fig. 11 shows the role-change transition for tleba
controller recovery. Fig. 11-(a) shows the initste, and
two switches are connected to three controllersuittin
three OpenFlow channels. In the normal operatiath b
switches recognize that the role of OFC-A is MAST&fRI
the other controllers are SLAVE. So only OFC-A iiges

some asynchronous messages such as packet-in e®ssagositive. To ensure the failure detection, RMS sl that

In this case, the three controllers have diffemfigura-
tions respectively and the information is reflectedthe
database of RMS. Also RMS has CPU utilization, rible
information of each controller and the cognitiornvéra by
switch regarding the role of the controller in database.

The traffic generator connects OFS01 and OFS02ecesp

tively and the data transfer rate is 100 pps. Weeswitches
receive a new packet and send a packet-in messatje t
controller at all times as well as the measurernéatsingle

domain.

If OFC-A fails and RMS judges there is no problefrao
single controller taking over the MASTER role, timétial
state (i.e., Fig. 11-(a)) is changed to Fig. 11xbgere only
OFC-B takes over the role of MASTER. The RMS dasaba
is updated accordingly, and both switches stadisgnasyn-
chronous messages to OFC-B.

In contrast, if OFC-A fails and RMS judges thatiregke
controller cannot take over the Master role but twatrol-
lers can, the initial state is changed to Fig. dlwhere two
controllers take over the role of MASTER. The datsb of
RMS is updated accordingly, and then OFS01 startdisg

asynchronous messages to OFC-B. OFS02 sends asynchr OFPT_FJOW_MOD

nous messages to OFC-C.
Fig. 12 shows a global recovery scheme in the oése

Fig. 11-(b). RMS monitors the CPU utilization of ebntrol-

lers every 50 milliseconds with Simple Network Mgaa

ment Protocol (SNMP) [22]. Since Fig. 5-(b) hasthcon-
trollers, each controller is monitored every 150lisgconds.

The proposed recovery process consists of a judgeepand

a takeover-phase. If RMS is unable to retrieve ittier-

mation about CPU utilization from OFC-A, RMS doeas n

immediately assume that OFC-A has failed to aveidef

the ICMP echo be sent from the other controllersQaB
and OFC-C) to OFC-A. If more than half of the résuhdi-
cate the failure of OFC-A, RMS determines that Ok Bas
failed and starts calculating a new MASTER conémkhi-
grating OFC-A’s configuration and OFSs under OFCFAe
process from failure detection to the determinatiba failed

controller is defined as the judge phase as inelicit Fig.12.

RMS OFC-A OFC-B OFC-C OFS01 OFS02

snmp Failire detectior| time
snmp

,,,,,,,,,,,, 3% Interface dpwn EOZ

_ Fail detection

Request sending a keep-ali T
Request sending a keep-alive

Role-change time

Keep-alive(ECHO_REQUEST)
Judge-phase b Keep-alive(ECHO_REQUEST)

Send result of keep-alivg:

S 2 — judge Send result of keep-alive

Failover time
Send updated configuration ; allover ime

Completion) notice about jupdated cc

Requelst to change role |—&

QFPT_ROLE_REQUEST
Takeover-phase QFPT_ROLE [REQUEST
f OFTP_ROLE_REPLY
OFTP_|ROLE_REPLY
C otice about fole-change | ----V--{---
OFPT_PACKET_IN

OFPT_PAGKET_OUT

OFPT_PACKET_IN
OFPT_FL.OW_MOD
OFPT_PACKET_OUT

Figure 12. Proposed operational sequencFigure 5 (b) scenari
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tion of the integration process. Then, RMS requést€-B
— T T X to send the OFPT_ROLE_REQUEST to the switches for
600r A A A 7 updating the role of OFC-A to SLAVE and OFC-B as
A A MASTER. The switches send the OFPT_ROLE_-REPLY
A A after updating the role change process. Then, OF&pBrts
i A A , 0 i the completion of the role-change process to RMt& fro-
o © R cess from completion of the judge-phase to cormpietf the
400+ L o o O A i role-change is defined as the takeover-phase. Aftetake—
o a 2 . A A 4 over phase, the switches OFCO01 and 02 start sermdiyry
E a 4 chronous messages to OFC-B.
) - [ ] LI
£ a = ®* " "
= s " " D. Evalution of Global Recovery
200r A (c) Failover time 1 Fig. 13 shows the average of 10 measurements @f rol
o (c) Role-change time change time and failoyer time ir] both cases of E@.(b)
i s (b) Failover time | and (c). Role-change time and failover time inceeaih the
) growth of flow entry size. This result shows th&atence in
= (b) Role-change time behavior compared with the result of a local recpwhown
oL in Fig. 8. The major reason for this increaseailbfer time
5000 10000 is that RMS needs integration of multiple confidimas of
Number of Flow Entries failed OFC and registration of the configuratiorridg the

takeover-phase. As different scenarios of the ¢lodvery,
Figure 13. Result of failover time and role-chatige in global recovery. RMS selects multiple-controllers as the new MAST&R
shown in Fig. 11-(c), and the scenario takes adomgle-
change time and failover time as shown in Fig.Ti8s rea-
400 ' ' ' ' ' ' son is analyzed using the result of Fig. 14 thaiwsha
o (c) Role-change time breakdown of the role-change time under 1000 esntirie
both cases (i.e., Fig. 11-(b) and (c)). The characta’ to
“f") placed on the x-axis of Fig. 14 correspond te tharker
- 1 shown in Fig. 12. As shown in Fig. 14, the majorfpe
- mance difference comes fromthat is the time to integrate
configuration in RMS and register it to OFC. Cutrén-
plementation suffers from the serial processinghefregis-
200r 8 tration of integrated data. This means introdugiegallel
processing of the registration resolves the delfayote-
change for the scenario shown in Fig. 11-(c).
* According to Fig. 13, the role-change time is ab®0®
- g milliseconds and failover time is 420 millisecorids10000
flow entries, in the case of the scenario in Fity(4). In the

% (b) Role-change time

Time [ms]

# case of the Fig. 11-(c) scenario, the role-chamge is about

5 ® 500 milliseconds and failover time is about 620lisgconds.

0 -3 . . ¥ * ! These results indicate that, for both scenarios,pooposal
a b c d e f achieves a competitive role-change time and fdsikver

time compared with existing redundant mechanisr8s15].
We consider the proposed implementation of mukiple
controllers achieves high availability controllefer both

After the judge-phase, RMS moves to the takeovasghin  intra and inter data-center recoveries.

the takeover-phase, RMS firstly calculates whethés no ~ In this paper, we do not evaluate the redundand¢iies
problem for a single controller to take over alitsives con- itself. Although conventional server redundancy hagisms
nected to OFC-A by considering CPU utilization gf@A  accompanying a relatively longer failover time iz ap-
as well as OFC-B and C. If two or more controllars re-  plied to RMS redundancy, RMS cannot be a critiazttle-
quired to take over all switches of OFC-A, RMS sapes  neck of processing asynchronous messages. Thecaube
the switches based on the ratio of the available) @@  RMS failure itself does not affect any OpenFlow rufiel
sources of new MASTER controllers. If RMS decideatt sessions and thus the data plane is not affeatedrdingly.
OFC-B is adequate to become a new single MASTER as
shown in Fig. 11-(b), RMS integrates OFC-A’s couofigtion

into OFC-B’s and registers the integrated configarainto
OFC-B. Upon receiving the integrated configuratiom;,C-B In OpenFlow architecture, the controller is an imaot
updates its own configuration and then reportsctvaple-  element for achieving reliable SDN. In this pajee, evalu-

Figure 14. Breakdown of role-change time obsereedéenario Fig. 11-
(b) and (c)

V. CONCLUSION AND FUTURE WORK
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ated the redundant method for the OpenFlow cosetrddly
using a conventional method (i.e., VRRP) and wefiedr
the existence of the issue from the viewpoint dbf&r time
and CPU utilization. And then we proposed a redohda
scheme to tackle both a single domain (“local”) amdtiple
domain (“global”) recovery scenarios, which canbet re-
solved with conventional redundant schemes. Todawoi
long failover time and heavy CPU load due to cotiomal
virtual IP address-based schemes, our scheme lusedut-
tiple-controllers capability for seamless handoviey.avoid
performance scale-limit due to conventional cluster
schemes, our scheme eliminates any frontend skorarthe
redundant system. The evaluation shows that thpopsal 9]
scheme involves lower CPU utilization and compaditiole-
change and failover times compared with conventiongyg)
schemes. In our scheme, the CPU utilization dubegro-

(6]

(71

(8]

cess of failover is half or less compared with ¥ireual IP [11]
address-based scheme in the case of 1000 unit$8e%
Our scheme is more suitable for a large OpenFlowaord. [12]
The role-change time observed in a local recoveepario is
about 15 milliseconds regardless of entry size, thatlin a
global scenario ranges from 200 to 400 millisecorZiBU [13]

resource-aware migration of managed OpenFlow sesta
the failover process was successfully achieved hy o
scheme. The proposal is expected to be an effebiyte

availability scheme necessary for deploying reBalsind  [14]
scalable SDN.
In future work, we will shorten the failover timerfthe  [15]

scenario of some OpenFlow switches migrated to some
OpenFlow controllers. In RMS, we will separate tuerent
redundancy process that is sequential migration @very
controller, and we will establish CPU-based coterote-
source modeling to accurately handover many OpenFlo
switches in the event of, especially, global recpwshere
massive nodes may need to be protected.

(16]

[17]
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