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Abstract— With the spread of Head-Mounted Displays (HMDs), 

various simulations have been conducted using Mixed Reality 

(MR) environments that merge virtual objects in a physical 

space. Our Three-Dimensional (3D) perception may change as 

opportunities to have more virtual 3D experiences in such an 

environment increase. The relationship between differences in 

depth perception and changes in 3D gaze behavior would be of 

interest, but such detailed analysis is yet to be conducted. In this 

study, we developed an Optical See-Through Head-Mounted 

Display (OST-HMD) and experimentally evaluated the effect of 

an MR environment on 3D gaze measurement. Our experiments 

showed that the relative size of the 3D visual targets and the 

surrounding depth cues had no effect on the accuracy of the 3D 

gaze. However, it is important to consider the building of a 

polynomial for projecting the 3D gaze, and there is room for 

improvement in the polynomial. We have successfully measured 

the scanpath of 3D gaze on a visual target approaching from 200 

cm. This result suggests that our OST-HMD can measure 3D 

gaze in the personal space, defined by Cutting (1997) as a space 

up to 1.5 m from the viewer. 

Keywords-3D gaze estimation; Optical See-Through Head-

Mounted Display; depth perception; Mixed Reality. 

I.  INTRODUCTION 

Three-Dimensional (3D) visualization of medical images 
of the human body and their interactive manipulation have 
been expected to be utilized in the medical field for safe 
surgery through preoperative scenario planning. In the past 
decade, the hardware for processing 3D information has 
improved dramatically, enabling more accurate tracking of the 
perspective and input of the user. In addition, Augmented 
Reality (AR) and Mixed Reality (MR) environments, which 
integrate the virtual world with the real world, have made it 
possible to manipulate 3D contents naturally. However, 3D 
contents in these environments may cause operation errors if 
the contents are perceived incorrectly. Studies on accurate 
projection of these contents in real environments are still in 
progress. 

Problems related to the position, scale, and posture of 3D 
contents in virtual and real environments require not only 
verification based on subjective depth perception, but also 
objective analysis based on the 3D gaze information of 
viewers. We studied the relationship between each 
environment and 3D gaze information by measuring vergence 
eye movement-based 3D gaze to 3D visual targets in both 
environments [1]. However, there was no significant 

difference in the measured 3D gaze between the environments 
with and without depth cues.  

There are nine sources of information for perceiving 
depth: binocular disparity, convergence, occlusion, relative 
size, height in the visual field, relative density, aerial 
perspective, accommodation, and motion parallax [2]. The 
first two pieces of information are binocular cues, which 
perceive depth from the disparity caused by the disparity 
between the eyes, and the remaining are monocular cues 
caused by the relative position of the observer and the object. 
Cutting (1997) argued that the effect of depth cues on distance 
estimation depends on the perceptual areas regarding the 
observer's position: personal space (~1.5m), action space 
(1.5m to 30m), and vista space (from 30m) [3]. Many studies 
on the relationship between vergence and perceived distance 
have experimented with visual targets of up to 2m [4]-[6]. 

Binocular disparity-based visual targets are necessary to 
measure 3D gaze information. Head-Mounted Displays 
(HMDs) are often used to present these visual targets. HMDs 
can be classified into two categories: Video See-Through 
Head-Mounted Display (VST-HMD) and Optical See-
Through Head-Mounted Display (OST-HMD). The former 
projects a 3D object superimposed on a video image of the 
real world, while the latter projects a 3D object projected on a 
half-mirror superimposed on the real world. The viewable 
area in VST-HMD depends on the Field of View (FoV) of the 
scene camera and the display. In contrast, OST-HMD 
transparently displays 3D objects on the viewer's FoV, making 
it suitable for manipulating 3D virtual objects over real objects 
simultaneously. OST-HMDs are also relatively less 
susceptible to the VR sickness that occurs with devices that 
cover the field of view such as the VST-HMD [7][8]. Hence, 
the adoption of OST-HMD is under positive consideration in 
the medical field [9]. 

3D gaze can be measured by analyzing the relationship 
between the position of an object and the eye's vergence angle 
when looking at that object [10]-[13]. Öney et al. (2020) used 
binocular eye tracking of the Microsoft HoloLens to measure 
3D gaze in visual search tasks for 3D objects located within 
1.25m to 5m from the subject in an MR environment. Their 
experiments, however, showed a significantly larger 
measurement error of more than 1 m when the focused object 
was only 3.5 m away from the viewer [14]. Kato et al. (2018) 
confirmed the effect of adding patterns to visual targets used 
in gaze calibration to improve the accuracy of 3D gaze 
measurement [15]. 
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In this study, we measure 3D gaze in an MR environment 
to evaluate the effects of the relative size of the 3D visual 
target and the surrounding physical environment as a cue for 
3D perception on the accuracy of the 3D gaze, and to 
characterize the scan path of 3D gaze for stationary and 
moving visual targets. For this study, a 3D eye tracker using 
OST-HMD intended for MR was developed. 

The rest of this paper is organized as follows. Section II 
describes the calculation of 3D gaze based on eye vergence. 
Section III describes the 3D eye tracker based on OST-HMD 
developed for this study. Section IV explains our experiments. 
Section V describes the results. Finally, Section VI presents 
our conclusion. 

II. 3D GAZE MEASUREMENT BASED ON EYE VERGENCE 

The calculation of the 3D gaze depends on the relative 
positions of the two eyes to a given visual target. Vergence 

angle is the angle between the line-of-sight of the two eyes. 
The change in vergence angle occurs when the target is moved 
at a certain distance from the observer. Figure 1 shows the 
basic binocular geometry. A and B are the disparity distance 
between eye centers and the distance from the visual target to 
the observer, respectively. A 3D gaze point (xg, yg, zg) can be 
calculated from each line-of-sight, (PitchL, YawL) and (PitchR, 
YawR). The pitch and yaw angles describe angles between the 
X axis and Y axis, respectively. 

In a binocular eye tracker, the eye cameras are used to 
determine the lines of sight of the two eyes, but in many cases, 
the cameras are placed below the eyes to avoid interfering 
with the field of view. Due to the placement of these cameras, 
the calculated pitch and yaw angles of the eyes differ from the 
angles as viewed from the front. Therefore, to obtain the 3D 
gaze from the eye tracker, the position of the visual target (x, 
y, z) must be calibrated using the line-of-sight of both eyes 
(PitchL, YawL, PitchR, YawR). Polynomials are generally used 
for gaze calibration. Figure 2 shows the relationship between 
the binocular cameras and the estimated pitch and yaw angles. 
These relationships can be solved by the following nonlinear 
multiple regression equations. 

𝑥 = 𝑓(𝑃𝑖𝑡𝑐ℎ𝐿, 𝑌𝑎𝑤𝐿, 𝑃𝑖𝑡𝑐ℎ𝑅, 𝑌𝑎𝑤𝑅) + 𝛼 (1) 

𝑦 = 𝑔(𝑃𝑖𝑡𝑐ℎ𝐿, 𝑌𝑎𝑤𝐿, 𝑃𝑖𝑡𝑐ℎ𝑅, 𝑌𝑎𝑤𝑅) + 𝛽 (2) 

𝑧 = ℎ(𝑃𝑖𝑡𝑐ℎ𝐿, 𝑌𝑎𝑤𝐿 , 𝑃𝑖𝑡𝑐ℎ𝑅, 𝑌𝑎𝑤𝑅) + 𝛾 (3) 

Here, 𝑓, 𝑔, ℎ  are composite functions of line-of-sight. 𝛼, 𝛽, 𝛾 
are the residuals of each equation. 

III. OUR 3D EYE TRACKER BASED ON OST-HMD 

A variety of OST-HMDs are available on the market. In 
this study, we adopted the Moverio (BT-30E, EPSON) to 
build our OST-HMD 3D eye tracker in MR environment. 
This device can display images from a PC, making it easy to 
provide users with 3D visual stimulation. Three simultaneous 
USB camera modules (KYT-U030-3NF, KAYETON) were 
used to capture both eyes and the viewer's scene. These 

  

Figure 1. The basic binocular geometry Figure 3. Our 3D eye tracker used in this study. 
 

A

Left eye Right eye

B

 

Figure 2. The relationship between the binocular cameras and the 

estimated the line-of-sight. 

Z

X

Y

Z

Y

Left eye

Right eye

X

Right eye camera

Left eye camera



106

International Journal on Advances in Life Sciences, vol 13 no 1 & 2, year 2021, http://www.iariajournals.org/life_sciences/

2021, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

cameras operate at 60 Hz allowing tracking of eye 
movements at a rate comparable to low- to mid-end eye 
trackers, such as the Tobii Pro Nano. For tracking the pupil, 
we installed a 940nm high-pass filter (FUJIFILM IR-94) in 
the lens of the camera that captures the eyeball to block 
visible light while allowing infrared light to pass through. 
Figure 3 shows our OST-HMD 3D eye tracker. Each camera 
mount is made with a 3D printer. openFrameworks v0.11.0, 
an open-source C++ toolkit, was used to visualize the virtual 
targets and record the measurement data. We used Pupil 
Capture (Pupil Labs), an open-source eye tracking platform, 
to calculate the line-of-sight of each eye from the estimated 
eyeball center [16]. The line-of-sight data measured by the 
Pupil Capture is sent to openFrameworks using ZeroMQ, an 
asynchronous messaging library, and 3D gaze is calculated 
based on the relationship between the visual targets and the 
line-of-sight data. 

The visual targets used for the measurements were 
created by generating binocular disparity to guide the 
vergence. The interpupillary distance was fixed at 6.3cm, 
which is the average interpupillary distance for Japanese [17].  

A. MR Environments 

In this study, two MR environments were established as 
shown in Figure 4. An environment with depth cues is a room 
with a table and chairs and shelves with various objects within 
the observer's FoV. On the other hand, an environment 

without depth cues is a room where a projector screen is 
placed in the observer's FoV. The viewer wearing OST-HMD 
is seated 250cm away from the shelf and screen projector to 
perceive a virtual screen equivalent to 40 inches. The lighting 
in the room is fluorescent with a color temperature of 5500K. 
The brightness of the room is approximately 150lx. 

B. 3D Gaze Estimation 

The polynomials in equations (1)-(3) are calculated using 
the positions of multiple visual targets and the line-of-sight 
of both eyes when gazing at those targets. Let (𝜃𝑙 , 𝜃𝑟) represent 
pitch angles and (𝜑𝑙 , 𝜑𝑟) represent yaw angles of the line-of-
sight, respectively. Two types of polynomials were 
constructed for this study as follows.  

1. Type I: polynomial used by Kato and Prima (2021) [1] 

This polynomial achieves an average 3D gaze accuracy 
of less than 25cm, about four times better than the results 
presented by Öney et al. (2020) [14]. 

𝐺𝑥 = 𝑎1𝜃𝑟
2 +  𝑎2𝜑𝑟

2 +  𝑎3𝜃𝑙
2 +  𝑎4𝜑𝑙

2 +  

𝑎5𝜃𝑟𝜑𝑟 +  𝑎6𝜃𝑙𝜑𝑙  +  𝑎7𝜃𝑟𝜃𝑙 +  𝑎8𝜃𝑟𝜑𝑙  +  𝑎9𝜃𝑙𝜑𝑟  +  𝑎10𝜑𝑟𝜑𝑙 + 

 𝑎11𝜃𝑟 +  𝑎12𝜑𝑟 +  𝑎13𝜃𝑙 +  𝑎14𝜑𝑙  +  𝑎15 
(4) 

𝐺𝑦 = 𝑏1𝜃𝑟
2 +  𝑏2𝜑𝑟

2 +  𝑏3𝜃𝑙
2 +  𝑏4𝜑𝑙

2 +  

𝑏5𝜃𝑟𝜑𝑟 +  𝑏6𝜃𝑙𝜑𝑙  +  𝑏7𝜃𝑟𝜃𝑙 +  𝑏8𝜃𝑟𝜑𝑙  +  𝑏9𝜃𝑙𝜑𝑟  +  𝑏10𝜑𝑟𝜑𝑙 + 

 𝑏11𝜃𝑟 +  𝑏12𝜑𝑟 +  𝑏13𝜃𝑙 +  𝑏14𝜑𝑙  +  𝑏15 
(5) 

𝐺𝑧 = 𝑐1𝜃𝑟
2 +  𝑐2𝜑𝑟

2 +  𝑐3𝜃𝑙
2 +  𝑐4𝜑𝑙

2 +  

𝑐5𝜃𝑟𝜑𝑟 +  𝑐6𝜃𝑙𝜑𝑙  +  𝑐7𝜃𝑟𝜃𝑙 +  𝑐8𝜃𝑟𝜑𝑙  +  𝑐9𝜃𝑙𝜑𝑟  +  𝑐10𝜑𝑟𝜑𝑙 + 

 𝑐11𝜃𝑟 +  𝑐12𝜑𝑟 +  𝑐13𝜃𝑙 +  𝑐14𝜑𝑙  +  𝑐15. 

(6) 

  

(a) A room with depth cues. (b) A room without depth cues. 

Figure 4. The physical environment for the experiments in this study. 
 

  

(a) Visual target with a 2° viewing angle in size regardless of 

distance. 

(b) A fixed-size visual target. 

Figure 5. Two types of visual targets used in this study. 
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Coefficients (𝑎1~𝑎15, 𝑏1~𝑏15, 𝑐1~𝑐15)  are calculated by the 
least-squares method based on the correspondence between 
the pitch and yaw angles (𝜃𝑙 , 𝜃𝑟 , 𝜑𝑙 , 𝜑𝑟)  of each eye and the 
position of the gazing target. 

2. Type II: polynomial with constrained pitch angles. 

The range of vertical eye movements is shorter than the 
range of horizontal eye movements. Therefore, we consider 
it necessary to minimize the effect of vertical eye movements 
in the x- and y-axes of the 3D gaze. For this purpose, we 
introduce θrl as the average of the pitch angles of both eyes. 

𝑥 = 𝑎1𝜑𝑟
2 + 𝑎2𝜑𝑙

2 + 𝑎3𝜑𝑟𝜑𝑙 + 𝑎4𝜑𝑟 + 𝑎5𝜑𝑙 + 𝑎6 (7) 

𝑦 = 𝑏1𝜃𝑟𝑙
2 + 𝑏2𝜑𝑟

2 + 𝑏3𝜑𝑙
2 + 

𝑏4𝜃𝑟𝑙𝜑𝑟 + 𝑏5𝜃𝑟𝑙𝜑𝑙 + 𝑏6𝜑𝑟𝜑𝑙 + 

𝑏7𝜃𝑟𝑙 + 𝑏8𝜑𝑟 + 𝑏9𝜑𝑙  +  𝑏10 

 

 

(8) 

𝑧 = 𝑐1𝜑𝑟
2 + 𝑐2𝜑𝑙

2 + 𝑐3𝜑𝑟𝜑𝑙 + 𝑐4𝜑𝑟 + 𝑐5𝜑𝑙 + 𝑐6 (9) 

Coefficients (𝑎1~𝑎6, 𝑏1~𝑏10, 𝑐1~𝑐6)  are calculated by the 
least-squares method. 

IV. EXPERIMENT 

The following steps are taken to characterize the scan path 
of 3D gaze for stationary and moving visual targets as well as 
to evaluate the impact of the relative size of the 3D visual 
target and the surrounding physical environment on the 
accuracy of 3D gaze. The subject wears the OST-HMD and 
is seated 250cm away from a shelf, an environment with 
depth cues, and a screen projector, which is without depth 
cues. 

Step 1. Adjust parameters such as blob thresholds and pre-
defined pupil sizes to improve pupil detection in the 
Pupil Capture software program. 

Step 2. Present the subject with 36 stationary 3D visual 
targets placed in a virtual space and measure the line 
of sight. Each target is presented continuously for 3 
seconds. 

Step 3. Perform a Two-Dimensional (2D) eye calibration 
before constructing the polynomial for 3D gaze 
estimation. After a successful 2D calibration within 
2°, display the other 12 stationary visual targets to the 
subject. If the 2D calibration fails, return to step 1. 

Step 4. Ask the subject to track a single visual target 
approaching from 200cm to 50cm in virtual space. 
Here, the 200cm was determined in consideration 

 

 
 

 

 
 

Figure 6. Locations of the visual targets for eye calibration. Figure 8. Path of the moving visual targets. 

 

 

 
 

Figure 7. Locations of the stationary visual targets. 
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that the effective range of vergence is within 2m [3]. 
A total of 11 moving visual targets coming from 
different directions are displayed. Each target will 
take 5 seconds to travel. To give subjects a time to 
prepare for gazing, each target was paused for one 
second at the beginning and end of its movement. 

During Step 2 and Step 3, line-of-sight of both eyes are 
recorded for 1 second while gazing at the target without 
blinking. A red dot blinks in the center of the target during 
the recording. In Step 5, all line-of-sight of both eyes are 
recorded during the appearance of the target. Post-processing 
is performed to remove the data when a blink occurs. 

Figure 5 shows two types of visual targets in this study. 
The first type adjusts its size to appear consistently 2° 
regardless of distance, while the second type keeps the size 
constant. As a result, the second type of visual target is 
observed to change its size from 2° in diameter at 50cm to 0.5° 
at 200cm. 

A. Visual Targets for the Eye Calibration 

Vertical virtual planes are generated at 50cm intervals 
from 50cm to 200cm where nine visual targets are placed on 
each plane. These visual targets were placed at 5° horizontally 
and 2.5° vertically. Figure 6 shows the locations of the visual 
targets in each plane. The vector connecting the n-th target in 
each plane intersects the position of the viewpoint. 

B. Stationary Visual Targets 

Like the visual target for the eye calibration, three 
stationary vertical virtual planes are generated at 50cm 
intervals from 75cm to 175cm. Four visual targets are placed 
on each side, for a total of 12 targets. These visual targets were 
placed at 2.5° horizontally and 1.25° vertically. Figure 7 
shows the locations of the visual targets in each plane. 

C. Moving Visual Targets 

11 moving visual targets are designed to start moving 
from a 200cm virtual plane and stop at a 50cm virtual plane. 
Figure 8 shows the locations of the start and stop locations of 
the visual targets. These visual targets were placed at 3° 
horizontally and 2.5° vertically. The dotted lines represent the 
trajectories of the moving targets. 

V. RESULTS 

Five subjects (male, mean age 23.6) participated in the 
experiment. They were tested for visual acuity using a 
Landolt ring to confirm that their vision achieved 1.0 or better. 

They were also asked to fill out a questionnaire to confirm 
that they had no health concerns. However, one of the 
subjects was not able to track the moving visual targets 
correctly, so there were no results of gazing at targets only 
for that subject. 

A. Pre-processing 

The data with a pupil detection confidence of less than 
60% was excluded to avoid the inclusion of various noises in 
the gaze data. This is done using the features of the Pupil 
Capture software. 

B. Measurement Accuracy 

Accuracies for the 3D gaze measurement is measured by 

𝐴𝑐𝑐 =  √
1

𝑛
∑ (𝑇𝑥𝑖 − 𝐺𝑥𝑖)2 + (𝑇𝑦𝑖 − 𝐺𝑦𝑖)

2
+ (𝑇𝑧𝑖 −  𝐺𝑧𝑖)2𝑛

𝑖=1 . (10) 

Here, 𝑛 is the number of targets used for the measurement, 
𝑇𝑥𝑖 , 𝑇𝑦𝑖 , 𝑇𝑧𝑖  and 𝐺𝑥𝑖 , 𝐺𝑦𝑖 , 𝐺𝑧𝑖  are the coordinates of the 𝑖 -th 

target and the associated eye-gaze points projected by 
polynomials (Type I or Type II) described in Section III. 

TABLE I. THE ACCURACIES OF 3D GAZE IN ENVIRONMENTS WITH AND WITHOUT DEPTH CUES, AND WITH AND WITHOUT 

ADJUSTMENTS OF VISUAL TARGETS (𝑐𝑚) 

Subject 
With depth cues Without depth cues 

Fixed-size Adaptively-adjusted size Fixed-size Adaptively-adjusted size 
Type I Type II Type I Type II Type I Type II Type I Type II 

1 18.65 28.50 21.49 25.79 11.06 25.78 11.25 19.88 
2 19.23 24.84 20.27 30.36 21.98 28.71 26.80 32.31 

3 13.22 20.29 7.52 10.28 20.22 22.53 12.79 16.61 

4 19.00 25.46 22.22 26.03 11.90 13.64   9.91 15.86 
5 16.15 21.00 18.36 30.77 25.38 35.41 12.85 18.74 

Mean 17.25 24.02 17.97 24.65 18.11 25.21 14.72 20.68 

Std. Dev.     2.295     3.026     5.385     7.480     5.669     7.181     6.137     5.992 

 

TABLE II. ERRORS OF THE 3D GAZE TO THE STATIONARY 

VISUAL TARGETS PROJECTED BY TYPE I AND II 

POLYNOMIALS (𝑐𝑚) 

 Type 1 Type 2 

1 29.65 12.35 

2 28.96 30.77 
3 52.87 47.27 

4 22.84 21.62 

5 26.23 22.41 
6 35.81 22.40 

7 24.53 18.62 

8 12.11 10.49 
9 34.56 27.50 

10 44.84 41.59 

11 36.94 25.03 
12 27.47 18.41 

13 22.73 19.45 

14 16.31 11.62 
15 71.34 26.74 

16 21.96 22.77 

17 27.45 20.87 

18 23.41 26.82 

19 28.14 31.42 

20 37.24 41.26 

Mean 32.11 26.88 
Std. Dev.     9.846   11.744 
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TABLE III. ACCURACIES OF THE 3D GAZE TO THE MOVING VISUAL TARGETS  (𝑐𝑚) 

Subject 
With depth cues Without depth cues 

Fixed-size Adaptively-adjusted size Fixed-size Adaptively-adjusted size 
Type I Type II Type I Type II Type I Type II Type I Type II 

1 33.49 18.31 89.35   17.77 25.87 16.51 43.50 19.34 
3 43.13 29.55 15.42   16.33 16.26 14.57     124.74 39.83 

4 21.37 28.30 73.70   40.16 24.32 26.48 49.82 56.04 

5 27.91 24.36 33.07   26.98      365.92 25.96 99.56 25.68 

Mean 31.48 25.13 52.89   25.31      108.09 20.88 79.41 35.22 

Std. Dev.     7.980     4.376   29.830       9.500      148.900     5.388   34.008     14.123 

 

  

(a) 3D gaze in environments with depth cues and with 

adjustments of visual targets. 
(b) 3D gaze in environments with depth cues and without 

adjustments of visual targets. 

  

(c) 3D gaze in environments without depth cues and with 

adjustments of visual targets. 
(d) 3D gaze in environments without depth cues and without 

adjustments of visual targets. 

Figure 9. Distribution of 3D gaze to stationary visual targets projected by Type I 
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Table I shows the accuracies of gaze estimation in 
environments with and without depth cues, and with and 
without adjustments of the visual targets. Overall, the 
accuracy of the 3D gaze calculated by the Type I polynomial 
is superior regardless of the environments or the visual targets. 
To confirm what affects the accuracy of 3D gaze, we 
performed a 2 × 2 × 2, depth cue × target adjustment × 
polynomial type, three-way analysis of variance on these 
results. The main effect was found for polynomial type (F (1, 
32) = 10.949, p = 0.002), supporting the result that Type I 
polynomials are better at computing 3D gaze.  

Using the polynomial equations of Type I and Type II 
obtained from the eye calibration, we visualized the 
distribution of the 3D gaze to stationary visual targets. Figures 
9 and 10 show the distribution of the 3D gaze projected by 
Type I and Type II, respectively. The red lines indicate the 
relationships between the positions of the projected 3D gaze 
(red dots) of all subjects and the visual targets (black dots). A 
longer line segment means a larger error of the 3D gaze. In 
contrast to the eye calibration results, overall, the errors in the 
3D gaze projected by Type II are smaller, regardless of the 
environment or visual target. Table II shows errors of the 3D 

  

(a) 3D gaze in environments with depth cues and with adjustments 
of visual targets. 

(b) 3D gaze in environments with depth cues and without 
adjustments of visual targets. 

  

(c) 3D gaze in environments without depth cues and with 

adjustments of visual targets. 
(d) 3D gaze in environments without depth cues and without 

adjustments of visual targets. 

Figure 10. Distribution of 3D gaze to stationary visual targets projected by Type II 
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gaze projected by Type I and II polynomials. Significant 
differences were found when the accuracy of the 3D gaze 
obtained by each polynomial was analyzed by t-test, 
indicating that Type II can project the 3D gaze with higher 
accuracy (t(19) = 2.640, p = 0.016). Type I polynomials have 
a total of 45 coefficients, while Type II polynomials have only 
22. Generally, the higher the number of coefficients produced 
the better the fitting. This applies to the 3D gaze to the visual 
targets for the gaze calibration. However, this is not inherently 
the accuracy of the 3D gaze as fitting of the polynomial to 
other visual targets is not guaranteed. Therefore, better results 
for 3D Gaze against the stationary visual targets projected 
using Type II polynomials are acceptable. 

Table III shows the accuracies of the 3D gaze to the 
moving visual targets. Subject #2 was not able to correctly 
track the moving visual target hence the results for this subject 
were excluded. Two-way analysis of variance on these results 
revealed that no effects were found in both depth cue (F (1, 
12) = 0.285, p = .603) and visual target adjustment (F (1, 12) 
=1.873, p = .196).  

Figure 11 shows the scanpath of the 3D gaze of users #1 
and #3 to moving visual targets (without adjustment) in an 
environment with depth cues. The scanpath of subject #1 
extends to 1.5m in each direction of the visual target, while 
the scanpath of subject #3 extends to 2m. This result implies 
that our OST-HMD can measure 3D gaze in the personal 
space defined by Cutting (1997) [3]. Figures 12 and 13 show 
the scan path in Figure 11, grouped by height, and displayed 
from the top viewpoint. Observation of these scan paths shows 
that they are curved at locations close to the viewers.  

Our experiments showed that the relative size of the 3D 
visual targets and the surrounding depth cues had no effect on 
the accuracy of the 3D gaze. However, it is important to 

consider the building of a polynomial for projecting the 3D 
gaze, and there is room for improvement in the polynomial.  

VI. CONCLUSION 

In this study, we conducted 3D gaze measurements in MR 
environments and confirmed that the relative size of the 3D 
visual targets and the surrounding physical environments did 
not affect the accuracy of the 3D gaze. Two types of 
polynomials were used to estimate the 3D gaze: the 
polynomial used by Kato and Prima (2021) and a newly 
constructed polynomial that constrains the pitch angle of the 
line-of-sight. The former is composed of 45 coefficients, 
while the latter has only 22 coefficients. Our experiments 
showed that we achieved higher accuracy in estimating the 3D 
gaze by using the polynomial consisting of these 22 
coefficients. Using higher order polynomials may provide 
better eye calibration accuracy, but the accuracy achieved by 
this may not be inherently accurate. 

We were concerned about the effect on the user's 3D 
perception in 3D visualization and interactive manipulation of 
medical images in the MR environment, however, we were 
unable to find these concerns in our current experimental 
results. 
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