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Abstract—Deafblindness is a debilitating condition that hinders 

communication, awareness of the surroundings and ultimately 

independent living. Technological advancements in image 

analysis and haptics promise to support patients. Yet, machine-

interpretable representations, interpretation and feedback to 

bridge the gap between perceiving the environment and 

communicating this to the user, are lacking. This paper presents 

a rule-based framework that supports object localization, 

spatial and situational awareness and natural language 

feedback for the deafblind. The framework utilizes ontologies as 

an interoperable data model to represent knowledge about the 

environment and rules to extract object localization, spatial and 

situational awareness as well as to form appropriate natural 

language responses. The rule set is expressed in the SPARQL 

Inferencing Notation (SPIN), which enables simplicity and 

flexibility in rule definition. A dashboard web application 

visualizes the streaming detections perceived from the 

environment and allows real-time queries and responses. A 

proof-of-concept scenario is realized with synthetic data from a 

realistic environment, showing use cases in detecting 

surroundings, locating an object and being aware of a situation 

(e.g., people wearing a facemask as a COVID-19 precautionary 

measure). In the future, the platform will support connection to 

a data exchange message bus to receive detections from image 

analysis and communicate actions towards haptic hardware to 

enable testing by patients. 

Keywords-ontology; rules; natural language; SPIN; situational 

awareness;  spatial awareness; localization; deafblindness. 

I. INTRODUCTION 

      Communication with and between users with 

deafblindness is constrained by the debilitating nature of this 

disability, ranging from congenital to acquired deafblindness, 

including worsening eyesight, hearing or both over time, and, 

ultimately, symptoms of ageing as well. Technology 

promises to facilitate such communication problems with 

advancements in image analysis [2] [3] and haptic technology 

[4] [5]. Yet, applications that integrate a machine-

interpretable understanding of the users’ surroundings and 

give comprehensive feedback to them are limited. 

     This paper presents a framework that provides object 

localization, spatial and situational awareness for the 

deafblind. The framework is based on ontologies to 

interoperable represent context (i.e., the environment, 

surroundings and situations) and rules to interpret, transform 

and formulate appropriate responses to user queries. The 

SPIN rule-engine provides flexible and extendable rule sets 

for finding an object, realizing surroundings in relevance to 

the user and becoming aware of the situation (e.g., people 

wearing facemasks as a precautionary measure against 

COVID-19). While the previous study in [1] presented the 

data model (ontology) and spatial awareness rules, this study 

extends the framework with object localization and 

situational awareness as well as a dashboard for visualizing 

the system’s streaming detections, performing user-defined 

queries in real-time and getting responses. Proof-of-concept 

use cases are realized using this dashboard, demonstrating 

suitable responses inspired by the SUITCEYES project [6], 

to improve the Quality of Life of the deafblind using 

interactive technology. In SUITCEYES, the platform will 

additionally support connection to a message bus to receive 

real detections from cameras and image analytics as well as 

haptics, in order to provide feedback. 

      The rest of the paper is structured as follows: In Section 

II, related work regarding natural language (NL) and spatial 

awareness is presented. In Section III, the architecture of our 

system is introduced, including data collection and storing 

processes, as well as inference methods incorporated. The 

methods used for Spatial Information to Natural Language, 

for Facemask Feedback and for Object Localization can also 

be found in this section. In Section IV, our experiments and 

results produced by using synthetic data are shown, inspired 

by the data received from the SUITCEYES platform. Finally, 

in Section V conclusion and motivation for future work can 

be found. 

II. RELATED WORK 

      An increasing number of Internet of Things (IoT) 
applications are used for healthcare purposes due to their 
ability to support living with various ailments, such as ageing 
and dementia [7] [8] [9]. These types of applications acquire 
knowledge from multiple sources and from continuous and 
heterogeneous data flows [10] [11]. Semantic technologies 
provide comprehensive tools and methods for representing 
knowledge and using inference to produce new knowledge 
from data. IoT environments are increasingly found in home 
healthcare technologies in actions that create better living 
conditions for the elderly, through the use of IoT 
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technologies, such as Active and Healthy Ageing (AHA) and 
Home Ambient Assisted Living (AAL). 
       Furthermore, in the case of deafblind people, the simple 
and accurate representation of their surrounding environment 
is one of the most basic needs for their quality of life. This 
can be achieved by providing the nature of their surroundings 
in natural language. Some of the most relevant work for 
language processing with ontologies are [12] [13]. 
       KnowSense [7] is an activity monitoring system for elder 
people with dementia, deployed in controlled and diffuse 
environments. Semantic Web technologies, such as OWL 2, 
are widely used in KnowSense to display sensor and specific 
application observations, as well as to implement solutions 
for identifying activities and problems in everyday life 
activities (Instrumental activities of daily living, IADLs) with 
the aim of clinical evaluation of various stages of dementia. 
Description Logic (DL) reasoning for activity detection and 
SPARQL questions are used to extract clinical problems. 
     ACTIVAGE [8] is a large-scale pilot project, which aims 
to develop Smart Living solutions that strengthen active and 
healthy aging. The ACTIVAGE IoT Ecosystem Suite 
(AIOTES) project consists of a set of techniques, tools and 
methodologies (rule-based reasoning, interoperable 
ontologies, etc.) that increases semantic interoperability at 
different levels between heterogeneous IoT platforms. The 
approach uses different mechanisms of reasoning that can 
improve the understanding of patients' heterogeneous data 
and help generate new knowledge by providing services to 
end users. 
      Dem@Care [9] is a system based on heterogeneous 
sensors that provides support for independent living for elder 
people with dementia or similar health problems. This 
approach incorporates a heterogeneous set of detection 
methods and technologies, including video, audio, in addition 
to normal, environmental, and other measurements. Semantic 
technologies (e.g., rules-based reasoning) are used to process 
and analyze sensor data according to user requirements. This 
leads to feedback and decision support, which is 
communicated to end users through appropriately designed 
user interfaces. The support includes various clinical 
scenarios, both short (trials in hospital settings) and long term 
(daily living at work), for independent living. 
     Furthermore, semantic mechanisms are created and 
applied that process patients' original data and use it to 
generate new knowledge by offering new services for the 
benefit of end users such as caregivers, health professionals 
and patients. 
     In [14], a system for healthcare in Smart Home 
environments is developed which considers social 
relationship-based contexts to provide a fully personalized 
healthcare service. 
     An ontology-based sensor selection for real-world 
wearable activity recognition is presented in [15], in which 
the use of ontologies is proposed to thoroughly describe the 
wearable sensors available for the activity recognition 
process. This enables the semantic selection of sensors to 
support a continuity of recognition. 

      In [16], an extended version of a linguistic ontology is 
presented that works particularly with space. Language 
regarding space, spatial relationships and actions in space is 
covered and an ontological structure that relates such 
expressions with ontology classes is developed. Finally, 
examples of the ontology’s results based on natural language 
examples are presented. 
      In [17],  a project in which ontologies are part of the 
reasoning process used for information management and for 
the presentation of information is presented. Both accessing 
and presenting information are mediated via natural language 
and the ontologies are coupled with the lexicon used in the 
natural language component. 
      An approach to transform natural language sentences into 
SPARQL is proposed in [18], with the use of background 
knowledge from ontologies and lexicons. The results of this 
approach show that the diagnosis process and the data search 
for a broad range of users is improved. 
     In [19], an evaluation is made on how efficient the 
SPARQL query language is and the SPARQL Inferencing 
Notation (SPIN) when utilized to identify data quality 
problems in Semantic Web data automatically, and within the 
Semantic Web technology stack 
      In the case of deafblind patients, the simple and accurate 
representation of their environment is one of the most 
important needs. In [15], [16] and [17] even though forms of 
natural language processing through ontologies are proposed, 
they do not involve healthcare or wearable sensors. For the 
healthcare related work [4] [5] [6] [8], [13] and [14], the 
natural language presentation of information component is 
absent. 
     Meanwhile, as the COVID-19 pandemic crises developed 
worldwide, in [20], the need for precautionary measures to 
consider and adapt to people with disabilities is emphasized, 
with tailored recommendations. That includes people with 
deafblindness, who find it harder to maintain social 
distancing and assess potential threats in the surroundings. 
      The framework proposed in this paper, combines existing 
approaches to represent data and execute rules using semantic 
technologies for healthcare, but extends them with: 1) a 
representation of the surrounding environment for deafblind 
patients; 2) a set of rules to extract knowledge for object 
localization, situational and spatial awareness and provide 
responses in natural language; 3) a dashboard to visualize 
inputs and outputs and integrate with image and haptic 
technology to enable pilots. Specifically, existing data 
models and rule sets are greatly extended to support the more 
varied toolbox of rules expressed in SPARQL and SPIN 
notation, which are considered to be the state-of-the-art 
notation when it comes to semantic data management. 
Particularly, inspired from the pandemic, situational 
awareness includes rules to respond to whether people are 
wearing a mask or not. 

III. THE PROPOSED FRAMEWORK 

A. Requirements and System Specification 

The requirements for the framework were derived from 

the SUITCEYES project, aiming to improve the Quality of 
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Life of people with deafblindness. As such, the project 

provided both functional and non-functional requirements 

such as the ability to exchange data coming from sensors, 

cameras and image analytics and respond back to haptics in a 

universal JSON format in real-time. 

The “detections” from input devices contain information 

such as which object/person was detected, when the detection 

took place, what sensor made the detection and spatial 

information like where in the user’s field of view is the 

object/person, e.g., left, right, in front of, etc. Finally, the 

measured distance is reported, if the sensor has this 

capability. Additionally, the system should receive and 

respond to queries, like “Where is my book?” and respond in 

natural language, comprehensively, in a manner that the user 

would understand (through translation to haptic devices). 

As such, there is a need for a “brain” of the system, a 

toolbox of methods containing the appropriate rules for 

extracting knowledge from the incoming data, a 

knowledge/data base for storage and the methods for 

handling the overall procedure and the input/output. 

The input that our system receives come from the end-

user who sends queries like “Where is my PC?” to the 

dashboard. After examining the knowledge contained in the 

ontology, they receive the appropriate response, either in a 

natural language message or comprehensive directions and 

pointers, which can later be translated in haptic devices. 

B. Architecture 

     According to the aforementioned requirements, the 

proposed framework was designed using a modular, 

extensible and service-oriented architecture shown on Figure 

1. It consists of the following components: 

 The sensors/synthetic data which provide 

information in the form of detections to be stored in 

the ontology.  

 The Knowledge Ingestion (KI) component of our 

framework is responsible for receiving the incoming 

data from the sensors/synthetic data source and 

make the appropriate transformations (e.g., 

differential population) so that the data are ready to 

be uploaded to the ontology stored in GraphDB. 

 The component that stores all data and rules, and 

executes the queries is the Knowledge Base (KB). 

In our KB the ontology with all the new knowledge 

is stored, in the GraphDB Triple Store database. 

 The Spatial Awareness and Localization (SAL) 

component contains all methods that were 

developed to extract information from the ontology 

and to answer the user queries. These methods are: 

a) the Spatial Information to NL, which answer 

simple queries like: “Where is my laptop?”, b) 

Object Localization (OL), which answer queries 

like “Locate my book” and c) Facemask Feedback, 

which answer queries like: “Is the person next to me 

wearing a facemask?”. 

 A Dashboard implemented as a Web User Interface 

(UI) application, which is responsible for 

visualizing the latest streaming detections as they 

arrive in the KB, and enables users to input queries 

and receive answers. The dashboard is intended for 

researchers and integrators to visualize results 

before integrating with their technology for data 

input (detections) or output (haptic messages). 

 Finally, we use the SPIN rule engine to execute rules 

automatically, each time new data gets uploaded to 

our KB. 

 

C. The Ontology – Data Model 

      As a primary data model, the framework utilizes the 

SUITCEYES ontology [4], presented in [1] and available 

online [24]. The ontology integrates heterogeneous, 

multimodal input from different sensors in a formal and 

semantically enriched basis, thus, user context-related 

 

Figure 1: System Architecture 
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information, that can provide enhanced situational awareness 

and augment the user’s navigation and communication 

capabilities. The ontology already includes representation of 

objects and activities from the Dem@Care ontology [9], 

sensors and sensor observations from the SOSA/SSN 

ontologies [21], persons and social associations from the 

Friend-Of-A-Friend (FOAF) specification [22]. In addition, 

core topological concepts of a building from SEAS (Smart 

Energy Aware Systems) [23] was integrated, which is a 

schema for describing the core topological concepts of a 

building, such as buildings, building spaces and rooms.  

      In this work, concepts and relations are extended to 

support new functionality. Some of the basic classes of the 

SUITCEYES ontology represent objects, spaces and people 

that can be detected as raw data form sensors, such as 

cameras, or processed data, through a visual analysis 

component. For example, some of the objects that can be 

found in the ontology are: computer, laptop, alarm clock, 

mug, table, chair and other everyday objects, while some of 

the spaces include: bedroom, bathroom, living room and 

other spaces that can usually be found in a home 

environment. We extended these concepts further from the 

ontology presented in [1], by adding more classes to the 

ontology that refer to objects, spaces and rooms that could be 

useful to any deafblind user. We also added a Boolean data 

property named “facemask” to the Person entity. 
 

D. Knowledge Ingestion (KI) Component 

      The data containing the detections from sensors or from 

synthetic data arrive in our KI component. Each message that 

arrives represents an image frame that contains information 

about the scene, people and objects detected. An example 

with the kind of data that the KI component receives can be 

seen below: 

{ 

 "image": { 

                 "target": [ 

                               { 

                                "height": 176, 

                                "top": 96, 

                                "type": "person_unknown", 

                                "width": 115, 

                                "left": 407, 

                                "confidence": 0.725, 

                                "distance": 1322.01 

                                 }, 

                                 { 

                                  "height": 134, 

                                  "top": 329, 

                                  "type": "computer", 

                                  "width": 195, 

                                  "left": 123, 

                                  "confidence": 0.597, 

                                  "distance": 1822.01 

                                  } 

                                   ], 

  "timestamp": "2020-02-19T08:18:27.649", 

  "scene_score": 1.0, 

  "width": 640, 

  "scene_type": "office", 

  "height": 480, 

  "name": "19_02_20_08_18_27_649204" 

 } 

      In this example, we can see that an unknown person and 

a computer are detected in an office. We can also acquire 

information about the time of this detection, the distance from 

the source and various information about the position of the 

bounding boxes of the detected entities (height, top, width, 

and left) in pixels. 

       The KI component receives these messages and using a 

simple function prepares them to be stored in our ontology by 

creating a simple INSERT SPARQL query. This query 

contains all the meaningful information about the entities and 

scenes detected. 

       Before executing an INSERT query, another step of data 

transformation is performed. We developed an efficient 

approach to store the incoming data to the ontology. We call 

this approach “differential population” of the ontology, 

which means that instead of populating the ontology with 

every detection data received, a method is applied that checks 

if the incoming detection data is already included in the 

ontology. If true, then only the timestamp of the existing 

detection instance is changed, otherwise we add the new 

detection to the ontology. This algorithm of the differential 

population procedure is presented in Figure 2. 

      By using this technique, we limit the volume of data that 

are inserted in the ontology by only applying a simple check 

each time we receive a detection. This increases efficiency, 

considering that in a home environment the same objects 

could be detected in the same place multiple times (e.g., a TV 

almost never changes place in a home) and that many sensor 

systems continuously send data via their sensors. 

E. Spatial  Awareness and Localization (SAL) 

component 

      The SAL component is responsible for performing all the 

processes using semantic technologies to answer the user 

queries. It contains 3 main methods that answer different type 

of queries. These methods are the following: 

Algorithm: Differential Population 

Input: D (Detection type object) 

 

for each Di stored in ontology do: 

{ 

  If D.detects_object == Di.detects object and 

  D.spatialContext == Di.spatialContext then 

   Di.timestap = D.timestamp 

} 

 End 
Figure 2: Differential Population Algorithm 
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1) Spatial Information to Natural Language:  

In Table 1, we present a list of indicative queries that are 

used in the ontology to provide the user with a natural 

language output regarding spatial information of their 

surroundings. In these queries, variables are used to cover a 

broad number of objects and spatial contexts. This kind of 

inference is achieved by using a set of ontological rules, 

written in SPARQL/SPIN notation, that run on top of the 

ontology, whenever a specific query is triggered by the user. 

Within the context of this scenario, a list of indicative queries 

were created that can dynamically change on specific aspects, 

i.e., to cover different entities of interest, different spatial 

relations (with respect to the distance of position left/right), 

etc. 
Table 1: List of rules and their output 

# Query Nat. Lang. Output 

1 Where is my 

<object >? 

Your <object > is on your < 

right/left spatial context> 

side, <close/far spatial 

context> to/from you. 

2 How many 

<objects> are on 

my <right/left 

spatial context> 

side? 

<# counted> objects, an 

<object1> and an <object 2> 

are on your < right/left 

spatial context > side. 

3 Which <objects> 

are <spatial 

context> to/from 

me? 

An <object1>, <object2> 

and object3> are located 

<spatial context> to/from 

you. 

 

      The variables in the above queries are given a specific 

value, depending on what the user wants to ask. For example, 

the first query can be transformed in natural language to: 

“Where is my laptop” and its output can be: “Your laptop is 

on your right side, close to you”. The implementation of this 

query is presented as an ontological rule written in 

SPARQL/SPIN syntax in Figure 3, using synthetic data, 

which we created, that include various objects and spatial 

contexts. Most of our ontological rules use SPARQL 

CONSTRUCT and DELETE/INSERT commands, in order 

to create new triples in the ontology and thus enrich the 

knowledge stored in the schema.  

      In Figure 4, the implementation of the #3 query is 

presented, which in natural language translates to “Which 

objects are close to me?” which using our synthetic data 

produces the output: “A laptop, a TV and a chair are located 

close to you”. For this query we have skipped the construct 

rule, which is the same as the #1 query. 

2) Facemask Feedback  

      During the COVID-19 pandemic, it would be extremely 

useful for a deafblind user to ask if the person/people next to 

them wear a facemask. For this reason, we developed the 

ontology and implemented a SPIN query to perform this task. 

      From the ontology side, we added a Boolean data 

property to the Person entity called “facemask” which has 

value true if the person is detected wearing a facemask and 

 

Figure 3: SPARQL/SPIN rule for query #1 
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false if not. In Figure 5, we present the facemask data 

property of the Person class. 

      If the query returns a person wearing a facemask, we offer 

this information in the form of an output file with the field 

“facemask: yes/no”. The query fired to return the information 

of whether the person next to the user wears a facemask is 

presented in Figure 6. 

     As its name suggests, the variable “?facemask” will 

contain the Boolean value of whether the person nearest the 

user wears a facemask or not. We order the results in 

descending order regarding to the timestamp, as we want to 

take into account only the most recent detection and in 

ascending order regarding the distance, as the query refers to 

the person nearest to the user. The limit value on the last line 

of the query shown in Figure 6 can be changed to include 

more people wearing a facemask around the user. 

3) Spatial Awareness and Localization (SAL) 

      For the purpose of locating an object, it would be useful 

if our ontology could answer queries of a more continuous 

nature. For example, in the previous iteration, if the user 

asked “Where is my laptop”, they would get a single answer 

containing the laptop’s location if it was found, or the 

information that the laptop was not detected. Then the user 

would have to repeat the query again and again, until the 

object is finally detected, i.e., when the object comes in the 

field of view of the camera that is attached on the user. 

      For this reason, we implemented SPIN/SPARQL queries 

that support SAL. These queries are continuously executed 

and the process ends only when the object that the user is 

searching for is found and it is very close to them, or when 

 

Figure 5: Facemask Data Property 

 

Figure 4: SPARQL/SPIN rule for query #3 
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the user manually stops the search. The process of SAL is 

described below. 

      When the user tries to find a specific object, i.e., when a 

“Locate my <object>” query is received, the system performs 

the SAL procedure. During this procedure, the SPIN rules 

that try to look for this object in the database are fired 

consequently, every second that passes. The information that 

is received from the KB is then stored in an output file to be 

shared with the appropriate component of the system, which 

gives directions to the user. The directions given are based on 

an offset value that our query returns. This value that refers 

to pixels, ranges between -200 to 200 in a 400x400 picture 

that a sensor captures. For example, if the offset value is 100, 

it means that the object is on the right side of the user and the 

directions should guide the user to the right. The process 

stops when the distance variable that our query returns is less 

than 0.3 meters which is the value we assume that the user 

can reach the desired object with their hands. This threshold 

could be changed throughout the development of the system 

to correspond to specific objects, by experimenting with 

different setups and users.  

      In SAL, the information that is sent to the system contains 

the following four kinds of data: 

 Timestamp of the detection that the object was last 

detected. 

 If the object was found in the latest detection, the 

detection field contains the field “detection” which 

holds a Boolean variable with value “True” in the 

response file. If the object is not found in the last 

detection, the value is “False”. 

 Object’s orientation from the user in the form of 

pixel offset in the detection image. For example, if 

the offset is negative 100, the object is located on 

the left of the side of the field of view of the user.  

 Object’s distance from the user in meters. 

      The form of the response output can be seen below: 
{ 

  "timestamp": "2021-05-17T08:42:00",  
  "detection": True,  
 
  "offset": -100,  
  "distance": 2.0 
} 

      The algorithm that performs the SAL procedure is 

presented in Figure 7. 

      The rules that are fired during SAL are presented below. 

Once again, we use SPIN/SPARQL notation to implement 

these rules and the result set is transformed into an output file 

with the appropriate information with the use of a simple 

JAVA function that we created. In Figure 8, we present the 

query fired when the user searches for an entity.  

Algorithm: Spatial Awareness and Localization 

Input: User query in JSON format 

Output: JSON file with object information 

uq = user query 

distance = 1; 

 

While (distance > 0.3 || object != found) 

{ 

  query response = perform query(uq); 

  if (query_response has object detected) 

   object = found; 

  distance = query_response.distance; 

  output = prepare_response_Json(query  

              response); 

} 

 End 

 

Functions: 

   perform_query: sends the query to be executed in our 

GraphDB instance 

   prepare_response_JSON: takes the dataset that the 

query returns and creates the response JSON file 

Figure 6: SAL Algorithm 

 

 

Figure 7: Facemask Feedback Query 

 

 

Figure 8: SAL query for Object Entity search 
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      The variable “?timestamp” contains the timestamp 

information that is needed for the output file. The “?elabel” 

variable contains the string value that describes the object 

entity. For example, the label of a Cup object of the ontology 

is “cup”. This field helps us group some objects in the same 

category, e.g., when the user searches for a mug we assume 

that a cup would also suffice. This is why we have put the 

label “cup” in the Mug objects of the ontology as well, so 

when a query with the rdfs:label “mug” is fired, objects of 

both Mug and Cup classes would be returned. 

      The “?leftright” variable contains the value of the 

sot:positionedInXGrid data property. This value is measured 

as pixels in an integer, where 0 is the center of the picture, 

negative values mean left and positive right from the center. 

The “?leftright” variable gives us the offset value of the 

response. 

       The “?distance” variable, as the name suggests, contains 

the distance of the object to the user. The distance is 

measured in millimeters, which are then translated to meters, 

using a JAVA function. 

      Finally, we use the “ORDER BY desc (?timestamp)”, to 

order them by descending timestamp, and the LIMIT 1 

commands to get only the most recent detection of the 

searched entity. In the event of the entity not found, by using 

once again a JAVA function, we return the Boolean value 

“False” to be contained in the output, otherwise the value is 

“True”. 

      The notion behind this procedure is that when an object 

is detected and it is very close to the user (e.g., <0.3m), the 

user can reach and find the object by touch. This is why our 

loop also checks the distance value of the detection, to decide 

whether to continue or not. 

F. Web User Interface (UI) – Dashboard 

      For visualization purposes, along with making easier the 

process of testing and experimenting with our system, we 

developed a dashboard, which contains the most recent 

information about our KB and visualizes the queries that are 

sent by the user and the answers that they receive from our 

system. The dashboard is presented in Figure 9.  

       The dashboard contains two main components: 

 The Latest Detections table, which visualizes the 

most important information about the latest 

detections stored in the ontology such as detection 

id, scene, object and person detected, sensor that 

made the detection and timestamp of the detection. 

The detections table is updated live with the latest 

detections received from the sensors or, in our case, 

the synthetic data. 

 The Query and Answer component, which in this 

iteration of the dashboard contains 4 of the main 

queries that a user can send to our system. These 

queries are: 1) Where am I now located? 2) Where 

 

Figure 9: Dashboard showing latest detections as they stream into the platform and allowing queries and responses 
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is my <bottle>? 3) Is the person next to me wearing 

a facemask? and 4) Locate my <book>. 

      Note that the entities in <> are parameters, i.e., can be 

changed to include other entities. 

IV. PROOF OF CONCEPT USE CASES 

     Utilizing the system and the ability to visualize data and 

input queries on the dashboard, we performed a set of use 

case scenarios to validate its correctness. The scenarios are 

inspired from the SUITCEYES project. Based on its 

requirements, we constructed a set of synthetic data in the 

form of input messages streaming in the platform and with a 

realistic sequence of objects and people entering, moving and 

leaving the scene, as well as scenes changing, emulating a 

person moving in a room with a wearable camera. The use 

case scenarios are the following: 

i) A developer/integrator wants to test the KB platform 

for receiving detection data from their component connected 

to the message bus 

ii) A developer/integrator wishes to receive natural 

language output from user queries to integrate into their 

haptic system 

iii) A deafblind user wishes to know whether the person 

or people around them wears a facemask 

iv) A deafblind user wishes to find an object and 

navigate to it 

Each of the following subsections presents one scenario 

performed through the system. 

A. Incoming Detection Data stored Visualization 

      For the purpose of visualizing the process of receiving 

data, we developed a simple dashboard interface which 

shows in real time the data stored in the ontology. 

      As we can see in the snapshot presented in Figure 9 from 

the synthetic data we received in the last three detections the 

scene is a living room, the objects detected are a cup, a tv, a 

bottle and a chair, no people were detected and the sensor 

was a camera. Note that this snapshot will be used as our 

basis for the state of the ontology during our queries 

experimentation. 

B. Spatial Information to Natural Language Experiments 

and Results 

      We present the output of the SPARQL/SPIN rule shown 

in Figure 3 by using the Protégé software [25]. In Figure 10, 

we present the object and description returned by the query. 

The description will be used as the output to the user. 

      In Figure 11 and Figure 12, we present the objects 

returned from the query “Which objects are close to me” 

with their spatial context, and the output that the user will 

get as textualDescription. 

      We also use the queries and answer component of the 

dashboard we developed to receive queries and provide 

answers in real time. In Figure 13, we can see the queries 

sent and the answers received from our framework, 

regarding the state of the ontology described in Figure 9. 

      By receiving the expected results regarding our synthetic 

data, we validated the correctness of our queries. 

      We also used the same synthetic data to test the 

differential population procedure. In the example below, we 

have stored in our KB two similar detections: The first 

detection contains a laptop in the living room a detection with 

the same information, arrives from the SUITCEYES system 

with a more recent timestamp. This information, if stored 

twice in the ontology would be duplicated with the exception 

of the different times. In Figure 14, we present what the 

outcome would be without using our differential population 

method, i.e., the storing of 2 similar detections. 

       In Figure 15, the outcome of the same incoming 

detection is presented, but with using the differential 

population procedure. Here, only the first detection is stored, 

with its timestamp field changed to match that of the second, 

incoming detection. 

      This absence of almost identical detections could save a 

lot of space in real applications that continuously receive and 

store data. 

C. Facemask  Feedback experiments and results 

      In this section we present the process that is executed 

when a user asks if the person next to them wears a facemask. 

For this reason, we created synthetic data that contain people 

 

Figure 10: Query output of "Where is my laptop" 

 

 

Figure 11: Objects and their Spatial Context from query#3 

 

 

Figure 12: Query output of "Which objects are close to me" 

 

 

Figure 13: Query and Answer component of the dashboard 

 

 

Figure 14: Detections saved without the differential population 

procedure 

 

 

Figure 15: Detections saved with the differential population 

procedure 
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that are either wearing or not wearing a facemask, in various 

distances from the user. The file that contains this synthetic 

data is presented in Figure 16 below. We have named this 

ontology file “synthetic data”, so we use the preface “sd”. 

      We notice that in this detection there are two people 

detected in the kitchen, John and an unknown person. John 

wears a facemask but the unknown person is not. Now, we 

assume that the user sends us a query asking whether the 

person closer to him wears a facemask. This query has been 

presented in Figure 8. Using a simple function, we produce a 

simple response file with the field “facemask” and the value 

“yes”. We present the Query and Answer component of our 

dashboard in Figure 17. 

      We can modify the query and the output according to the 

user’s needs. For example, if the user would like to know 

about the facemask status of all the people in his field of view, 

we can simply omit the LIMIT part of the query presented in 

Figure 6. Then by using another simple function we produce 

the message output shown below. 
{ 

  "person": "John",  
  "facemask": "yes", 
  "person": "Unknown_Person_1",  
  "facemask": "no" 
} 

D. Spatial Awareness and Localization queries experiments 

and results 

      For the purpose of experimenting with SAL queries we 

used a synthetic database that we know would accurately 

represent a series of detections in the SUITCEYES platform. 

Our synthetic data contains rooms and objects in those rooms 

that a user could choose to search for. In Figure 18, we can 

see part of this synthetic database. This part describes a 

detection which contains a living room as the recognized 

scene and a laptop, book and cup as the recognized objects in 

various distances. 

      Now, we are going to present the process that is being 

executed when a SAL query is asked, i.e., “Locate my 

<book>, by showing the queries and responses we receive 

from the GraphDB  database. For this experiment, we receive 

a query from a user searching for his book. Our framework 

initiates SAL process by entering the loop and executing the 

query presented in Figure 19, on our GraphDB stored 

ontology. Note that this query is the query presented in Figure 

8, with only the “?entity” variable changed to contain an 

object of the class Book. 

      The execution of the aforementioned query in 

combination with the function for the message output 

produces as a result the file shown in below: 
{ 

  "timestamp": "2021-06-15T09:40:00",  
  "detection": True,  
  "offset": -13,  
  "distance": 5.6 
}  

 

Figure 16: Latest detection received for facemask query 

 

 

Figure 17: SAL dashboard Facemask Feedback Response 
 

 

Figure 18: Synthetic Database snapshot 
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      We present the Queries and Answer component of our 

dashboard where we verified the correctness of our responses 

in Figure 20.  

      As we can notice, our method reports back the data that 

are stored in our ontology database. As the distance value is 

not lower than 0.3, which we assume is the reaching distance 

for an object, after 1 second of the initial query execution, we 

perform again the same query. As our framework is designed 

to always receive new detections, we receive a detection in 

which the user has gone closer to the object after they receive 

directions based on our initial information. The new state of 

the detections in our ontology can be found in Figure 21. 

      In this latest detection we notice that the distance of the 

book object that the user is searching is decreased to 2.5 

meters. We also notice that the cup object that was detected 

previously has not appeared in this detection, meaning that it 

is not in the field of view of the user. The output that we 

produce for this iteration of the OL procedure is presented 

below: 
{ 

  "timestamp": "2021-06-15T09:40:10",  
  "detection": True,  
  "offset": 33,  
  "distance": 2.5 
} 
      In this output we can see again that we produce the correct 

information for the book object. We can also notice that the 

offset has changed into a positive value that means that the 

object is now on the right side of the field of view of the user. 

Once again, we verify our results using the dashboard in 

Figure 22.  

      The same procedure is repeated until the distance value 

becomes less than 0.3 meters. Then, we assume that the user 

can use his hands to find the object that they look for. 

       If in any time during this procedure the detection value 

becomes “False”, we just re-execute the query until we 

receive a detection which contains the object that the user is 

searching for. 

      Our SAL component is designed to work in combination 

with some module that gives some kind of directions to the 

user so that they can approach the object that they look for. 

V. CONCLUSION AND FUTURE WORK 

      In this paper, we present a framework to support 

deafblind people using a rule-based toolbox of methods for 

object localization, spatial and situational awareness. The 

framework utilizes ontologies for uniform context data 

representation and the SPIN/SPARQL notation to extract 

knowledge and construct natural language responses. A 

dashboard visualizes inputs and outputs streaming over a 

universal message bus message exchange so as to enable 

developers integrate advanced detection methods from 

wearable cameras and user interfaces on haptic devices. The 

framework is validated through use cases scenarios 

showcased on its dashboard. 

     Such systems can greatly improve the quality of life of 

people with deafblindness especially regarding spatial 

awareness, but also situational awareness in the pandemic 

era, when people with disabilities need tailored measures and 

means to recognize their surroundings. Future work, includes 

integration of the framework with real data providers, such as 

sensors, cameras and the visual analysis. Moreover, a pilot 

phase includes deafblind users interacting with the system to 

 

Figure 19: Book SAL query 

 

 

Figure 20: SAL response on dashboard 

 

 

Figure 21: Latest detection received 

 

 

Figure 22: SAL updated response on dashboard 
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validate its acceptance and usefulness and to incrementally 

optimize the system for them. 
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