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Abstract—Attention-Deficit/Hyperactivity Disorder (ADHD)
presents in children and adolescents as a persistent pattern
of inattention, hyperactivity, and impulsivity that interferes
with their development. Computational studies on ADHD focus
on measures of brain activity of the participants and a few
use standardized cognitive tests or behavioral inventories to
assess objective indicators for diagnosis. The paper presents
a computational proposal in which the combination of two
artificial intelligence methods is used to aid the identification
of diagnostic indicators for ADHD. The proposal is to combine
a neural network of self-organizing maps to group factors from
standardized tests and inventories, and a decision tree to classify
the most relevant factors. The study included 127 children and
adolescents from 6 to 16 years old, 48 with ADHD diagnosis and
79 without ADHD (control group). The most relevant result of
the study was the strong contribution of the Child and Adolescent
Behavior Inventory results in the diagnosis of the disorder with
great performance in prediction when compared to real data and
reliability by Kappa statistics.

Keywords—Self-Organizing Maps (SOM); Decision Tree; Atten-
tion Deficit/Hyperactivity Disorder (ADHD).

I. INTRODUCTION

This work is complementary to and based on the published
article BRAININFO 2021 [1] and according to the Diagnostic
and Statistical Manual of Mental Disorders, 5th edition -
DSM-5 [2]. Attention-Deficit/Hyperactivity Disorder (ADHD)
is a persistent pattern of inattention and/or hyperactivity-
impulsivity that interferes with functioning or development.
The disorder is characterized by inattention involving, for
example, difficulty sustaining attention in tasks or playing
activities, a state in which the mind seems elsewhere, even
in the absence of any obvious distraction, difficulty to follow
through with instructions and failing to finish schoolwork,
often forgetful in daily activities, chores, or duties in the

workplace, losing things, expressing excessive activity or
restlessness, and inability to wait one’s turn, always in ways
that are excessive for one’s age or developmental level. ADHD
has its initial expressions in childhood and usually persists into
adulthood, resulting in impairments in social, academic, and
occupational functioning.

The diagnosis of ADHD is clinical, based on the individual’s
history and expression of symptoms. Because this diagnosis
is often based on reports of symptom severity and because
these symptoms are also part of other clinical conditions,
the diagnostic difficulty is present in the daily lives of the
interdisciplinary teams responsible for the evaluation process
[3] [4]. Because of the complexity of the diagnostic eval-
uation, the American Association of Pediatrics recommends
the use of an algorithm, both for evaluation and treatment of
children and adolescents with ADHD [5]. To support clinical
decision making, neuropsychological, behavioral, and adaptive
functioning assessment procedures have often been used in
conjunction with neurological assessments [6]. Considering
the social importance involved in properly issuing a correct
diagnosis of ADHD, in both children and adolescents, studies
must be proposed that discuss which are the best indicators
of clinical-neurological, neuropsychological, and behavioral-
adaptive diagnostic evaluation when children and adolescents
present with complaints of inattention and hyperactivity. Fur-
thermore, for appropriate assessments and interventions to
be implemented, differential criteria are needed to correctly
characterize and identify attention-deficit/hyperactivity among
children and adolescents. Comprehensive assessments in this
regard allow a better understanding of the complexity of
each case for appropriate guidance, design of the therapeutic
intervention, and evaluation of the need for educational and
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emotional support for patients and families [6].

Computational studies can help professionals in diagnostic
assessments, especially using machine learning algorithms,
Kam et al. [8] used an artificial intelligence algorithm called
decision tree for screening ADHD, by monitoring the school
activities of 153 children using 3-axial actigraph and obtained
results consistent with previous studies. In turn, Lee et al.
[9] analyzed the classification of ADHD in children through
brain activity measurements. In their work, they used a neural
network algorithm called self-organizing maps allowing cate-
gorizing characteristics of children with and without clinical
indicators of ADHD.

Unlike previous proposals presented in the literature, this
work aims to combine two artificial intelligence techniques. In
the first step, standardized test results are grouped by means of
Self-Organizing Maps (SOM) and, in a second step, the groups
with a high level of overlap are analyzed using a decision tree
algorithm. This helps discover which attribute is discriminative
in the diagnosis of children and adolescents with suspected
ADHD.

Besides Section I, that aims to contextualize the work and
present the objective, the work is organized into six parts.
Section II presents the theoretical framework and justifica-
tion of the study. Section III presents the proposed use of
two artificial intelligence algorithms to aid in the diagnosis.
In Section IV, the procedures for developing the study are
described, including the computational development with the
application of two artificial intelligence techniques. In Section
V, the contribution of standardized cognitive tests or behavioral
inventories is described, as well as the proposal to solve the
diagnostic doubt within the self-organizing maps and then
the classification by the decision tree for understanding the
characteristics of the diagnosis of the disorder. Finally, in
Section VI, we present the conclusion and recommendations
for further studies.

II. RELATED WORK

A. Elements of Attention Deficit/Hyperactivity Disorder
(ADHD)

ADHD is part of the group of neurodevelopmental disorders
beginning in childhood, but a substantial proportion of children
with ADHD remain relatively impaired into adulthood [9].
From a cognitive-behavioral point of view, it is characterized
by deficits in several cognitive functions, such as attention, es-
pecially selective, sustained, alternating, and divided attention,
deficits in inhibitory control, processing speed, organization,
ability to inhibit distracting information, deficits in cognitive
flexibility, hyperactivity behaviors, restlessness, and impulsiv-
ity. ADHD affects 5.29% of the world’s child population.
Of this population, 30% up to 70% maintain symptoms into
adulthood [10] [11]. According to DSM-5 [1], ADHD can
be classified according to the predominance of symptomatic

axes as predominantly inattentive, predominantly hyperactive-
impulsive, or combined presentations.

Behavioral patterns are important in the diagnosis of
ADHD. Here are some difficulties related by parents regarding
the children: listening, obeying, following routine rules, often
postponing and forgetting daily activities, following direct
instructions, regulating feelings of frustration, exacerbation of
motor activity, maybe impulsive in changing activities before
they are completed, having difficulty waiting their turn, may
have impairments in social relationships. These behaviors may
contribute to high-stress in family or school environments [12].

The inequality of symptom axes within the predominantly
inattentive subgroup compromises its validity when compared
to the combined subgroup. However, individuals considered
only inattentive, but with a subclinical level of hyperactivity-
impulsivity symptoms (4 or 5 symptoms), have their classi-
fication without intensity of the combined ADHD subtype.
However, there is still little evidence on the qualitative differ-
ence between the subtypes presented, even when inattentive
classification is established to individuals with three or fewer
hyperactivity-impulsivity symptoms [13]. At different stages
of life, ADHD can show itself at about 2:1 in the case of
children and 1.6:1 in adults. This shift in prevalence from
children to adults hypothetically occurs because children and
adolescents can create methods that suppress the disorder as
they develop, making them more functional, and hiding some
difficulties and symptoms [9].

According to the new classification of the A.P.A [2], the
highlights are the changes in the various forms of symptoms,
trying to contextualize the criteria diagnosed throughout the
individual’s life; change in the age of onset of symptoms, from
7 to 12 years of age; change of the term ”subtype” for ”current
presentation”; and removal of autistic spectrum disorders as
excluding factors in the diagnosis.

Children who are usually in the preschool phase may
present high levels of motor activity, attention deficit, and
poor inhibitory control that are behavioral manifestations of
ADHD. However, in clinical cases, they are more significant
and result in considerable impairment, with high accident rates
and poor school performance that can persist into school age
in 60 to 80 percent of cases [14]. Approximately 70% of
school-age children experience worsening in school activities
and impairment in family life and relationships with other chil-
dren. Generally, inattention symptoms relative to hyperactivity
symptoms decelerate with age, i.e., decline slowly between
the passage of the child, adolescent, and adult age stages with
greater persistence [15]. About 33% of children with ADHD
in adulthood no longer have the symptoms, as opposed to
the rest who continue to have the disorder or episodes that
result in loss. Over a prolonged period, adults with ADHD
experience worsening academic and work performances, as
well as increased traffic offenses, motor vehicle accidents, and
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sexual behavior with high risk and the concomitant onset of
various psychiatric illnesses, such as anxiety disorder, mood
disorders, and substance abuse [6].

Genetic factors and environmental conditions contribute
greatly to a complex etiology of ADHD with neurobiological
bases established by research. For example, study conducted
by Williams [16] points to unusual patterns in the central
nervous system of people with ADHD [17]. According to
Carreiro et al. [6], the study of neuropsychological endophe-
notypes is motivated by the etiological complexity and clinical
inhomogeneity of ADHD. Endophenotypes, sometimes called
”intermediate phenotypes”, are inherited and gauged traits that
can be found in the pathway linking a genotype to complex
neuropsychiatric disorders. However, individuals with ADHD
may or may not display different forms of patterns following a
complex cognitive profile and multiple variations, such as loss
or low attentional focus, causing a lack of flexibility, difficulty
dealing with distractors, difficulty with self-regulation, behav-
ioral impulsivity, lack of motor coordination, and shuffling of
mental information due to difficulty with organization. The
signs presented show that the child may have an impairment
in the intellectual development in different areas of the brain
and are shown by playful interactions, by observation, and
by standardization of instruments, becoming fundamental in
measuring the complaints of inattention and hyperactivity [18].

Behavioral patterns are important in diagnosing ADHD,
parents report that children have difficulty listening for inat-
tention when someone speaks directly, obey, and follow rules
and routines, often postpone and forget daily activities, have
difficulty following direct instructions, do not accept frustra-
tion, have an exacerbation of motor activity, may show some
form of impulsivity in an activity before it is completed, are
unable to wait, have impaired social relationships, have high-
stress in the family or school environments. Observation of
several people can increase the accuracy of the diagnosis,
enabling in cases of comorbidities and inconsistent symptoms,
the differentiated possibility of diagnosis. This creates the
need to report in a standardized way, to avoid bias and the
possibility of building a representative behavioral profile for
evaluation. Currently, the psychology literature has several
instruments that are applied to parents and teachers, to extract
as much information as possible from the two environments
of children [18]. These instruments, which are seen in this
work as attributes, have a protocol-based direction to assess
ADHD complaints, and the attributes are analyzed by cognitive
assessment parameters used, such as the Cancel Attention
Test, Trail Making Test, Continuous Performance Test, Wis-
consin Letter Test, Wechsler Abbreviated Intelligence Scale
and Wechsler Intelligence Scale for Children, as well as the
behavior inventories for children and adolescents (CBCL/6-18)
and for teachers (TRF/6-18).

Given the importance of collecting various pieces of infor-
mation in cognitive neuropsychology and behavior analysis,

the treatment and multivariate analysis of the data can help
us obtain relevant information in understanding ADHD com-
plaints, and the artificial intelligence techniques used become
key elements in diagnostic discrimination.

B. Self-Organizing Maps (SOM)

According to Merényi et al. [19], a SOM network provides
clustering and visual representation of data in low dimensions.
This technique preserves the topological structure of the data
in a lattice of neurons. The grid can be defined as a rectangular
or hexagonal grid, as in Figure 1, usually two-dimensional,
in an ordered manner such that the most similar neurons
are grouped with neurons that are close in the grid, and the
opposite is true for less similar neurons that are far apart in
the grid, providing a topological view of the data. All neurons
in the grid must undergo exposure to different realizations of
the input dataset to ensure that the self-organization process
matures. The algorithm then proceeds to choose synaptic
weights initially randomly with small values. Once the grid
has been initialized, we have the presence of three essential
processes used to construct the self-organizing map.

With the need to understand the characteristics of the com-
bined attributes and facing data with non-linear distribution, it
was chosen in this work an unsupervised model, developed by
Kohonen in 1982, called SOM, being especially suitable for
data assimilation because it has visualization properties such as
highlighting [20], but the dataset allowed the use of principal
component analysis or cluster analysis of the data. The goal
of unsupervised methods is to identify clusters in unlabeled
sets of data vectors sharing similarities. This helps to build a
cognitive model that realizes the interrelationship of the data
[21]. As proposed by Kohonen [22], capturing the features
of an input data set, with a nonlinear distribution, is effected
by building a complex neural network around a one- or two-
dimensional grid of neurons. The ordering of the input data
is structured by weight vectors of neurons called prototypes,
and is inspired by neurobiology. They were summarized by
Kohonen [22] and Kubat [23] as follows:

1) Competition: The generalist model can serve to describe
the phenomena of the initial data in a way that collectively or-
ders a complex system, which shows representative statistical
features, even with the fully disordered input space [23].

However, the SOM model is automatically associated with
the nodes of the rectangular or hexagonal grid, Figure 1,
usually two-dimensional, in an ordered fashion and in a way
to which the most similar models join closer nodes in the
grid. The opposite being true for less similar models that are
equidistant, thus this process enables a topological view of the
data [24].
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Figure 1. Topological map - rectangular and hexagonal grids

( [25, p.451] )

The synaptic weight vector is calculated for each j neuron of
the grid with the same dimension as the input dataset through
the inner product between the synaptic weight vector and the
input data vector, this function being the basis for choosing the
winning neuron. The maximization of this function has math-
ematical equivalence with the minimization of the Euclidean
distance between the synaptic weight and input data vectors.

X = [x1, x2, ..., xm]T (1)

X is the input vector of the space m transposed.

Wj = [wj1, wj2, ..., wjm]T, j = 1, 2, ..., l (2)

Wj is the synaptic weight vector of each neuron in the grid.
In the competition step, according to Kubat [23], an input
vector is randomly selected along with the synaptic weight
vector of the neuron j, that by making the inner product of
the two vectors, being WT

j X for j = 1, 2,..., l. Transposing
the input vector it is possible to make the selection of the
largest product. The topological neighborhood of the excited
neurons is centered and since maximizing the inner product of
the vectors X and Wj is minimizing their Euclidean distance,
by creating an index i(X) to identify the neuron that best relates
to the input vector X, one can define i(X) by:

i(X) = arg minj

∥∥∥X −Wj

∥∥∥, j = 1, 2, ..., l (3)

i(X) is the index that summarizes the competitive process
between neurons.

This process summarizes the competition between neurons.
Equation (3) shows the i(X) is the goal of this process because
in this step the identity of the neuron i is important and the
neuron that satisfies the condition is called the winning neuron
for the input vector X.

2) Cooperation: The cooperation process starts when the
winning neuron is updated around a topological neighborhood
of the nearest neurons, being similar around a radius r. How-
ever, it is necessary to define the topological neighborhood so
that only adjacent neurons are updated while having a way
that the neighborhood decays smoothly with lateral distance
[23].

Given hj ,i the topological neighborhood centered around
the winning neuron i that contains a set of excited neurons, one
neuron of this set being represented by j and dj ,i the lateral
distance of the excited neuron j by the winning neuron i, then
one can assume that the topological neighborhood. Equation
(4) is a unimodal function of the distance dj ,i, provided it
satisfies the symmetry conditions with respect to the maximum
point with dj ,i=0, and the amplitude decreases with increasing
lateral distance dj ,i [23].

The basis for cooperation between neighboring neurons is
provided by the winner neuron that shows the spatial location
of the topological neighborhood of neurons neighboring the
winner hj ,i(X):

hj ,i(X) = exp
(
−d

2
j,i

2σ2

)
(4)

dj,i is side distance and σ is the effective width of the
topological neighborhood.

Since the topological neighborhood has some dependence
with the lateral distance, as seen in Equation (4), then a one-
dimensional grid dj ,i is an integer equal to |j − i|. However,
when it is two-dimensional it is defined by Equation (5) where
the discrete vector rj is the position of the excited neuron j and
ri is the position of the winning neuron i, both being measured
in the discrete output space. An interesting feature of SOM is
that the size of the topological neighborhood decreases with
time and this is done by having the width σ of Equation (4)
decrease with time [26].

d2j ,i =
∥∥∥rj − ri

∥∥∥2 (5)

σ(n) = σ0 exp
(
− n
τl

)
n = 0, 1, 2, ..., (6)

σ0 is the value of σ when starting the SOM and τl a time
constant. Thus, we have the topological neighborhood defined
as a time variable according to Equation (7):

hj ,i(X)(n) = exp
(
− d2j,i

2σ2(n)

)
n = 0, 1, 2, ..., (7)

So one can conclude that when the time n increases, the
topological neighborhood decreases exponentially, as does the
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width σ(n). This topological neighborhood hj ,i(X)(n) was
used in the study and will be reference from this point on.

3) Adaptation: In the adaptation phase, for the grid to be
self-organizing, the synaptic weight vector Wj of the neuron
j of the grid must be changed relative to the input vector X
[23]. However, there is a problem of saturation of the weights
at the end of the process, but it can be corrected by changing
the Hebbian assumption with a forgetting term g(yi)Wj where
Wj is the synaptic weight of the neuron j and g(yi) is the
positive scalar function of the response yi, the constant term
of the Taylor series expansion of function g(yi) being zero
[23].

Neighboring neurons to the winner increase their discrimi-
nant function values based on the input dataset, and as appro-
priate adjustments applied to their synaptic weights improve a
subsequent input dataset. As Kohonen [22], the Equation (8)
of updating is defined by:

Wj(n+ 1) = Wj(n) + η(n)hj,i(X)(n)(X −Wj(n)) (8)

n equals epoch, η(n) is the learning rate, and hi,j(x)(n) is
the neighborhood function.

According to Kohonen [22] there are two phases in the adap-
tive process: a sorting phase, which organizes the topology of
the weight vectors, and a convergence phase, which adjusts the
feature map, producing a statistical quantization of the input
space. In the sorting phase, the learning rate parameter eta(n)
starts with a value of 0.1 and decreases to a value close to
0.01. The neighborhood function must contain almost all the
neurons of the grid around the winning neuron i with a slow
reduction over time and may require 1000 or more iterations.
In the convergence phase the number of iterations should be
at least 500 times the number of neurons in the lattice, and for
good statistical accuracy, the learning rate parameter eta(n)
should be close to 0.01 and never zero. The neighborhood
function has only the nearest neighbors of the winning neuron,
which can be either one or zero neighboring neurons [23].

The originality of the SOM learning presented in the study
may contribute to improving the diagnosis of ADHD patients
by presenting a set of similar prototypes that represent the
combination of attributes and then using a classification algo-
rithm, such as the decision tree, which directly and quickly
separates patients prone to the disorder. With this, the study
can help health professionals and researchers to develop more
accurate tools and reduce the cost of diagnostic tests that
currently make their application unfeasible in the public health
system.

C. Decision Tree
A decision tree is an Artificial Intelligence algorithm capa-

ble of organizing attributes from a dataset in priority, so that it

can generate a path that leads to a decision for a classificatory
attribute [27] [28]. A decision tree is built using algorithms
that variously split a data set into branch-like segments. These
segments create an inverted decision tree beginning at a root
node at the top of the tree to the leaf at its end. Each object
in the study is reflected in the root node and is a simple, one-
dimensional display in the decision tree view. The name of
the attribute is displayed along with a spread of values that
are contained in the attribute. Its display shows all records
in the dataset, attributes, and their values are viewed on the
analysis object. The development of the decision rule for
forming branches under the root node has, in the extraction
method, a relationship between the object of analysis and one
or more attributes that are used as input attributes to create the
branches or segments, being used to estimate the likely value
of the target, or outcome attribute or dependent attribute [29].

According to Castro [30], the structure of the decision tree
is composed of internal nodes that correspond to an attribute
test, each branch represents the test result, and the classes or
class distributions are represented by the leaf nodes. The start
node represents the root node, and the path from this node to
the leaf node is called the classification rule. The decision tree
construction can be used to classify an unknown class object,
and the estimation is done by testing the attribute values in the
tree and traversing until it reaches the leaf node. In this way,
the result of the decision tree algorithm becomes a process
that is easy to understand and visualize.

The decision tree algorithm as presented by Linoff and
Berry [31] is a hierarchical collection of rules that describes
how to divide a large collection of objects into successively
smaller groups of objects. With each successive split, the
members of the resulting followings become more similar to
each other. For the selection of attributes to be chosen for
division, one can use the information gain (Gain), which is
one of the best-known methods and has as its generating base
the entropy that is a measure of purity [32]. Thus, the gain is
the expected reduction of entropy and has as its main function
the division of attributes in the data set. Shannon entropy, on
the other hand, measures the purity of the dataset [33], being
a measure of the heterogeneity of the input data (S) relative
to its classification (m). The expected value of the entropy of
the attribute E(A) is given by Equation (9) and the expected
information of S is given by Equation (11). Thus, the key
factor is the use of a gain function that allows the attributes
(A) to be compared to select the most relevant one. The chosen
attribute is the one that maximizes the information gain which
is calculated as being [30] [32]:

With nij being the number of objects in class Ci in a subset
Sj , then the expected attribute information can be:
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E(A) =

v∑
j=1

nij + ...+ nmj

n
∗ I(nij , ..., nmj)

=
∑

v∈values(A)

p(Av)Entropy(Av)
(9)

The entropy (Shannon’s) [33] measures the impurity of the
dataset, being a measure of the heterogeneity of the input
dataset (S) relative to its classification (c). The Gain(S,A) is
given by the Equation (10) and the entropy of S is given by the
equation 11. Thus, the key factor is the use of a gain function
that allows the attributes (A) to be compared to select the most
relevant one. The attribute chosen is the one that maximizes
the information gain which is calculated as being [33]:

Gain(S,A) = I(S)− E(A) (10)

S is the input dataset, A is the attributes, and Θ represents
the probability of A multiplied by its entropy.

I(S) = I(C1, C2, ..., Cm) =

m∑
k=1

−pilog2pi (11)

The information Gain is given by the Equation (10) and
represents the expected reduction in entropy when the value
of the attribute A is known, since the process calculates the
gain for each attribute, choosing the attribute with the highest
gain to be tested in the set S. This process creates the division
of objects to form the decision tree, giving rise to the node,
labeling the attribute, and creating branches for each attribute
value.

III. PROPOSED METHOD

The work presents a proposal for an unsupervised learning
model as a method used in the identification of the neurons
of the grid with greater diagnostic doubt of ADHD, that is,
the diagnostic doubt in the neuron shows that it is difficult
for both a machine learning algorithm and an expert to make
a diagnosis. Thus, the paper brings a proposal to apply a
decision tree on the neurons that show overlap to suggest
which attributes are more discriminative. To understand this
overlapping, the entropy (of Shannon) was calculated with
the purpose of measuring the impurity of the neuron with
its dataset, that is, the closer the entropy is to one, the
greater the impurity of the neuron’s dataset. Given this fact, a
combination of SOM with the decision tree algorithm, which is
a supervised model used in data classification to help identify
one or more attributes from standardized assessment tools,
such as cognitive tests and behavioral assessment inventories
were sought. These tools were used to test the learning of
ADHD characteristics.

Figure 2. Segmentation of neurons in the self-organizing map

The objective of this decision tree algorithm was to verify
the accuracy of the model for the confirmation of cases with
ADHD diagnosis by identifying which assessment tools best
contributed to this ADHD confirmation.

Figure 3. Decision tree structure

Then Kappa statistics is applied to measure the agreement
and reliability of the observed diagnostic attributes with the
expected diagnostic attribute, which is the measurement of
the agreement of an expert’s diagnosis compared to the algo-
rithm’s diagnosis. The next section will present the methodol-
ogy developed with the data set and application of the artificial
intelligence algorithms to arrive at the results of the work.

IV. MATERIALS AND METHODS

The study sample consisted of 127 children and adolescents
between 6 and 16 years old, 48 with a clinical diagnosis of
ADHD and 79 from the control group, with no diagnosis of
ADHD. The attributes that make up the neuropsychological
tests and behavioral inventories applied in this study are
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Attention Cancellation Test (TAC), Trail Making Test (TMT),
Wechsler Intelligence Scale for Children (WISC-III), Wechsler
Intelligence Scale for Children (WISC-IV), Wechsler Abbre-
viated Scale of Intelligence (WASI), Child Behavior Checklist
for ages 6-18 (CBCL/6-18) and Teacher’s Report Form for
ages 6-18 (TRF/6-18).

These attributes were normalized by the z-score method
[34] to standardize the different scales of the attributes. The
normalized data property is used to train the network SOM
using the package available in R language [35]. In this library,
the functions somgrid and som are used to parameterize and
train the map, respectively. According to Rubbo [36], the map
size can be described according to Equations (12) and (13),
with n being the number of objects and the constant Cm
varying from [-3,3] to generate different map sizes:

lSOM =
√

n/2 + Cm (12)

Map Size = (lSOM)2 (13)

For the size of the map topology, the dimension 4x4 was
chosen. With this, the hypothesis of the study was to find
neurons with a representative density of objects and with a
significant class distribution.

With the trained map, the analyses made were the density
of objects in each neuron, the distance between neurons, the
quality of adjustment of the neurons, the contribution of the
attributes in the formation of neurons, and the distribution
of the label of each object in each neuron. In addition to
the outputs analyzed, the representativeness of the number
of objects contained in each neuron with the label attribute
was sought in the table generated by the SOM. In this way,
the neurons of greater relevance were identified, that is, with
larger numbers of objects generated by the SOM algorithm.

From this point on, the entropy algorithm (Shannon’s) was
used on each neuron in the network to select the neuron with
the highest class overlap along with the representativeness of
objects that are difficult cases to diagnose. By identifying
neurons with overlapping classes, their objects are selected
from the database generated by the SOM network for training
and validation of the decision tree algorithm. The result of
the decision tree brought a hierarchy of attributes in order of
discrimination for cases of diagnostic doubt, and the validation
of the algorithm shows the performance of the classification.

A. Rating Performance Evaluation

Table I shows the confusion matrix that was used to analyze
the classification performance of the decision tree. The table
indicates the prediction of the positive and negative scenarios,
as well as current true and false scenarios [37]:

• TN is the correct number of negative predictions;
• FP is the number of false positive predictions;
• FN is the number of false negative predictions;
• TP is the correct number of positive predictions.

Table I. Confusion matrix.

Predicted Negative Predicted Positive
Current False TN FP
Current True FN TP

From the confusion matrix, it is possible to measure the
performance of the algorithm by calculating the accuracy, as
follows:

Accuracy = (TP + TN)/(TP + TN + FP + FN) (14)

Error = (FP + FN)/(TP + TN + FP + FN) (15)

B. Kappa Statistics

The measurement of agreement or Kappa coefficient (K)
was used to comparatively measure the ADHD diagnosis of
children submitted to the inventories corresponding to the
disorder by the ADHD diagnosis predicted in the decision
tree. The Kappa coefficient can be calculated with the results
of the confusion matrix by Equation (16) [38], [39]:

kappa = P(O) - P(E)/1 - P(E) (16)

Where P(O) is the observed probability of agreement (sum
of the concordant answers divided by the total); P(E) is the
expected probability of agreement (sum of the expected values
of the concordant answers divided by the total). According to
Silva [38], Kappa is a measure of interobserver agreement
that evaluates the degree of agreement, as well as whether it
is beyond what is expected given chance. It is a maximum
unit value measure that corresponds to the absolute agreement
and values close to zero or negative, indicating no or lack of
agreement between the attributes being judged.

To simplify the methodological description developed in the
study, we present a flowchart that briefly describes the process
through the programming created to obtain the result and can
be seen in Figure 4.
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Figure 4. Dataset modeling flowchart

After this stage, it is possible to better understand the
model’s contribution to the understanding of Attention Deficit
Hyperactivity Disorder, as well as to the diagnostic evaluation
of patients. The next section presents the results obtained in
this work.

V. RESULTS

The training result of the SOM network can be seen in two
different visualizations, depicted in Figures 5 and 6. Figure 5
presents the attributes, common to the trials, graphically dis-
tributed in each neuron. The sizes indicate the contribution that
each attribute has to the formation of the neuron. Note that
neighboring neurons have similarities among the attributes. In
Figure 6, the diagnosis, an attribute that is not used in training
the SOM, is projected on the map, allowing visualization of
which neurons have the overlap of class 1 (group diagnosed
with ADHD) and 2 (control group without ADHD). The
network could not separate the diagnosed cases in neuron 4.

Table II presents for each neuron the percentage of objects
of each class. Neuron 4 is the one with the highest concen-
tration of objects (40%) and overlapping classes in the whole
dataset.

Figure 5. Contribution of the attributes in the formation of the neuron

Figure 6. Scattering of objects diagnostic within neurons

Table II. Comparative diagnosis by the neuron dimension 4X4.

Diagnostic 1 2 Total

neuron

1 3 (6.2%) 1 (1.3%) 4 (3.1%)
2 1 (2.1%) 0 (0.0%) 1 (0.8%)
3 1 (2.1%) 16 (20.3%) 17 (13.4%)
4 16 (33.3%) 35 (44.3%) 51 (40.2%)
6 0 (0.0%) 20 (25.3%) 20 (15.7%)
9 0 (0.0%) 1 (1.3%) 1 (0.8%)

11 2 (4.2%) 1 (1.3%) 3 (2.4%)
12 11 (22.9%) 1 (1.3%) 12 (9.4%)
13 6 (12.5%) 3 (3.8%) 9 (7.1%)
14 2 (4.2%) 1 (1.3%) 3 (2.4%)
15 6 (12.5%) 0 (0.0%) 6 (4.7%)

Total 48 (100.0%) 79 (100.0%) 127 (100.0%)

The result of the decision tree with the data mapped onto
neuron 4 can be seen in Figure 7. The result shows that the
Child Behavior Checklist for ages 6-18 attribute, specifically
the probability of attention problems scale (T-score) [40] [41]
neurons had the highest discrimination.

Figure 7. Decision tree of neuron 4

Finally, Figure 8 allows you to visualize all six attributes
with greater discrimination for complex cases relative to the
integration of clinical evaluation and evaluation using tests for
a confirmation of the diagnosis.

The decision tree is a supervised algorithm, has as response
attribute an estimated of the class attribute and the result can
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Figure 8. Importance of the attributes in neuron 4 by decision tree

be seen in Table III. Based on the confusion matrix generated,
it is observed that of the 35 positive diagnoses for ADHD
collected by applying the inventories, there are 33 positive
diagnoses estimated by the algorithm. Based on the numbers
presented, one can calculate the accuracy of the algorithm,
as well as use the Kappa statistic to measure the agreement
between the observed objects and the estimated objects [39].
The result with the 4x4 grid generated an accuracy of 88%
with a good Kappa reliability of 72%, with the p-value equal
to 2.68e−7.

Table III. Confusion matrix

Predicted Negative Predicted Positive
Current False 12 4
Current True 2 33

The results presented by the SOM and the decision tree
corroborate the three dimensions analyzed and bring a new
perspective to cases of doubt in diagnosing ADHD. However,
the next section will discuss how the study could help through
the mathematical understanding of the interpretation of neu-
rodevelopmental disorder and the possibility of future work
using newly supervised or/and unsupervised computational
approaches to improve on groups with overlapping diagnoses
of ADHD.

VI. CONCLUSION AND FUTURE WORK

Data from the behavioral assessment inventory [6] can
generally be more susceptible to respondent bias because it is
based on the answers of the subject. This bias is less so when
using cognitive tests which are assessment measures applied
directly to the person. Mathematical understanding and model
generation is likely to become more difficult using only behav-
ioral inventories. Since ADHD demands the use of both types
of measures, in this study both tools were used to apply the
decision tree. In the study, it was possible to group the children
with and without ADHD by SOM, which made it possible
to understand from the perspective of each grouping what
was most important in their formation. The self-organizing

map contributed especially to the formation of groups and the
understanding of clusters with class overlapping, which is the
proposal of this work. In this case of overlapping to diagnose
a disorder, the decision tree was used to classify the attributes
that contributed to the formation of the ADHD group. With
this, the predominance of characteristics that helped in the
understanding of ADHD in children and adolescents in the
study was observed.

The application of the decision tree identified six attributes,
namely two of cognitive assessment and four of behavioral
assessment, that showed relevant discrimination to make the
diagnosis. The Child Behavior Checklist for ages 6-18 attribute
the one that showed the highest discriminative power. How-
ever, the incidence of low T-scores on the attention problems
scale and attention deficit scale does not necessarily imply
that the child has ADHD. The results presented showed the
difficulty and complexity of finding indicators that define
ADHD, as already signaled by some authors [6] [7] [9]
[42] [43]. Importantly, the diagnosis of ADHD is a clinical
diagnosis that considers the measurement of behavioral cor-
relates of attentional deficits and indicators of hyperactivity
and impulsivity in more than one environment. With the
Child Behavior Checklist for ages 6-18 attribute being a
parent-reported measure, the validity of these two scales for
identifying ADHD will likely be confirmed. However, when
disregarding the scales, one should consider the evaluations
made with the cognitive tests that directly make cognitive
measurements and are essential to decide the diagnosis of
ADHD. In this study, the tests that contributed the most to
this decision tree were the Attention Cancellation Test (ACT)
and the Trail Making Test (TMT).

The study presented as a relevant factor the case of over-
lapping diagnoses of neurons when using the SOM and,
in conjunction with the decision tree, was able to separate
88% of the cases. This way, future works can collaborate
with the technique addressed in the study through supervised
data procedures. These tools can help in making comparisons
between results of standardized tests aiming to reduce possible
biases of behavioral evaluations based on informants’ reports.
Future studies can test the same decision tree on larger
samples to see if the attributes that showed higher accuracy
are maintained. By doing so, the best indices of cognitive
and behavioral assessment instruments that contribute to the
increased accuracy of ADHD diagnosis may be identified.
Since this study controlled for no comorbidities in the ADHD
group, it is recommended for future studies to use sample
groups with and without ADHD comorbidities from other
psychiatric and neurodevelopmental conditions. This type of
sample may allow the testing of new and more complex
models due to the natural overlap of signs and symptoms
between ADHD and some of these comorbidities.
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