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Abstract—Simulation studies on ITS-dedicated routing protocols
usually focus on their performance in specific scenarios. However,
the evolution of transportation systems towards autonomous
vehicles requires robust protocols with proven or at least guar-
anteed properties. Though formal approaches provide powerful
tools for system design, they cannot be used for every types of
ITS components. Our goal is to develop new tools combining
formal tools such as Event-B with DEVS-based (Discrete Event
System Specification) virtual laboratories in order to design
the models of ITS components which simulation would allow
proving and verifying their properties in large-scale scenarios.
This work present a methodology to increase the amount of
proven properties on ITS-components. In this paper we describe
how the methodology can apply to the study of a routing protocol.
We describe how both the Event-B and DEVS models of the
routing protocol are implemented and validated.

Keywords–Routing protocol; Vehicular Networks; Formal Mod-
eling; Discrete Event Simulation; Intelligent Transport Systems.

I. INTRODUCTION

Wireless communication technology plays a key role in
the development of Intelligent Transportation Systems (ITS).
Early deployed in the European Rail Traffic Management
System (ERTMS), the Global System for Mobile commu-
nications Railway (GSM-R) allows a continuous location
and movement management of the trains. However, before
GSM-R was adopted in ERTMS, it had to fulfill several
specific requirements regarding notably the control-command
processes, materialized through the European Train Control
System (ETCS) applications, and the security mechanisms,
achieved through the Euroradio protocol. While formal meth-
ods have been widely used in order to prove the correctness
of ETCS applications, the evaluations regarding the GSM-R
have been performed essentially by simulation and real-world
testing based on key performance indicators.

The same trend is now observed in the evaluation of
wireless technologies for vehicular networks (VANET), where
the evaluations regarding the wireless technology are mostly
conducted through simulation and testings, considering mainly
performance issues instead of proven properties. The con-
vergence of the main network architectures to the all-IP
(Internet Protocol) is pushing both railway operators and car
manufacturers to evolve from dedicated infrastructures to a
global network connecting all the communicating objects in the
smart city. The Internet protocols, initially designed for best-
effort applications, are now confronted to the requirements of

application domains that are traditionally more sensitive such
as tactical units, e-health, and intelligent transport systems.
Given the variety of the requirements that could be imposed
by such applications, rapid and efficient tools for validating
and evaluating custom domain-specific protocols are suitable
at the earliest stages of their design.

Based on the formal models of the custom protocols de-
signed on top of IP for managing the communications in a ITS,
the research work presented in this paper aims at developing
a methodology for obtaining through simulation, not only
performance indicators, but also additional formal proofs of
some properties attached to both the designed protocols and
the entire transport system itself. To that end, a methodology
combining formal methods and discrete event simulation has
been introduced in [1]. Though the approach itself can be
generalized to other applications, this research work will focus
on the design and the evaluation of a routing protocol for ad
hoc communications between the vehicles of an ITS.

In this paper, we present the formal models of a vehicular
ad hoc network routing protocol realized with an Event-B
based tool, namely Rodin, and the related DEVS-based models
implemented in the Virtual Laboratory Environment (VLE).
The rest of this paper is organized as follows. After a brief
review of the literature in Section II, the proposed approach is
described and discussed in Section III. The models currently
developed are explained in Section IV. The validation of these
models is then described in Section V.

II. RELATED WORK

Several alternative approaches can be adopted while de-
signing and evaluating the protocols for ad hoc communica-
tions in vehicular networks. The following review focus on
the main trends observed in the literature for the protocols
that manage only vehicle-to-vehicle communications [2].

A. On the design of ad hoc routing protocols

Most of ad hoc routing protocols for VANET identified in
the literature are inspired from those standardized for mobile
ad hoc networks (MANET), and they can be grouped into a
limited number of approaches as follows:

• The reactive protocols (DSR, AODV, etc.) that com-
pute the routes on-demand [3]. They do not maintain
periodically information on the network topology. As a
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result, they generate less routing traffic, thus preserv-
ing the bandwidth for useful applications. However,
since the route computation starts only when the traffic
has to be sent, this often leads to higher delays,
which is not suitable for real-time applications and
high mobility environment such as vehicular ad hoc
networks.

• Another family of protocols identified as proactive
(OLSR, etc.) permanently maintains a structure in the
network topology. These protocols compute periodi-
cally the routes ready to use when traffic arrives for
one of the known destinations [4]. Though they are
convenient for highly dynamic environments, these
protocols are more prone to routing traffic overhead
when the network is dense. Thus, they generally
implement a clustering scheme in order to reduce
the effects of broadcast transmissions, including that
related to routing traffic, and avoid congestion.

• The last approach developed concerns the so called
geographical protocols (GRP, etc.). These protocols
use information on the geographic location of the
vehicles in order to organize the routing of the data [5].
However, they assume the existence of a centralized
location service which provides to each vehicle the
positions of all the other vehicles. A such assumption
do not cope with pure ad hoc networks where no
infrastructure should be needed to ensure network
management functionalities. They are more likely to
serve in infrastructure-based or mixed vehicular net-
works.

B. On simulation based routing protocol evaluation
Most of the evaluations performed on ad hoc routing

protocols focus on measuring the performance obtained based
on a set of metrics in specific scenarios. The issues mainly
addressed in these studies are the following:

• In particular conditions of density, mobility and given
a communication technology, what performance pro-
file can the protocol guarantee to the various vehicular
network applications?

• For a set of possible configurations of the vehicular
network, does the protocol allow all the time to satisfy
a set of requirements according to a set of metrics
(delay, bandwidth, loss rate, etc.)?

• By varying both network configurations and the appli-
cation requirements, how both the protocol behavior
and the application performance vary?

The results obtained through this type of evaluations gen-
erally lead to a qualitative and quantitative appreciation on the
performance of the protocol. However, they are not performed
to obtain the proofs on the protocol intrinsic properties. One
of the studied properties concerning ad hoc network protocols
is the convergence of the protocol, otherwise its ability to
complete its tasks and deliver a stable network structure in a
given time. Another property is the robustness which reflects
its ability to rebuild its structure and maintain its functionalities
despite the changes in the network. A third property studied is
its scalability (in terms of vehicle density or traffic load). We
are particularly interested by the properties related to quality of
service [6] or security [7]. These latter are the most crucial for

guaranteeing an increased interest for ad hoc communications
in future and effective vehicular ad hoc networks.

C. On the contribution of formal approaches
The adoption of wireless technologies in transportation

systems has been concerned with formal methods in their
earlier stages, since most of these systems impose stringent
safety requirements. Particularly, many formal approaches
have been proposed for the analysis of the routing protocols
for vehicular ad hoc networks. Other authors [8] propose a
methodology for verifying the properties related to security in
network protocols[9]. Singh et al. [10] present a formal model
of AODV with Event-B. Another study[11] concerns a similar
model of the DSR protocol in order to prove its properties
related to security. Finally, Kamali et al. [12] describe a set of
Event-B refinements of a formal model of the OLSR protocol.
Two problems persist with formal approaches in network
protocol design for intelligent transport systems, and suggest
an approach combining formal methods with discrete event
simulation:

• The first concerns the joint evaluation of components
which are prone to formal modeling with the other
components of the ITS which are not adapted to such
approach. The tools such as Event-B can only evaluate
formal models, while the simulation tools based on
multi-modeling allow connecting heterogeneous mod-
els and devices in a single simulation-based evaluation
process;

• The second problem is related to the scalability of the
formal tools. Though they provide some extensions
that can animate formal models, they do not support
large scale animation of a great number of interacting
objects, which would be mandatory in order to verify
the behavior of systems such as ITS and VANETS.

A first solution comes from Yacoub et al. [13]. They propose
to integrate the DEVS formalism mechanisms into a formal
modeling tool. This approach partially solves the problems
related to scalability of the formal tool by reducing the search
space through simulation between two applications of the
formal prover. However, it does not solve the problem of
protocol evaluation scenarios involving interactions with non-
formal models. We propose to investigate the other solution
consisting in the integration of formal models into a larger
DEVS simulation.

III. FROM FORMAL MODELING TO DEVS
A. General idea

The proposed approach consists in developing a methodol-
ogy in order to integrate formal models in DEVS-based multi-
modeling. As shown in Figure 1, this methodology operates in
two phases:

• The first phase consists in modeling some components
using formal tools such as Event-B in order to obtain
a set of proofs using the automatic prover, and a
set of proof obligations that necessitate an interactive
proving process involving an expert (denoted here by
RPO for Residual Proof Obligations);

• In the second phase, the formal models, the proven
properties and the RPOs are transferred into a DEVS
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Figure 1. Main steps of a methodology for enhancing the proofs on the properties of an ITS component using Event-B and DEVS simulation. [1]

multi-modeling, which integrates the models of the
components that do not fit to formal modeling. Then
a simulator generated from the multi-modeling allows
evaluating the entire system through a discrete event
simulation.

This approach will allow obtaining proven properties through
formal tools. It will also address the issue of interacting with
the components that are not prone to formal modeling, and
that of large-scale scenarios. Moreover, it will allow detecting
design errors in formal models when the simulation results
are in contradiction with some theorems. Finally, it may help
increasing the number of proven properties if the simulation
results bring new data that allow solving the RPOs. However,
the implementation of this approach raises some issues that
need to be addressed:

• Building automatically a DEVS representation of the
models, the related proven properties and the RPOs
obtained using the formal tool (Event-B). This issue
raises itself several implementation problems.

• Designing the DEVS multi-modeling in such a way
that the simulation results allow verifying the prop-
erties that were proven in the formal tool, and also
producing data that could be used in an interactive
proving process.

B. Application to VANET evaluation
In this work, we are extending a virtual laboratory based

on multi-modeling in order to simulate the communication
systems dedicated to transport, especially a routing protocol
dedicated to ad hoc communications between the vehicles
(Figure 2). The goal is to design a formal model of the
components that support formal specification (e.g., the routing
protocol). In this way, it is possible to verify and prove some
of its properties by resorting to formal methods and tools

such Event-B. The formal model of the routing protocol and
its proven properties can then be integrated into a larger
simulation, by the means of multi-modeling. Practically, the
formal models (from Event-B) can be transformed into DEVS
models (Discrete Event System Specification), and connected
with the models of the other components of the transport
system. In this way, it will be easier to integrate real-world
data into DEVS simulation and to manage the interactions
with other specialized simulators for the different components
(e.g., MATLAB for propagation models, OPNET or NS3 for
communications, SUMO for mobility models, etc). The goal
is to achieve realistic evaluations of the entire vehicular ad hoc
network system.

IV. APPLICATION TO EVENT-B AND DEVS

Following the steps described in Figure 3, we will show
how the proposed approach can be developed from the func-
tional model of the protocol up to the corresponding models
respectively in a formal tool such as Event-B and a DEVS
multi-modeling tool such as VLE.

A. Functional description of CBL

CBL [14] is a completely distributed algorithm: each
communication node initiates its own process. It creates a
hierarchy between the nodes in order to build 1-hop clusters
so that each node of a cluster can directly communicate to the
cluster-head without going through another intermediary node.
Some definitions are specified as follows (Figure 4):

• A branch node is a cluster-head node which is elected
by other nodes (branch or leaf). It emits HELLO mes-
sages like every node, but it is the only allowed to emit
topology control messages (TC), to forward applica-
tion messages, and to participate in the construction
of a chain. In order to control the propagation of a
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Figure 2. Vehicular Ad Hoc Network sample elements

Figure 3. Relations between a functional model of a protocol with its related Event-B and DEVS models
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Figure 4. Building a virtual infrastructure with a distributed algorithm: Chain-Branch-Leaf[14]

message, based on the application request specified in
the header fields, a branch node can forward it to:

◦ its leaf nodes;
◦ upstream branch node;
◦ downstream branch node;
◦ all branch nodes (including branch nodes of

another traffic direction).
These destination options are coded into the link code
of the original format of the packets defined in OLSR
protocol. However, CBL can be implemented inside
any other ad hoc routing protocol.

• A leaf node is an ordinary node which tries to connect
itself to the closest branch node. If no branch node
is detected, the leaf node elects the neighbor moving
with the lowest speed and in the same traffic direction,
as a branch. A leaf node sends both HELLO and
application messages of which it is the originator.

• A chain is a virtual backbone made up of a sequence
of branch nodes. Ideally, one chain should be created
per traffic direction. On longitudinal road context such
as highways, the chains behave as a virtual backbone
similar to the one that should be obtained with an
infrastructure. It offers to its branch nodes a path to
forward application messages over long distance.

• Branch Choice is a field added in the HELLO message
and containing the address of the elected branch to
which the HELLO originator node is connected.

• The Connection Time (CT) is the time during which
two nodes Ni and Nj could communicate if they kept
the same speed.

CBL builds a chain formed by particularly stable vehicles
called “branch” to which attach vehicles located in their cover-
age area, called “leaf”. Through OLSR routing messages, the
vehicles exchange information that allows each one deciding
in a completely distributed way if it is a branch or a leaf.
Each vehicle which is a leaf designates the branch to which it
is attached. As for the MPR in native OLSR, when a broadcast
message is sent, it is retransmitted only by the vehicles called
“branch”. In addition, CBL realizes an additional optimization
which makes it possible to indicate that a broadcast message

must be flooded only upstream or downstream in the chain.
The “vehicle” component including its routing protocol (OLSR
implementing the clustering scheme CBL) is a component that
can be modeled using formal tools [6].

B. Event-B model of a CBL based VANET
In this paper, we present the formal modeling of Chain

Branch Leaf protocol using Event-B . Reasoning on complex
systems and software development are ensured by the formal
method B [15] [16]. Event-B is an evolution utilizing only
the notion of events, the latter makes describing the actions
of abstractly modeling the behavior and specifications of our
protocol in the B language possible. The development in
Event-B is a list of formal models. This model contains all the
complete mathematical development of a Discrete Transition
System. The semantic of Event-B focuses on the simulation,
transition systems, and the simulation between all described
parts in the system. Each Event-B model is organized in
two basic constructs that are machines and contexts. Contexts
define the static part and machines define the dynamic part
of the model. In an Event B framework, we can develop and
structure asynchronous systems using abstract systems. We use
refinements to augment the functionality to be modeled or to
introduce details about the dynamic properties of a model. In
refinement steps we refine one model M1 to another model
M2, model M2 to model M3 and so on, until getting the
desired functionality. To analyze our Event-B model, Rodin
Core platform [17] was used. This platform is composed of two
main components: the first is Rodin repository and the second
is Rodin builder. They are integrated into Eclipse derived from
the Java Development Tools. The following models are largely
inspired from[11]. INITIALISATION event is the only auto-
created event by Rodin tool when we define a new machine
because every variable in the machine must be initialized in a
way that is consistent with the model as illustrated in Figure 5.

In order to identify the type of each variable in the machine,
we must add the invariants. Figure 6 shows every invariants
of the machine. The sent variable (inv1) represents the set of
sending data packets by any source node. The got variable
(inv2) contains the set of successfully received data packets
by any destination node. The lost variable (inv3) is the set of
lost data packets due to network failure. New variables Branch,
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Figure 5. Initialisation.

Figure 6. Invariants.

Leaf, OneHope (inv6-inv8) represent respectively the set of the
cluster-head node elected by the other nodes, the set leaf nodes
which tries to connect them selfs to the closest branch node
and the set of the elected branch by other node in 1-hope
neighborhood. The invariant (inv9) presents that the got and
lost data packets are subset of the sending data packets. The
disjointedness between the sets got and lost (inv10) means that
a data packet cannot be simultaneously both received and lost.
(inv11) makes clear that a node cannot be in the same time a
branch and a leaf. (inv12) defines that the branch and leaf node
are subsets of the set of all the network nodes. OneHope node
cannot be in the same time a branch and a leaf as specified in
(inv13). LinkChain set and IntraClusterLink define respectively
the link between only branch nodes and the link between all
networks nodes in a precise cluster as declared in (inv14) and
(inv15).

To initiate the communication between the nodes, we use
The event Sent Hello which represent the sending of a Hello
message from the source node (s) to the destination node (t).
The Guards of an event specify the conditions under which it
can be executed. In our case, they declare that a Hello message
can be sent between (s) and (t) provided that the node (s) is
different to node (t) as shown in Figure 7.

Figure 7. Sent Hello.

Figure 8. Sent TC.

Figure 8 presents that a sent TC event make it possible to
branch nodes to send a A Topology Control message to any
other node. Guards here specify that only branch node (c) can
send a TC message to any other node (t) from the network
nodes.

Figure 9. Got Hello.

Receiving events are illustrated in Figures 9 and 10 suc-
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cessively:
A receiving Hello event represents the success of receiving

of the Hello message by the destination node (t). (grd1)
precises that the sending hello message is a part of sent only
and not received by got or lost. (grd2) presents that hello
message has a correct references of the source node (s) and
the destination node (t).

Figure 10. Got TC.

A receiving TC event notifies the success of receiving of
the TC message by the destination node (t) from the source
node (c). Its Guards maintain the same ideas of a receiving
Hello event.

Figure 11. Lost Hello.

Losing Hello event means the lost of a hello message due
to any problem. Such problems can be a network failure or a
powered off of any node or a moving of one node to a new
location, and disconnection of a node from the network. As
shown on Figure 11, the guards state that the Hello message
is sent but not received neither by got or lost, and they precise
that there is not any valid route between the source node (s) and
the destination node (t). They state also in case of broken paths
(linkChain and intraClusterLink) that Hello message cannot
reach the destination node (t).

Figure 12. Lost TC.

Figure 13. Add Link Chain.

Figure 14. Add Intra Cluster Link.

51

International Journal on Advances in Networks and Services, vol 11 no 1 & 2, year 2018, http://www.iariajournals.org/networks_and_services/

2018, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Figure 15. Remove Link Chain.

Figure 16. Remove Intra Cluster Link.

Losing TC event means the lost of TC message sent by
a branch node (c) to destination node (t) as presented in
Figure 12. The guards of this event maintain the same ideas
as those of the Losing Hello event.

Figures 13 to 16 show the links between the nodes of our
protocol:

An Event Add Link Chain creates a link between two nodes
(x) and (y). (grd1-grd2) state that there is no linkChain between
the two different nodes (x) and (y). (grd3) presents that both
(x) and (y) must be only branch nodes.

An Event Add Intra Cluster Link creates a link between
two nodes (x) and (y) which can be branch node or leaf node
in the same cluster. A cluster is composed by branch node and
leaf nodes.

An Event Remove Link Chain deletes a link between two
nodes (x) and (y). (grd1-grd2) state that there is a linkChain
between the two different nodes (x) and (y).

An Event Remove Intra Cluster Link deletes a link be-
tween two nodes (x) and (y). (grd1-grd2) state that there is a
intraClusterLink between the two different nodes (x) and (y).

C. DEVS models of an OLSR-CBL based VANET
Another step in the development of the proposed approach

is to implement a DEVS-based multi-modeling of all the
components used to simulate an ITS (e.g., a VANET). The
DEVS modeling that we propose, early described in [18], is
based on two variants of the DEVS formalism: P-DEVS[19]
(Parallel-DEVS) and DS-DEVS[20] (DEVS Dynamic Struc-
ture). The first variant manages simultaneous external events
and internal transitions by introducing the conflict function.

The notion of transient state is also implemented by resorting
to zero lifetime events. DS-DEVS and its improvements like
DS-DE [21] introduce the possibility to modify the graph
model during the simulation. For example, it is possible to
create and destroy atomic or coupled models, or to create and
destroy connections between the models. In our case, all these
possibilities, which are not available in the classical DEVS
formalism, are fundamental. Indeed, we chose, for the moment,
to represent a vehicle as an atomic model whose connections
represent the communication channels of the vehicles in the ad
hoc network. The second important aspect is the management
of the vehicles movements in a 3D continuous space (the
road traffic lanes). Several space management options exist:
discretization of the space, which raises the problem of the
discretization step, distributing the space definition within
each model (vehicle) or centralizing the definition and the
management of the space into a specialized model. We chose
the third option. As shown in Figure 17, the model “space”
collaborates with the model “controller” which has a special
type: it is an executive from the point of view of DS-DEVS.
An executive is an atomic model, unique within a coupled
model, that can modify the structure of the coupled model.
All these operations are performed by the abstract algorithm
of the associated coordinator so that we can guarantee the
causality. The couple “space”-“controller” is responsible for:
location management of the vehicles, the detection and dy-
namic creation of potential connections between the vehicles
and the appearance and disappearance of the vehicles in the
studied section of traffic lane according to their respective
trajectory. The “space” model is notified by the “controller”
when a vehicle enters or leaves the section. The “space” model
calculates the connections based on the changes in the speed
and direction sent by each vehicle.

For each new connection, the “controller” is notified and it
updates the connection graph. Depending on its connections,
the “vehicle” model transmits and receives messages that allow
it to execute the routing protocol and the clustering method.
As discussed in Section II-A, proactive routing protocols offer
a bigger range of possibilities because they maintain a local
topology of the network. So, we chose a variant of the OLSR
protocol that implements the clustering algorithm CBL[14].

V. VALIDATION OF THE MODELS

A. Validation of Event-B models of CBL
Our initial model presented how the data packets were

transferred in only one step from their source to their des-
tination node in our abstract model. On the contrary, actual
protocols usually transfer data packets from source node (s)
to destination node (t) by hop to hop concept. Thus, in a
setting where not all nodes are directly connected, our goal
is to model the storing and forwarding architecture. For that
purpose, our model represents the variable gstore by invariant
(inv1) that is the relation between ND and Msg. (inv2 and inv3)
present that linkChain is the link between two branch nodes
and intraClusterLink is the link between any two node in the
cluster. Each data packet is stored using (got U lost) in the
network, or any node can similarly store it in local variable
gstore using invariant (inv4). Distributed data packets that are
represented by invariant (inv5) as (ran(gstore) ł (got ł lost))
are known in the network as sending data packets (sent). Each
data packet that belongs to (sent) in the network is given by
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Figure 17. DEVS model of an OLSR-CBL based VANET [18] in VLE

invariant (inv6). Invariant (inv7) shows that a new data packet
is a member of the network distributed data packets when it is
not a member of sending data packets (sent). The last invariant
(inv8) represents that it is not possible for different two nodes
to map same data packet in relation (gstore), this means that
a node is not able to store conflicting information regarding a
unique data packet (Figure 18).

Figure 18. Refinement: Invariants.

Figure 19 presents our refinement step that introduces a
new forward event which is forward TC. This event is used
to transfer the data packets from one node to its connected
neighbor through the route. The first four guards show whether
a new sending TC message is received or not using (got ł lost),
and whether intermediate nodes x and y are directly connected
or not. The destination node is represented by the target (t)
and the intermediate node by (x) in (grd4) and (grd5). It is
shown that the data packets (TC) is stored at the node (x) not
y in the last two guards.

In this refinement, we introduce a new forward event,
guards and actions in events that are sending hello, sending
TC, receiving hello , receiving TC, losing Hello and losing TC
(Figure 20).

As shown in Table I, these proof statistics of the formal

Figure 19. Refinement: Forward TC Message.

TABLE I. PROOF STATISTICS.

Model Total number of POs Automatic Proof Interactive Proof
Abstract Model 32 18 (56%) 14 (44%)
First Refinement 37 7 (19%) 30 (81%)
Total 69 25 (36%) 44 (64%)

development indicate the size of the model, the total number
of the proof obligations, the number of automatic proofs and
those proved interactively. In our abstract model, there are
32 proof obligations. 18 (56%) of these proof obligations
are proved automatically, and 14 (44%) proof obligations are
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Figure 20. Refinement: Events.

proven interactively. The use of forward TC and store in
the first refinement generate 37 proof obligations in which 7
(19%) proved automatically and 30 (81%) proof obligations are
interactive proofs. In our model there is 69 proof obligations
in which 25 (36%) are automatically proved and 44 (64%) are
proved interactively by Rodin tool.

B. Validation of DEVS models of CBL
All the models were developed using VLE, a DEVS-

based multi-modeling tool that allows creating coupled models.
Except the “vehicle” model which will be modified according
to the projection of its related model realized with a formal
tool, the other models should remain unchanged. Therefore,
it is necessary to validate their design and verify that they
behave correctly according to the corresponding vehicular net-
work when compared to other specialized and well-established
simulation tools. We performed this validation by simulation
using the following configuration:

• Network size: the network includes a total of 358
vehicles on the A27 highway in France. The trajectory
data have been generated based on real-world traffic
data of the A27.

• Mobility: each vehicle is associated with one of the
available trajectories. The trajectory determines the
entry date of the vehicle on the road, its movement
realized by successive segments with heterogeneous
constant speeds (segments of different lengths and
different speeds, respectively) and its exit date from
the road section.

• The OLSR protocol operates according to referenced
settings[14]. For the moment, only the sending and
receiving of HELLO messages required by the CBL
scheme are modeled. The communication range is
fixed to 500 m.

Figure 21 shows the number of vehicles entering to the
simulation, the number of vehicles leaving the simulation and

Figure 21. Evolution of the number of vehicles in the simulation.

the number of vehicles simultaneously present in the road
section. The total number of branch nodes is 15% up to 35%
of the total number of nodes, which reaches its maximum
value of 130 simultaneous vehicles present in the road section
(Figure 22).

Figure 22. Evolution of the number of branch and leaf nodes in the
simulation.

Therefore, about 70% of the vehicles are leaf nodes and
do not retransmit broadcast traffic, which confirms CBL per-
formance results[14]. The number of branch nodes per chain
indicates that there are 1 to 2 connected subsets in each traffic
direction, which confirms that the vehicular network is entirely
connected, at least in the same traffic direction.

Figure 23 shows that each vehicle has an average of 80
neighbors in the entire VANET, thus 40 in the same traffic
direction. Those which are branch nodes are selected by 20%
to 40% of their neighbors which attach as leaf nodes. Each of
these leaf nodes remains attached to a branch node 90% of the
time (Figure 24), and a node remains without any branch less
than 10% of the time.

This demonstrates that isolated nodes remains only few
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Figure 23. The number of one-hop neighbors and leaf nodes per branch in
the simulation.

Figure 24. The duration a leaf is attached or not to a branch in the
simulation.

time out of the vehicular network. All these results show that
these DEVS-based models of a VANET implemented using
VLE allow obtaining the same performance for OLSR with
the CBL scheme than those obtained with well-established
tools such as MATLAB and OPNET[14]. In addition to the
testings on each component, these additional results contribute
to validate the designed models.

VI. CONCLUSION AND FUTURE WORK

This paper presented a new approach in development. This
approach consists in projecting a set of formal models and
proven properties on these models through formal tools, in a
DEVS-based multi-modeling. Our goal is to put in interaction
all these formal models with DEVS models of other compo-
nents not prone to formal modeling in order to perform the
evaluation of the global transport system in a single simulation
process. This approach will allow verifying, by simulation,
that proven properties on formal models that might not be
sufficiently refined, are not contradicted in certain scenarios.
It would also allow producing the results of the simulation as
data that could be used in an interactive formal proving loop
instead of a human expert. This article presents the preliminary

formal model of an ad hoc network using the OLSR routing
protocol and the CBL clustering scheme, and the DEVS-
based related models that we have already realized. These
models will be used for the development and the proof of
concept of the approach we are developing. They models were
implemented using an Event-B tool, namely Rodin, and VLE.
The formal models were validate through refinements and
interactive proof, and DEVS models were validated through
a scenario of an ad hoc vehicular network built based on
actual real-world traffic data on the A27 highway in France.
Future work will concern the implementation of an automatic
conversion of the Event-B formal models to DEVS ones.
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