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Abstract—In this paper we extend our previous implementa- tuples of attribute-value pairs of the data carried inside t
tion of the T-MAC protocol inside the sensor network simular packets and not using globally unique identifiers (node yaddr
with a receiver-based routing (RBR) service and we proposerdl When the distance between source(s) and sink is large
implement several performance optimizations. We investigte the . . ’
impact of several MAC protocol parameters (listen time, reeiver |nte_rmed|ate nodes f_orward the m_ess_ages from_ hop to hop
contention window, radio switch time, etc.) on the performace Until they reach the intended destination. Selecting thet ne
of routing protocols used in resource constrained wirelessensor hop in order to establish a path (to a source or sink) can be
networks. The main performance criteria we are interestedm are  ejther initiated by the sender or delegated to receiver siode
itgeoenergy consumption (reflected by the active time the node | e first approach, the sender decides itself by analysing

perational), the throughput and latency of the network n . . .
delivering replies to users requests. its internal tables where to send the message, V\_/h_ereas in the
Simulation results have shown that using the proposed opti- Second approach the sender delegates the decision to all its
mizations improve significantly the performance of the RBR. neighbors, which distributively elect the best receiveheT
Moreover, we compare the performance of receiver-based rding  strategy to select the next hop employs various metricslwhic
against the unicast within our implementation of the T-MAC allow to find different paths, e.g., energy-efficient, sbart

protocol. Although in direct comparison the RBR approach is id. reliabl hs. d di h licati |
outperformed by unicast, we show that RBR can be efficiently rapid, reliable patns, depending on the application goals.

employed for opportunistic aggregation inside monitoringareas ~ Typically, the information collected in a sensor network

with many sources or in dynamic network scenarios. is highly correlated, yielding a spatial and temporal clare
Index Terms—wireless sensor network, simulation framework, tion between successive measurements. Exploiting the data
MAC and routing protocols, collisions. centricity and the spatial-temporal correlation chandsties
allows to apply effective in-network data aggregation tech
|. INTRODUCTION nigues, which further improve the energy-efficiency of the

communication in WSN. Aggregation can eliminate the in-

A wireless sensor network (WSN) is a communicatioRerent redundancy of the raw data collected and, additignal
network consisting of a large number of sensor nodes thatreduces the traffic in the network, avoiding in this way
are randomly and densely deployed in a geographical argangestions and induced collisions.
The nodes operate unattended and are forced to self-oeganizrhe paper is an extension of [1] and is structured as
themselves (in a multihop wireless network) as a result gfllows. Section Il presents the state-of-art and the naditin
frequent topology changes (due to node transient failurgfshind designing energy aware protocols for WSNs using
addition or depletion) and to adjust their behavior to cufrrecross-layer design. Section Ill describes the basic agproa
network conditions. Each of the distributed nodes in the WS} receiver-based routing (RBR)Section IV presents the
senses |nd|V|duaIIy the environment and they CO”abOﬂ@tiV design (using Cross-]ayering) of the RBR service (RBRS)
preprocess and communicate the information to a sink.  jnside our Timeout-MAC (T-MAC) protocol implementation.

Typically, a sensor node has limited energy and memoSection V discusses several optimizations made to RBRS.
restricted communication range and computation cap@@silit Section VI illustrates the performance of the RBR service
The communication cost is often higher (several orders pj giving various simulation results and comparing it with
magnitude) than the computation cost. For optimizing theicast. Section gives more comparison results and Section
communication cost in order to conserve energy, differatd-d VIII concludes the paper.
centric routing protocols and in-network processing téghas
have been proposed. Il. RELATED WORK AND OBJECTIVES

In query-driven WSNSs, routing protocols determine on The main impact on the energy consumption of the nodes is
which routes messages (query and data) are forwarded fwen by the MAC protocol and only secondly by the routing
tween the sink and sources (nodes able to deliver the rexfliesttrategy. A real energy benefit is achieved when using MAC
data) using data-centric approaches. In st@ta-centricrout- protocols with an active-sleep regime and/or low duty cycle
ing schemes, the destination node of messages is specifieddmch as S-MAC [2], B-MAC [3], T-MAC [4]). Considering
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the scarce energy, communication and processing resourtcesse both the unicast and the RBR service. An example of
of WSNs, a joint optimization of the networking layers bysuch an application is the opportunistic aggregation, wher
employing a cross-layer design is a promising alternative tlata packets are aggregated, if they meet each other on some
maximize the network performance, while reducing the globaode. Inside the source area the data packets are aggregated
energy consumption. using the RBR service, while outside it the aggregated data

Many of the current routing protocols are sender initiatgolackets are sent usir@TS/CTSunicast ([20]). Source nodes
[5][6][7], that is, the decision to which neighbor to routéhaving matching data (same type and required timestamp)
the just received message is taken by the sender. The serader potential aggregatordf. there is a potential additional
maintains some internal neighborhood table (e.g., gradieaggregator closer to sink, it gets a higher priority in theRRB
table or routing table), which is inspected when messagassociated transmission than an aggregator that is fartvesy.
need to be forwarded. Other protocols [8][9][10][11] use
the _recelver-bas_ed approach; in [9][1Q][11], the recen@n- IIl. RECEIVER-BASED ROUTING (RBR)
tention scheme is used to develop a unified cross-layergubto
and in [8] to build mechanisms that lead to efficient data The RBR service employs the use BRTS (Broadcast
aggregation without maintaining a structure, namely theaba Request-To-Send) control packet to gBCTS (Broadcast
Aware Anycast (DAA) and the Randomized Waiting (Rw). Clear-To-Send) responses from neighbors, which taketivié

The spare energy and processing resources of battery pgg\,participate in the transfer of the relevant informatiorsink.
ered sensor nodes require energy efficient communicatibi@ BRTScontrol packet serves as a negotiation between the
protocols in order to fulfill the application objectives ofSMs. Sender and all its potential receivers. After receivingBiiRer S
The use of both cross-layer design techniques [9][11][12} aeach node determines (according to the information caimied
aggregation [7][8][13] improves the overall network pgffo the paCket), Wherevel‘ |t pal’tiCipateS in the transfer. |deOI‘
mance in terms of energy conservation. to route a packet to destination the next hop shouldrioee

The use ofcross-layer designaims optimizing jointly appropriatethan the sender. Since there are several potential
several layers of the communication stack. Since for a regoure€ceivers, one needs to separate these receivers in yriorit
constrained node strict layering is inappropriate [14][e 9roups, according to the available and propagated routing i
emp'oy [12] a Cross_|ayer design by a”owing exchange &rmation. NOdes that aChieVe Hltreasing progreS$i.e., are
information (mainly) across application, routing, MAC andbetter placed or have more energy or data packets to aggregat
physical layers in order to optimize them. etc.) are placed in a higher priority group than others. The

Based on the application’s requirements, the network top@¥riority of a receiver node (i.e., its priority group) is alst
ogy, source placement and the aggregation function, a néged by the routing component (and communicated through
to optimal aggregation structure (tree) can be constructedthe cross-layer to the MAC) and is based on the progress a
[16] Various structured aggregation mechanisms (Cem| paCket W0u|d made |f the nOde forWa.rded the paCket. ThIS
[13][17] or distributed [7]) have been proposed. For quer)Flrioritization is introduced to avoi8CTScollisions (as more
driven sensor network applications, where several sour&ceivers may try to respond simultaneously). It is perfedm
nodes periodically report data to the sink, structured agg,by a receiver contention mechanism to access the channel and
gation mechanisms are well suited, since the traffic pattdfactually a computation of a random delay for B€TS

lasts for a long time and the overhead of construction and & seder/ RTS |, [ DATA ..
maintenance of the structure is low, compared with the gnerg receiver ] cTs |

benefits achieved through aggregation. For sensor network ] 1SS Ly
applications, where the sources are spread or the network 5 ooy, ooy
topology is dynamic, the high construction and maintaimanc M LR
overhead for the aggregation structure can outweight the recem —

I
(Priority Group 0) \SIFS LN ! i mni
ek R slot .

benefits of data aggregation. In such dynamic scenariod)mec
anisms are required that achieve data aggregation witheut t F e
construction and maintenance of a structure. S jenlacls | Geomed
Concerning the simulator, we proposed in [18] and extended ~ ™~
in [12] a modular, energy-aware network architecture of a Fi9-1. @) Unicast (using RTS/CTS handshake) b) RBR comtenti
sensor node as a flexible approach to design and plug-andrigure 1 shows the difference between the sender initiated
play various protocols at network and MAC layers, and toext-hop selection (usingTS/CTpand the randomizeHCTS
combine and analyse the impact of different parameters generation. According to which priority group the node
the performance and lifetime of the WSN. We implementdaklongs, it waits forZ'Z;é CWya, + cwj, where CWyg,
our simulation framework SNF (Sensor Network Framework$ the contention window corresponding to priority groiip
using the OMNeT++ 3.4b2 discrete event simulation package< n—1, assuming: priority groups) andw; < [0, CW,q,]
and its Mobility Framework [19]. is the delay time corresponding tb This waiting scheme
In the present paper we focus on the implementation of differentiates nodes of different progress into differpnority
additional RBR service to T-MAC for enabling applicationgroups, and attempts to assign different delays to nodateins

‘i
random delay . |
T

cancel BCTS‘
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the same priority group. The node getting the smallest delay (neighbors ofA, but not of C, e.g., nodeFE in Fig. 2)
wins the contention and send8&TSpacket to the sender of but are hearing thBATAwill go passive. Passive nodes
the BRTS If during the receiver contention, potential receivers (including D) adjust their NAV timer (see Fig. 3(b)).

hear aBCTS they conclude that a node (with a shorter receiver |n which way receiver nodes are elected in different pryorit
contention) has accepted to forward the packet. Nodes t@abups is a routing decision, which a node takes according to
overhear aBCTScan switch to sleep state. However, in th@s |ocal routing information. For example, when the rogtin
case of BCTS collision (Of nodes inside the same priorityuses geographic coordinates, the sender sends iBRIES
group) special attention should be paid ($8€). When the the sink and its local coordinates. Having this information
sender receives thBCTSpacket from the receiver that wona potential receiver determines if it is closer to sink and
the Contention, it concludes that the receiver contentiaded Corresponding|y the node becomes a member of one of the
and sends ®ATA packet to the intended receiver. B@CTS predefined priority groups. The same principle is used when
and DATA packets indicate the other contending receivers thguting metrics as hop count or combinations of hop count and
sender-receiver pair and the duration of the transmisstea (residual energy of nodes are used. Moreover, we may include

latter only in the DATA packet). If the sender node doesn the priority groups some criteria to promote aggregation
not receive aBCTS packet after) "~ CW,q,, it resends (see VII-3).

the BRTSin order to restart the transmission. More details

will be given in §IV. Finally, the receiver acknowledges the V. T-MAC WITH RECEIVER-BASED ROUTING SERVICE
transmission with am\CK packet. The T-MAC protocol uses a synchronized schedule in which
nodes follow a listen-sleep regime. The main states of the

PriGrp=0

\/ @ rricrp=1 protocol are illustrated in Figure 4. All nodes start in the
/ 0’*\% ® ricp=2 St ar t up state by setting randomly a local timer and listening
£ . .
/ the channel. Each node switchesiot i ve St art up state
/ - as soon as its own timer has expired or a foreign SYNC
o message has been received. At the end of Me¢i ve
| J St art up state the node is synchronized and switches into
Sgk \ g Active-Sleegegime. InActi ve Oan state the node has its
\ own schedule during which it can receive and transmit. The
T — _/ protocol states for a unicast communication are illustrate
\ E Figure 5.
Fig. 2. The exchange of messages for a transfer between sAate C.
[ ' 3 kickFrameActive() g
Assuming the neighborhood given in Fig. 2 the RBR algorithm @ ; | roeon £
is briefly described below and is illustrated in Figure 3. o | 8
I sl ‘ setRadioSleep()
BETS C?HCEI pelay & BACK cancel NAV fsync rece\ved,agoztgchesciuTeS ' (;) | List Om{\geﬁlgll 0
von C H von C i new | | | isten sethextSchedule
DelayB L NAav 5 per i i(_Active Startup |1 Tme:::tive o
: ! [rev sync: adopt : .
B | ' M = |
A A [ Synchronisation Phase_ ! L Active-Sleep Regime |
. DATA o BRTS BCTS DATA BACK Fig. 4. Main states of T-MAC protocol.
C — C T Listen Timeout
petav e S FRTS | IDLE hes unicast DATA win co?l‘:n::i /RS;I:SRTSco:ﬁ:inon
Fig. 3. NodeA is the senderfa) Node B and C' compete for the reception RTSnotforme |
(b) Node D remains quiet and adjusts its NAV-timer up@ATA reception. %Sy Lose B
CTS && hgs DATA % |contention é CTS IDlset_
= conenlonr
1) Node A sends aBRTSwith routing information. (Send FRTS) | ((SendCTS) | unconieniorfisendos
) . send FRTS win contention|/ send CTS ose
2) _NodesB,C andD receiveBRTSand compute the prior- o KA i S| (Send DATA ) =nentony
ity group (at network layer). More appropriate receivers _Dm | imeout A
calculate a lower priorityB and(C), unsuitable receivers i comentonisend AK| (S ond ACK_)Lmea e

(only D) are passive (NAV) (see IV-A).

3) Receivers compute mndom time delayaccording to
the RCW of their priority group. ReceiversH and C') The above states are almost self-explanatory and are common
of the same priority group compete for the receptioto RTS/CTS handshake mechanism ([20]). The reason to send
(see Figure 3(a)). data packets using the Request-To-Send (RTS) and Clear-

4) After expiration of the delay the receiv€r(assume that To-Send (CTS) control packets is to reduce collisions, when
C computed a lower time delay tha®) sends 8BCTS two or more nodes transmit near the same time (hidden-

5) Potential receiversK) who receiveBCTScancel their station problem). This handshake mechanism is useful when
receiver contention and go passive (see Figure 3(a)).the data packets are long, since if the packets collide, they

6) A sendsDATAto theintendedreceiver (). Nodes still are discarded, the energy is wasted and a later retranemissi
in receiver contention, which didn't overhear tBETS requires additional energy consumption both at sender and

Fig. 5. T-MAC protocol state diagram for unicagtctive Ownstate).
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receiver. Broadcast packets are never sent using the RES/GY. Cross-layer implementation of RBR
handshake and are not acknowledged (using ACK packets). receiver-based routing describes a communication method,
In case ofActi ve Foreign, the node is in active statejn which each node has the choice to participate (or not)
of a foreign schedule, where it can only receive. Thereforg, the communicationin classic layer based protocols the
the state transitions are the same as in the Ieft_5|de Ofg'gﬁbmmunication is initiated by the application layer and the
5. The Future-Request-To-Send (FRTS) packet is an extensifessage passes themplete protocol stack, starting with the
meant to avoid the early sleeping problem ([4]). application layer and forwarded by each subsequent layers,
We extend our previous implementation of T-MAC with the\etwork, data link and physical layers at sender, while on
receiver-based routing service (RBRS). The protocol stite  the receiving end it is forwarded by the physical layer in the

the receiver-based routing (RBR) are illustrated seprate opposite direction to upper layers until it reaches the ivece
Figure 6 for clarity reasons. The entry point for both statgpplication layer.

diagrams is the DLE state, from where either the RTS/CTS ' according to the local information at sender, the routing

handshake or the RBR service can be used. protocols of the network layer decide to which neighbor
foreign BCTS | foreign DATA foreign BCTS || RTS ot for me | CTS || DATA node to forward the message. However, in case of receiver-
e el ras msg based routing, the routing decision is not taken at the sende
RECE VER free] send BRTS Instead, the sender initializes the communication andntiaie
receivers compete for the reception. The winner becomes

NAV

CONTENTION
delay = computeDelay()
RC-Timer( delay)

Timeout NAV

busy

SE ree] senaacTS ; i co&memms the intended receiver for the sender. By shifting the rautin
et 'Dﬂ - decision to the receiver node, it is possible to use infoionat
b T T feef send DATA for the routing decision, which is not local to the sender.

e Due to the relocation of the decision, strictly speaking,

List

the sequential forwarding of the message through the layers
cannot be met. The sender initializes the communicatioh wit
In the following, we explain the protocol by describing th& messageBRTS which contains all the relevant routing
conditions and actions of the state diagram. Not mention#tformation decision. Each node that receives the messdge w
terms/conditions and actions are self-explanatory. Later analyze this information and decide if it is a potential reee

Fig. 6. T-MAC protocol state diagram for RBRA{tive Ownstate).

focus on particularities and optimizations. This decision is made at the network layer of the receiver.
We used the following abbreviations for conditions: Thus, the network layer of the receiver is already involved i
CD: collision detected betweeBCTSpackets the communication before the actual data flow.

FC.: first collision betweerBCTSpackets
same BRTSreception of a previouBRTSpacket (resent) Networkayer
foreign X reception of a packeX with different destination \ » I I
other. reception of another message as expected N g |
busyor free channel is used or not during carrier sense | \ \ [ \
not participate not a potential receiver (seemputeDelay ‘ ‘ ! | e | €
. . ﬂi_l Routing decision
Moreover, we employ the actionomputeDelaywhich cal- | |y < ST eers)
| e |
! !
\
!

Data link layer
MAC

Physical Layer

Physical Layer

Data link layer
MAC

Network layer

(BRTS)

\
|
— »l

Information

Cross-layer !
Interaction |

culates the receiver contentioR@ time to set the node’s !

corresponding timerRC- Ti nmer ) until it sends theBCTS ryerans I T - |
Concerning the behavior of the T-MAC protocol, there are | J e ‘

some aspects that need special attention. The first one is tg 1<Lf ] o

customize the T-MAC's active period. The active period of Receler | |

a node ends, if during the timeout activation (TA) it does ~ — > @ > Vieess communalonbetien s

not detect any activity (e.g., an incoming packet, colhgjo Fig. 7. Packet flow using the receiver based routing service.

then the node goes to sleep. Otherwise, if the node overhears

or starts a communication, it schedules again a timeout afte When sending the reply all potential recipients are compet-
this communication finishes. The timeout value is set 199. The response time of the receiver depends on the decisio
stretch a small contention window and RTS-CTSackets ©f the network layer. The receiver which responds first (with
exchange. Hence, collisions and the resulted retransmissi@ BCTS, becomes the communication partner for the sender
extend the node’s active time and increase, therefore, #Rethe current transfer.

energy consumption. The second important aspect is refated AS shown in Figure 7, in RBR mainly cooperate the data
retransmission. Hereby, as the nodes are synchronized andi{ik layer and network layer in the potential receiver witich
want to avoid them sending simultaneously after waking upther. Therefore, the receiver-based routing applicatambe

we need a large enough contention time before retransmittiflivided into different components, which can be assigned to
Note that a relatively large contention time helps avoidingie individual layers:

collisions, but it also extends the active time of the node. o« T-MAC RBR serviceservice on the link layer for the
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actual communication. Realizes the communication b8) The RBR service stores the values of all routing paramseter
tween nodes, but does not make any decisions. inside the cross-layer.

o Routing Unit service at the network layer. Handlest) The number of parameters is registered in the cross:layer
communication with the MAC layer in the context ofThis information type was registered at the initialization
decision making. the cross-layer with active notification. The Routing Urdish

« Strategy Unit: implements a routing strategy on thebeen registered as a subscriber. This information typeeserv
network layer. Take the actual decision on the basis aé a trigger for the registration function of the routingtuni

the transmitted routing information. subscribe for actual routing information parameters.

Figure 8 illustrates the message flow until the fiBRRTS

packet is sent by the sender. ~ MNetworkLayer
. . Routing Unit

1) The application layer of a source node generates a 8 read roung info Strategy Unit
DATA packet and sends it to the network layer. In the control ST
information of the DATA packet there is also the interest 6) subscribe Last P 7)ca|?routing f 1) publish PriGip
identifier (ID) necessary to map the corresponding routing __ SinoifyRP-sze _ siaegy (0T

information stored at nodes. This step is omitted at relaleso

2) The routing unit calls the strategy unit assigned, which S

4) publish size of DLL Layer

writes the required routing information (related to theeiged ER— 12) notiy PriGp
iID) in the dynamic part of the network header. Ypublshroutng  ABR service of T-MAC 19)road PG
H parameters 14) compule a Qelay according to Iojreadirip
3) The netv_vork layer use a special target addreg@&RBH to Dregsrong | PHOPaNiSROW
signal the link layer to use the RBR service. T parameters
4) The RBR service from T-MAC copies the contents of the mecewesmsT Tm)senuws
dynamic part of the network header in the dynamic header
part of BRTSpacket. Fig. 9.  Cooperation between the components at a receivee npdn

5) The link layer sends thBRTSpacket as broadcast. reception of the first BRTS packet.

5) The notification service of the cross-layer informs the
routing unit that the information type for the number of iagt
information parameter has been updated (and for subsequent

‘ Application Layer ‘

1) Application layer DATA message

Fouting Unit DRI ey receptions that the routing parameters are updated).
Strategy Unit 6) The registration function subscribes itself to be nalifie
2) Set/ Update r?,unngparameters for updates of the routing information parameters (the last

parameter update triggers the naotification).
7) The registration function calls explicitly the stratefuyc-
tion, since this is not automatically called by the first uggda

3) Network layer ?ATA message

DLL Layer
RBR service of T-MAC

) @ CYRENIE PENEEETS of the routing information at the firdRTSreception.
5) send fRTs 8) The strategy function reads the routing information para
eters from the cross-layer.
Fig. 8. Flow of messages (at sender) until the BRTSis sent 9) The strategy function calculates the priority groE’piGrp)

Figure 9 shows thesequence flow of operationst the according to the received routing information parameters.
receiver after receiving a fir@RTSmessage. Since the RBR10) The priority group is passed to the routing unit.
service inside T-MAC must be flexible, in order to be ablé1l) The routing unit publishes the computed priority group
to process various RBR-strategies, at the first BRTS remeptin the cross-layer. This information type was registered at
the communication between the RBR service and the Routiimjtialization and the cross-layer has registered itsedf aa
Unit and its associated Strategy Unit must be initializeidgis subscriber.
a cross-layer component. This is mandatory since the typ2) The RBRS is notified about the updating of the information
and number of routing information parameters depends on tiype for the priority group.
used strategy/strategies. Accordingly, it changes thebmum 13) The RBRS reads the priority group from the cross-layer.

of parameters for the decision function call. 14) Using the calculated priority group the RBR service
Figure 9 shows the sequence of steps until a BCT&®mputes the delay for iBCTSpacket. (If the node does not
response packet is sent. participate in the communication, it skips in the NAV state.

1) The T-MAC RBR service receives the fiBRTSpacket. 15) When the timer expires the node send3GI Sresponse

2) The RBR service reads th@dynamic partof the BRTS if during the delay ndBBCTSor a DATA packet was received.
header and registers the individual parameters in the crossAt subsequent receptions 8RTSthe handling is analog,
layer. Only for the last parameter the notification servi€e @xcepting the steps: the routing information parametees ar
the cross-layer is activated. This parameter is used irrdutalready registered and the routing unit has subscribed to be
receptions of aBBRTSpacket to trigger the call of strategynotified when the routing information is updated, i.e., th# c
function (the actual routing decision) at the network level of the strategy function is triggered automatically.
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V. RBR OPTIMIZATIONS medium is not used, the throughput decreases while thechaten

To design an effective receiver-based service implies #d the power consumption increase. The optimizaarly
avoid collisions whenever possible and, if they still ogcuResendensures a faster recovering af@€TScollisions by
to handle them efficiently. To that end, we propose in tH&P€ating the receiver contention process as soon as fgossib

following several optimizations. To that aims, after a collision BCTSpackets, a neBBRTS
_ _ o packet is sent without an initial contention period. Nodwest t
A. First Group Weight optimization have caused the collision don’t notice instantly, sincesihgle

Potential receivers compete for reception only within thehannel radio has a relatively long switching time from send
same priority group. Each priority group has an onwneiver to receive. These nodes require a shafF-DATA timeout
contention window (RCWYThe smaller th&RCWis, the higher until they reach thd DLE state (theWF-DATAtimeout and
is the probability that collisions occur. Collisions withthe the delay to resenBRTSare small compared to the average
highest priority group have the largest negative impact a@ontention time). Nodes that observe the collision brealrth
the performance of the RBR-service. In order to extend theceiver contention and go tdLE state. Since the nodes that
receiver’s contention window for the highest priority gpofilo  received only one of the two collidBICT Spackets are ifNAV
reduce the likelihood of collisions) we provide an optintiaa state, all neighboring nodes of the sender are eithérDbE
referred asFirst Group Weight The weight of the firsRCW or NAV state when théRTSpacket is resent; thus, the risk
is set through a configuration file. For a largeCW there of a collision does not increase significantly. Usually, e®d
will be fewer collisions, but the average duration of a data the NAV state are passive and do not respond tBRI'S
transmission extends also. The weighting should reflect theessage, excepting a retransmission of BfRI'S The nodes
density of the network, i.e., it must scale with the numbaetetect that they received a copy of tBRTSand start a priority
of neighboring nodes. For example, for a network with 5-group calculation. After the retransmission of tBRTS all
neighbors we set the weight for the highest priority groupeighbors of the sender start a new priority group calcoati
to 40% and the rest of 60% is equally divided between tlend possibly a new receiver contention. The sender remains i

remaining groups (see Figure 10). stateWF- BCTS (see sender state diagram in Figure 6). When
RCW RCW RCW RCW a second collision occurs, the sender transit$ DbE state
PriGrp 0 PriGrp 1 PriGrp 2 PriGrp 3 and restarts the communication completely from the scratch

/\/\/\/x The scope of théEarly Resencbptimization is to recover

1 1 1 1 \ faster afteBCTScollisions by skipping the initial contention

0 Maximal Receiver Contention Time Tmaxk  at sender. By omitting the initial contention time of tBRTS

the risk of a collision does not increase significantly since

. . , , adjacent sender’s nodes are either in KA/ or just switched
Knowing the maximal neighbors density of a node one cafk, the| DLE state.

analytically determine the minimd&RCW size, such that the

probability of no collisions has a given valyg,, ..;- The C. Change Priority-Group optimization

RCWis given by m—— Depending on the topology of the network and the strategies

ROW — ﬁswk/ ko i~ ’ applied (since the receiver priority group is computed by a
Pno_coll routing strategy), it may happen that a sender cannot find

wheret,,, is the switching time of the transceiver. The numbed" optimal receiver. Getting a non-optimal priority group a

Fig. 10. Division of th€Tl}, ... rc for four priority groups.

of slots is given bthCW_ all potential receivers means a loRC time, which leads
e to a higher latency of the transmission and a higher energy
B. Early Resend optimization consumption, as the active phase of T-MAC is extended. The

Potential receivers check after their ovateiver contention optimization aims to prevent this by raising the group ptyor
expiration whether the medium is free. Note that the node$ all potential receivers, until at least one belongs to the
have a single-channel radio, i.e., they are not full-dugled highest priority group. This is achieved through the insere
require a switching time between the transmit and receill@ (ilD) andflag fields inside the header of the RBR-service
mode. Even though the medium is checked before eactessages. Th#D is necessary to map the data to the given
transmission, the switching time and the finite speed oforadinterest (request). The one byte flag field (see Figure 11) is
waves propagation may lead to collisions. divided into a 1-bit field used in thBCTSresponse to notify

The denser a network is, the more potential receivetfse sender that the receiver has raised its priority grood, a
compete for reception, which increases the probability af 7-bit field for the value of the decrease in the priority grou
BCTScollisions. Collisions ofBCTSpackets have a negative(in the BRTS or the current computed priority group (in the
impact on the performance of the RBR-service, since tlBCTS. A potential receiver sends in thBCTSits current
data transmission needs to be re-initialized. The retr&sssom adjusted priority groupRriGrp).
includes the initial contention of tHBRTSpacket. In addition,  Upon receiving theBCTSresponse, the sender verifies the
nodes that heard thBRTSpacket or one of the two collided priority group. If this does not correspond to the optimal
BCTS packets go inNAV state. Since during this time thePriGrp, it increments a counter for the specifidd®. If the
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counter reaches a threshold (specified in a configuration fil&. Active time

at the next transmission of a data message for the sam@ne active time of a node significantly influences its energy
interest, the sender sets in the flag the required decreas‘%dﬁsumption.Activities in the node’s neighborhood extérel
multiple of the threshold) in order to raise tH&iGrp of npoge’s active time, since they reset the active timeout tfer

all potential receivers. The potential receivers read thg fl neasurements we used a multihop sensor network with
from the sendersSRTSmessage and, if the value is greatefops between source and destination, and a variable neigh-
than zero, they raise their owPriGrp with the.glven value. porhood density of. neighbors (see Figure 12). The source
Receivers send in theBCTSresponse the neRriGrp and the  generates data packets at each 200ms, and the simulatien tim
flag that indicates that they have raised their priority @ou is 1 minute. To minimize the effects of subsequent transfers

y; CA PriGrp=1 in the first measurement we chose= 1.

Hop'm Hop 2 Hop 1",

1.BRTS Sour
[T1 =001 9 ;

Sender g S
Fig. 12. Simulation scenario.

active time vs. interval size vs. density for CC1000

T

AT PriGrp= A PriGrp=
\ ) PriGrp=1 \ ) PriGrp=0

Fig. 11. Change Priority-Group(@) 1: Sender send8RTS2: Node B
computesPriGrp 1 and since no node has the smallest priority group, it wins

the RCand send8CTSwith its PriGrp. 3: Sender increments a local counter 188
for not optimalBCTSresponse(b) 1: Counter reaches threshold: sender sends <80
BRTSwith request to adjust thBriGrp. 2: Receivers increase thefriGrp. 970 ¥
B wins theRC and send8CTSby setting the first bit, i.e., it has raised the %60
priority, and its current computeBriGrp (flag = 0x80). 2 4518 Vi
If during the priority increase optimization a new potehtia 28
receiver is added to the neighborhood of the sender, the new 10 <[k
node computes a better priority group that the optimum. This oo 3.
receiver will not set the 1-bit field in th&CTS response, °”’en;,%_ F LM s
notifying the sender that it has computed the highest ftyiori My, 8372
grOUp, WlthOUt uSing the priority grOUp increase reqUGSt. | active time vs. interval size vs. density for CC2420

addition, the receiver contention is reduced by half tinteit s
is likely that this node wins the contention and this receive
can send itBCTSresponse. If the sender receiveB@T Swith

no flag set, it resets the counter for the correspondingester 80 (.
qu_the next _trgnsmission the _sender c_ancels _its request for S;g
raising the priority group of all its potential receivers. Lo |
VI. PERFORMANCE EVALUATION %‘3‘2 v
For the evaluation of the RBR service, we analyze the 20
following performance parameters: active time (which high 10, [+
impacts on the energy consumption), throughput and latency ’ee%s,

Simulator settings in the simulation we used the Chipcon
CC1000 (used by MiCA2) and CC2420 (used by Telos) single
channel radio transceivers with the following parameters:

Fig. 13. Impact of the network’s density aRCWsize on active time.

current [mA] power [MW]
[ SL [RX ] TX ] SL [ RX [ TX | Switch Figure 13 shows the effects of the density of the neighbors
CC1000] 0.11] 10 [ 83 ] 0.33] 30 | 33 25 and the size of theeceiver contention windo{RCW on the
CC24201] 002 ] 24 | 14 ]| 004] 48 | 28 | 30 active period of both transmitters.
switching time [ps] The CC1000 transceiver has a much higher active time than
Transceiver[| SL-RX [ SL-TX [ RXTXSL [ RX-TX | TX-RX | the CC2420 transceiver. The difference cannot be explained
gg;ggg ggg ggg 18 ggg ggg only by the higher transmission rat@50 kbps compared

to 76.8 kbps), since the proportion of time in which the
For T-MAC we set the listen time to 30ms and the fram&ansceiver is in transmitting mode is approximately 2%.
time to 600ms. The overhearing avoidance flag is disabledRather, it seems likely that additional causes generat thi
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behavior. To investigate this closer one needs to analyse t
number of events that occur during a transfer. Events thi
negatively affect the behavior and extend the active perio
are collisions of messages and their consequences.

For small RCW the active time increases quickly with
increasing of the network’s density. This leads to frequer
collisions ofBCTSresponses, whereby the receiver contentiol
needs to be repeated. Therefore, the active timeout is agt.ag
For largeRCW the active time remains relatively constant.
The negative impact on the active time by a long-lasting . . . .
transmission (due to the largeC) will be compensated by : Y e comtention windaw b
rare occurrence oBCTScollisions.

Next we investigate the possible causes for an extended
active time. The measurements in Figure 14 show the influenc
of the BCTScollisions on the active period of the CC2420 * Syt
transmitter. Each graph shows the number of events (per g “ [ '
packet) occurring (lower part) and the active time of the
transceiver (upper part) according to varidR€W sizes and
different neighbors densities.

A BCTScollision occurs mainly due to the fact that the
difference of two or more calculated receiver contentiomets
is smaller than the transmitter's switch time. Using a sngl
channel transmitter, a potential receiver node is able &xich
the channel for activity until its transmitter switches rfro
receive to send. It is possible, that during switching aeoth
node starts to transmit itBCTS The first node cannot notice (b) 4 potential receivers
that and, therefore, the length of tHRCW especially the
difference between two receiver contentions is importahe
shorter the switching time of the transmitter is, the snmalle
the difference between two receiver contentions can bet The
means, the smaller the switching time of the transmitter is,
the more opportunities have other nodes to compute a receiv
contention that does not lead to a collision.

During a transfer, theresend eventoccurs at the first
collision of theBCTSresponses. This event is triggered by the
Early Resen@ptimization, when after the fir@CTScollision,

a newBRTSis sent without contentiofsee V-B). Since the
initial contention time is omitted, this event has a relaljv
small influence on the extension of the active ticoepared to (c) 6 potential receivers
restart the transmissioif a secondBCTScollision happens,
the whole transfer must be restarted, including the initia
contention. In graphs this corresponds to tlestart event
which has a much higher impact on the active persidce
it increases the fraction of time that the radio spentdte
Receivestate as part of the whole active time.

Hence, for increasing neighbor density and laRféW the
active time remains relatively constant, despite the meee
of the number of negative events, since if a transfer wa
successful, it is likely that a low delay time has won the
contention. The number of retransmissions will be highel . . - : -
but the transfers are in average completed faster and tt receiver contention window [ms]
compensates partially the negative effect.

In case of the CC1000 transmitter the same measurements lead ) . ) )
to a larger number than for CC2420 (figures are omitted herEf 1%, CC2(20: mpact &RCWsize o e scve perod of he vansriter
This is due to the fact that the CC1000 has larger switchingog)for different density of neighbors. Each graph gives alse ihmber
time, which increases the frequency BETScollisions. A of relevant events (collision, resend, restart) for défarsize ofRCW

active time [%]

events per packet

(a) 2 potential receivers

RX Receive

active time [%]

events per packet

active time [%]

I
2
]
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(d) 8 potential receivers
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larger switching time means that during a node is checkimpgtential receiver is in the receiver’'s contention, a nadthe

the medium and switching to send the probability that anotheeighborhood, which has not received the origiBRITS can

node (during this time) starts to transmit is higher andsthustart itself a transmission by sendin®&TSpacket. If this is
more BCTScollisions occur. the case, only one of the two transmissions can be succlgssful
completed, assuming that no collision has happened. The
hidden-station problem cannot be effectively solved by the
RBRS. If a collision occurs, both transfers must be re-start
These two cases occur more often when the data rate increases

""""""""""""""""""""""""" packets are deleted.

60

Switch
50 Send
Idle Receive
40 - RX Receive

30

20

active time [%]

10

resen d —_—
restart
drop ——

VII. COMPARISONS AND EVALUATIONS

In order to compare the energy savings achieved through the
proposed optimizations we consider here the sensor network
given in Figure 17.

05 -

events [1000]

(]

o 0.2 0.4 0.6 0.8 1
switch time [ms]

Fig. 15. Impact of the switch time on the active time.

Figure 15 shows the impact of the switch time on the acti
time for a fixed RCW (4ms) and a given network density. Fﬁ: 7
For smaller switching times, the active time decreases. &
increasing the switching time, the active time increases,al Y Fﬁsﬂﬁf‘ ) et )
but more than the sum of the individual switching times. Thwstfgﬁ]
cause is the higher numberBETScollisions when the switch
time increases. hos

hoft]
B. Throughput and latency - - host[ﬁk‘ Ziv:glfﬁbﬁmk«

In order to measure the maximum possible throughput ai bt
the source-sink latency in dense network, we set m=5 and n: hostﬂ 8] hosi{17]
Figure 16 shows the drop rate and the latency for differe:.

RCWsizes. In low traffic networks the latency is independent

of RCW With increasing data rate increases also the latenc gfor this network the source is node 22 situated on the right
and its variance. This occurs rather for small than for lar de of the figure and the sink is node 0 situated on the left

RCW An increasing latency leads also to packet loss, as ¢ He of the figure, where all the red arrows end.

bﬂst[a 0]

host[‘l 1] hostﬂ k)l

host[38]

Fig. 17. A simulation network with 51 sensor nodes.

be seen in Figure 16. 1) Comparison RBR with and without optimizationk
‘ , 30 order to compare the energy savings achieved through the
14 ey ameRCw proposed optimizations, we have enabled and disabled the
. arop rate omeRCW 1 || 25 optimizations.
consumed energy sorted
10 4 20 4500 4
w g
T8 ° 4000
g 4 15 ®
- o — |
o g g E 3500
4 10 Z
4 E 3000 4
s ® 2500 |
: % 2
' S 2000
o] 0
600
data interval [ms] 1500 4
Fig. 16. Throughput and latency f®CWof 2ms and 6ms. 1000 o 0 20 40 20 0
The reason lies in the interaction of different transfer. hosts

within a region. The RBRS uses instead of the SIFS (Shofig.- 18. Energy consumption using RBR with and without optations.
Interframe Space) between tiRISand CTScontrol packets  The comparison of the energy consumed in both cases
a receiver contention, which defers tBETSresponse. As a for a simulation time of 3 minutesonsidering three priority
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groups and a weight for the highest priority group of 60%) comparing the source-sink latency in the two cases we got
is illustrated in Figure 18. One can observe that with aln average ofs for RBR and1.5s for unicast. Here too, the
three optimizations the energy consumed by some nodgwer latency of the unicast is due to the fact that in the RBR

improves up to 7%, but there are also nodes where the eneggke the additional receiver contention increases thefaan
consumption increases. The overall energy consumptiontiige per hop.

reduced when using optimizations by at led%t. Thus, under these settings, the unicast outperforms the

2) Comparison RBR with unicasiNext we compare the RBR service. We fjlscuss in the sequel a scenario, where the
situation can be different.

RBR service with the unicast in our variant of T-MAC [1]. We
set up two scenarios, one for the RBR and one for the unicast3) Networks with both modes enabledVe consider a
both use the same application and network layer. At netwojikreless sensor network with many sources placed in a closer
layer, the routing information is propagated through iesér area; here aggregation of the sensor data is necessarg insid
refreshes without extra traffic for routing. For data rogtime the source area in order to significantly reduce the amount of
use in both cases a strategy based on hop count and nodg# traffic (otherwise each source establishes individatils
residual energy. The simulation time is 3 minutes, the sBurg the sink, leading also to increased energy consumptidn an
generates data packets at e2€lims and theRCWfor the  thus, to a shorter lifetime of the network).
RBR-service istms. For the unicast scenario the Overhearing The aggregation inside the monitoring area can be realized
avoidance flag inside the T-MAC is enabled, meaning thafther by constructing an aggregation tree using unicastyor
nodes in the NAV state turn off their radio to conserve energymploying the RBR service. The RBR mechanism allows to
Figure 19 illustrates the energy consumption for the RBRoute data packets in this area without maintaining infdioma

service and unicast respectively. about the next hop, and to aggregate without the constructio
s and maintenance of an aggregation structure. On the other
unicast side, when using unicast a significant overhead (in terms

4

of communication cost to spread the information about the
network topology) occurs for construction and maintenance

3

consumed energy [J1

2 of cache tables and aggregation structures.
& 248" SIE:248 ) _
* Raie 246 v Yo Eear  ORFLT ()Egas

o 10 20 30 40 50
host

Fig. 19. Energy consumption for unicast and RBR services-BIAC.

@ @
energy consumption when using the RBR service. The reas hUFD
is the additional receiver contention of the RBRS and th & 12 ok AT : b TOMN -
BCTScollisions, since both increase the active time of ¢ h?f) ; e . ¢ soteadD
node. In case of unicast, since the hidden station proble 9 A I 3
is successfully solved, there are fewer adverse events anc ( 3
transfer can be faster terminated. hostia] host7]

Using the same routing strategy, the total energy consump-
tion for unicast is91J in comparison tol23.J for RBR (see Fig. 21. Simulation network using bofRBRservice and unicast.
Figure 20(a)). The situation remains similar when we compar
the energy consumed by the five most hea\/“y loaded noded-or simulations we use our SNF with both unicast and RBR

host[10] host[19]
hast[17]

(see Figure 20(b)). service enabled inside T-MAC protocol implementation and
consider the 51 nodes network illustrated in Figure 21. # ha
total eneruy LT 8 sources situated in the buttom-right corner and a sinkgnod
Latency with standard doviation 0) placed on the left side of the figure. Two source nodes (50
] ’ and 36) situated in the rectangle area are not equipped with
o0 | N 2 the required sensors, i.e., they cannot deliver the regdest

latency [s1

data packets. We set the simulation time3imin, the data
generation interva200ms and each source sends0 packets.

60 1

a8 4

consuned energy [J1
consuned energy [J1

| . ol We discuss two scenarios: one using unicast and the other
* using RBR for aggregation inside the observed area (the
R —— R — yellow rectangle); outside the area the aggregated dateetsac
(@) total (b) peak five (c) latency are always sent using unicast.
Fig. 20.  Energy consumptior(a) total energy consumptio(b) average The strategy used by unicast can be, for example, a simple
energy consumption of the five highest loaded nodejslatency hop count strategy as illustrated in Figure 21 (see red.line)
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In this case, outside the observed area the path used to reach be aggregated, it sends a confirmation control packet
the sink is always the same and the energy consumption of (YES_AGG_ME). The confirmation packet must be
the nodes along the path remains the same. acknowledged ACK_AGG) by the aggregator.

Of course, in order to balance the total energy consumptione Finally, each source knows which node is its aggrega-
among the nodes between the source zone and the sink, one tor. This information can be broadcasted to the neigh-
can use an energy-aware strategy, e.g., a routing metrétlbas  bors (for more reliability) using a notify control packet
on hop count and the path’s residual energy which leads to (I_AM_AGG_BY).
more paths to sink (see the red lines in Figure 22). This
strategy redistributes the traffic load uniformly and agoid
bottleneck nodes on the path to sink with less residual gnerg

11 11]
[11] o) [11 [31]

Fig. 23. (a), (b) Aggregation trees for unicast; RBRservice

(5 %2 Using the latter aggregation algorithm, the resulted aggpe
tion tree can be one of the trees illustrated in Figure 23 d) an
40 p). In the first case we have three intermediate aggregators,

“LA#zs nodes 11, 31 and 35 and in the second case only two, nodes
st 31 and 35.In the above simulation the establishment of
the aggregation structure is not repeated periodically,idu
realized only once.

In the RBR scenario, the aggregation is achieved without
Fig. 22. Using a energy-aware routing strategy betweencssteind sink. additional communication by including aggregation ciéen

the definition of the priority groups, namely

In the unicast scenario (regardless of the chosen routinge Group 0: Receivers having DATA packets with the same
metrics outside the monitoring area), in order to be able to type and being closer to the sink than the sender.
aggregate data, an aggregation algorithm is needed toraonst ¢ Group 1: Receivers having DATA packets with the same
the aggregation structure (tree); source nodes havinghinatc type, but farther away from the sink than the sender.
data are potential aggregators. o Group 2: Receivers without same type of DATA, but

One possibility to construct an aggregation tree is to use th ~ closer to the sink. _
same mechanism as for flooding the interest. When an interest All receivers not belonging to one of the groups do not
reaches the first source, this one initiates an aggregation Participate in the communication.
interest which is flooded only inside the source region. This/As & potential intermediate aggregator closer to sink gets a
leads to a local greedy aggregation tree rooted at the fipdgher priority than an aggregator farther away, the agajieg
source. is opportunistic. (For the considered network the aggregat

Another alternative is to design an own aggregation pr§ow is illustrated in Figure 23(c))

tocol. When a source gets the first interest, it starts to findg. these two scenarios. we compared the total energy

eligible (best) aggregation nodes in the zone. This can Pgngymption, the source to sink latency and the throughiput.

achieved by sending an invitation to other sources 10 R&s oyt that all three performance criteria are quite laimi
aggregated, and the algorithm works as follows: for both scenarios.

« The invitation control packet AN_I_AGG_YOU) In case of unicast, each aggregation node waits until all its
contains the sender id and information about the aggrehildren sent their data, then aggregates these and semds th
gation possibilities of the sender such as its distance rigsult data to its parent. This increases the node’s adtive t
the sink, energy reserve, number of sources surroundingthe unicast scenario and reaches the same level as for the
it (optionally their aggregator), its connectivity, etchd RBR (induced by its higher receiver contention).
invitation control packet is rebroadcasted by each sourceSo for both scenarios we get this time almost the same
(to include farther sources). source to sink latency, throughput and total energy consump

« When a source receives the invitation it checks if iion.
is already aggregated by another node or is an ag-Hence, for such applications the unicast does not outparfor
gregator itself. If yes, the control packet is discardedhe RBR service even if the aggregation tree is constructed
Otherwise, the receiver decides according to its locahly once (as we considered in our simulations). Obviously,
information and the received information if it is a bettefor highly dynamic networks or networks with longer actyyit
(closer to sink or has more sources, etc.) aggregatbe aggregation structure needs to be reestablished period
than the sender. When the receiver source acceptsctily, which finally leads to weaker overall performance.

host[7 host[10] host[13]
host[18] 7 host[17]
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VIIl. CONCLUSION AND FUTURE WORK [6] F. Ye, G. Zhong, S. Lu, and L. Zhang, “Gradient broadca#stobust
data delivery protocol for large scale sensor networkfifeless Net-

In the present paper, we strive for more modu|arity at works/Springer, The Netherlandgol. 11, no. 2, pp. 285-298, 2005.

. . . 7] C. Intanagonwiwat, R. Govindan, D. Estrin, J. Heidemaamd F. Silva,
MAC Iayer’ mamly to embed at this Iayer more Cusmmlzablé “Directed diffusion for wireless sensor networkindBEE/ACM Trans-

services. We supplement here the sender initiated unigast b actions on Networkingvol. 11, no. 1, pp. 2-16, 2003.
receiver-based contention in order to provide anothemeers [8] K-W. Fan, S. Liu, and P. Sinha, “Structure-free data raggtion in

. . T . - sensor networks JEEE Trans. Mob. Compuvol. 6, pp. 929-942, 2007.
tive to the interlayer communication. The RBR service of T[9] I. Akyildiz, M. Vuran, and O. Aka, “A cross-layer prototéor wireless

MAC allows (reactive) applications, in which a sender doets n sensor networks,” ifProc. CISS  Princeton, NJ, March 2006.
know its potential destination or applications with a dym@m[10] T. Watteyne, A. Bachir, M. Dohler, D. Barthel, and |. A&jum, “1-

. . . hopmac: An energy-efficient mac protocol for avoiding 1-mgighbor-
network topology where the construction and maintainance hood knowledge,"Sensor and Ad Hoc Communications and Networks

overhead for the cache tables and/or aggregation stracisire  vol. 2, pp. 639-644, Sept 20086.
expensive (in terms of communication cost to spread the-infdl1] P. Skraba, H. Aghajan, and A. Bahai, “Cross-layer optition for high

. . . density sensor networks: Distributed passive routingsitees,” in Proc.
mation about the network toplogy). In such dynamic scesario /5. Nowoa Vancouver, July 2004, pp. 266-279.

the RBR mechanism allows to route, without maintaining2] F. Kacso and R. Wismiiller, “A simulation framework rf@nergy-
information about the next hop, and to aggregate, withogit th ~ aware wireless sensor network protocols,"Rroc. 18th Int. Conf. on

. . . Computer Communications and Networks (ICCCN’09), Wornksbo
construction and maintenance of an aggregation structure. Sensor Networks San Francisco, CA, USA, August 2009, pp. 1-7.

The accurate energy model integrated in our simulator @3] J. Wong, R. Jafari, and M. Potkonjak, “Gateway placenfen latency
lows us to quantify the impact of transceiver’s switch tirthe and efficient data aggregation,” Rroc. 29th Annual IEEE Int. Conf. on

.. . - Local Computer NetworksNov 2004, pp. 490-497.
RCWand the occurrence of collisions and their retransmissiofg; ;. P0|astrepj_ Hui. P. ,_e\lfis 3. Zhao BPCu”er S. berand |. Stoica

on the energy consumption of the sensor node. The possible “A unifying link abstraction for wireless sensor networkis, Proc. 3rd
collisions of theBCTSresponses and their consequences must ACM Int. Conf. SenSy&lovember 2005, pp. 76-89.

b inimized . . ith I itchi [15] C. Ee, R. Fonseca, S. Kim, D. Moon, A. Tavakoli, D. Culi8r Shenker,
€ minimize (usmg transceivers with smaller switc |n|gd) and |. Stoica, “A modular network layer for sensornets,”HAroc. 7th

for a good performance of the RBR service. Therefore, we Symp. OSDI Seattle, WA, USA, 2006, pp. 249-262.
proposed and implemented several optimizations of the RBR¥] C. Intanagonwiwat, R. Govindan, and D. Estrin, “Direttdiffusion a

. . L . scalable and robust communication paradigm for sensoranksy in
Simulation results have shown that these optimizations im- . "Acm MobiCom Boston, 2000, pp. 56-67.

prove significantly the performance of the RBRe have ana- [17] W. Heinzelman, A. Chandrakasan, and H. BalakrishnaEnetgy-

Iyzed the performance parameters of the RBR service name|y efficient communication protocol for wireless microsensetworks,” in
’ Proc. 33rd Annual Hawaii Int. Conf. on System Sciences (I3/CS),

its energy-efficiency, throughput and latenéforeover, we 2000, pp. 3005-3014.
compared (VII-2) the efficiency of both forwarding approash [18] A. Kacso and R. Wismiiller, “A framework architectute simulate
inside T-MAC: the sender initiated one using unicast vetsas energy-aware routing protocols in wireless sensor nets/bik Proc.

. b d . F . |ati i0 ihed IASTED Int. Conf. on Sensor NetworksGreece, 2008, pp. 77-82.
receiver-based routing. For our simulation scenario ihéar [19] M. Loébbers and D. WillkommMobility Framework for OMNeT++ (API

out that the RBR approach outperformed by unicast in terms of ref.). http:/mobility-fw.sourceforge.net: OMNeT++ Ver.3.2006.

energy consumption, throughput and latency. Neverthelless [20] V. Bharghavan, A. Demers, S. Shenker, and L. Zhang, ‘&acA media
RBR be efficient] | df tunisti ti access protocol for wireless lans,”froc. of SIGCOMM Conf.London,
can be efficiently employed for opportunistic aggremati UK, September 1994, pp. 212-225.

inside monitoring areas with many sources or in dynamic
network scenarios (VII-3); here the routing performance of
RBR and unicast are similar.

As future work we intend to build in our simulator dif-
ferent simulation scenarios in order ¢doser investigate and
compare the performance of RBR versus different aggregatio
algorithms using unicast.
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