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#### Abstract

We propose a new general framework for the security of Multivariate Quadratic (MQ) public key schemes with respect to attacks that exploit the existence of linear subspaces. We adopt linearity measures that have been used traditionally to estimate the security of symmetric cryptographic primitives, namely, the nonlinearity measure for vectorial functions introduced by Nyberg, and the ( $s, t$-linearity measure introduced recently by Boura and Canteaut. We redefine some properties of MQ cryptosystems in terms of these known symmetric cryptography notions, and show that our new framework is a compact generalization of several known attacks in MQ cryptography against single field schemes. We use the framework to explain various pitfalls regarding the successfulness of these attacks. Finally, we argue that linearity can be used as a solid measure for the susceptibility of MQ schemes to these attacks, and also as a necessary tool for prudent design practice in MQ cryptography.


Keywords-Strong (s, t)-linearity; (s, t)-linearity; MinRank; good keys; separation keys.

## I. Introduction

In the past two decades, as a result of the advancement in quantum algorithms, the crypto community showed increasing interest in algorithms that would be potentially secure in the post quantum world. One of the possible alternatives are Multivariate Quadratic ( $\mathcal{M Q}$ ) public key cryptosystems based on the NP-hard problem of solving quadratic polynomial systems of equations over finite fields.

Many different $\mathcal{M Q}$ schemes emerged over the years, most of which fall into two main categories - single field schemes, including UOV (Unbalanced Oil and Vinegar) [1], Rainbow [2], TTM (Tame Transformation Method) [3], STS (Stepwise Triangular System) [4], MQQ-SIG (Multivariate Quadratic Quasigroups - Signature scheme) [5], TTS (Tame Transformation Signatures) [6], EnTTS (Enhanced TTS) [7] and mixed field schemes including C* [8], SFLASH [9], HFE (Hidden Field Equation) [10], MultiHFE [11][12], QUARTZ [13]. Unfortunately, most of them have been successfully cryptanalysed [4][14][15][16][17]. Three major types of attacks have proven devastating for $\mathcal{M Q}$ cryptosystems:
i. MinRank attacks - based on the problem of finding a low rank linear combination of matrices, known as MinRank [18]. Although NP-hard, the instances of MinRank arising from $\mathcal{M Q}$ schemes are often easy, and provide a powerful tool against single field schemes [4][14].
ii. Equivalent Keys attacks - based on finding an equivalent key for the respective scheme. The concept was introduced
by Wolf and Preneel [19], and later further developed by Thomae and Wolf [16] to the generalization of good keys. The attacks on TTM [14], STS [4][16], HFE and MultiHFE [15][17] can all be seen from this perspective. iii. Differential attacks - based on specific invariants of the differential of a given public key, such as the dimension of the kernel, or some special symmetry. It was introduced by Fouque et al. in [20] to break the perturbed version of the $C^{*}$ scheme PMI [21], and later also used in [22][23][24][25].
Interestingly, the history of $\mathcal{M Q}$ cryptography has witnessed cases where, despite the attempt to inoculate a scheme against some attack, the enhanced variant has fallen victim to the same type of attacks. Probably, the most famous example is the SFLASH [9] signature scheme, that was build using the minus modifier on the already broken $C^{*}$ [26], and selected by the NESSIE European Consortium [27] as one of the three recommended public key signature schemes. It was later broken by Dubois et al. in [24][25] using a similar differential technique as in the original attack on $C^{*}$. Another example is the case of Enhanced STS [28], which was designed to be resistant to rank attacks, that broke its predecessor STS. Even the authors themselves soon realized that this was not the case, and the enhanced variant is vulnerable to a HighRank attack.

Such examples indicate that the traditional "break and patch" practice in $\mathcal{M Q}$ cryptography should be replaced by a universal security framework. Indeed, in the last few years, several proposals have emerged that try to accomplish this [29][30][31]. Notably, the last two particularly concentrate on the properties of the differential of the used functions, a well known cryptanalytic technique from symmetric cryptography. We will show here that another well known measure from symmetric cryptography, namely linearity, is fundamental for the understanding of the security of $\mathcal{M Q}$ schemes.

## A. Our Contribution

We propose a new general framework for the security of $\mathcal{M Q}$ schemes with respect to attacks that exploit the existence of linear subspaces. Our framework is based on two linearity measures that we borrow from symmetric cryptography, used to measure the resistance of symmetric primitives to linear cryptanalysis (cf. Matsui's attack on the DES cipher [32]). To our knowledge, this is the first time that the notion of linearity has been used to analyse the security of $\mathcal{M Q}$ schemes.

In particular, we take the linearity measure for vectorial functions introduced by Nyberg [33] already in 1992, and the $(s, t)$-linearity measure introduced recently by Boura and Canteaut [34] at FSE'13, and adopt them suitably in the context of $\mathcal{M Q}$ cryptography. We extend the first to a new notion of strong $(s, t)$-linearity in order to include an additional important parameter of the size of the vector subspace of the components of the function that have common linear space. We show that strong $(s, t)$-linearity and $(s, t)$-linearity are intrinsically connected to the security of $\mathcal{M Q}$ schemes, and can be used to explain almost all attacks on single field schemes, such as rank attacks, good keys attacks and attacks on oil and vinegar schemes. Indeed this is possible, since all these attacks share a common characteristic: They try to recover a subspace with respect to which the public key of an $\mathcal{M Q}$ scheme is linear. Therefore they can all be considered as linear attacks on $\mathcal{M Q}$ schemes.

We devise two generic attacks that separate the linear subspaces, and that are a generalization of the aforementioned known attacks. We present one of the possible modellings of the attacks using system solving techniques, although other techniques are possible as well. Using the properties of strong $(s, t)$-linearity and $(s, t)$-linearity, we show what are the best strategies for the attacks. Notably, the obtained systems of equations are equivalent to those that can be obtained using good keys [16], a technique based on equivalent keys and missing cross terms. By this we show that our new framework provides a different, elegant perspective on why good keys exist, and why they are so powerful in cryptanalysis.

Moreover, we use our framework to explain various pitfalls regarding design choices of $\mathcal{M Q}$ schemes and the successfulness of the linear attacks against them. Finally, we argue that linearity can be used as a solid measure for the susceptibility of $\mathcal{M Q}$ schemes to linear attacks, and also as a necessary tool for prudent design practice in $\mathcal{M Q}$ cryptography.

## B. Organization of the Paper

The paper is organized as follows. In Section II, we briefly introduce the design principles of $\mathcal{M Q}$ schemes and also recall the well known measure of nonlinearity of functions. In the next Section III, we introduce the notion of strong $(s, t)$-linearity, which is basically an extension of the standard linearity measure and review the recently introduced $(s, t)$ linearity measure. In Sections IV and V, we show how the two linearity measures fit in the context of $\mathcal{M Q}$ cryptography. Some discussion on the matter proceeds in Section VI, and the conclusions are presented in Section VII.

## II. Preliminaries

Throughout the text, $\mathbb{F}_{q}$ will denote the finite field of $q$ elements, where $q=2^{d}$, and $a=\left(a_{1}, \ldots, a_{n}\right)^{\top}$ will denote a vector from $\mathbb{F}_{q}^{n}$.

## A. Vectorial Functions and Quadratic Forms

Definition 1: Let $n, m$ be two positive integers. The functions from $\mathbb{F}_{q}^{n}$ to $\mathbb{F}_{q}^{m}$ are called $(n, m)$ functions or vectorial functions. For an $(n, m)$ function $f=\left(f_{1}, \ldots, f_{m}\right), f_{i}$ are called the coordinate functions of $f$.

Classically, a quadratic form

$$
f\left(x_{1}, \ldots, x_{n}\right)=\sum_{1 \leq i \leq j \leq n} \gamma_{i j} x_{i} x_{j}: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}
$$

can be written as $x^{\top} \mathfrak{F} x$ using its matrix representation $\mathfrak{F}$. This matrix is constructed differently depending on the parity of the field characteristic. In odd characteristic, $\mathfrak{F}$ is chosen to be a symmetric matrix, where $\mathfrak{F}_{i j}=\gamma_{i j} / 2$ for $i \neq j$ and $\mathfrak{F}_{i j}=\gamma_{i j}$ for $i=j$. Over fields $\mathbb{F}_{q}$ of even characteristic $\mathfrak{F}$ can not be chosen in this manner, since $\left(\gamma_{i j}+\gamma_{j i}\right) x_{i} x_{j}=0$ for $i \neq j$. Instead, let $\widetilde{\mathfrak{F}}$ be the uniquely defined upper-triangular representation of $f$, i.e., $\widetilde{\mathfrak{F}}_{i j}=\gamma_{i j}$ for $i \leq j$. Now, we obtain a symmetric form by $\mathfrak{F}:=\widetilde{\mathfrak{F}}+\widetilde{\mathfrak{F}}^{\top}$. Note that, in this case only the upper-triangular part represents the according polynomial and $\mathfrak{F}$ is always of even rank.

## B. $\mathcal{M Q}$ Cryptosystems

The public key of a $\mathcal{M Q}$ cryptosystem is usually given by an $(n, m)$ function $\mathcal{P}(x)=\left(p_{1}(x), \ldots, p_{m}(x)\right): \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}$, where

$$
p_{s}(x)=\sum_{1 \leq i \leq j \leq n} \widetilde{\gamma}_{i j}^{(s)} x_{i} x_{j}+\sum_{i=1}^{n} \widetilde{\beta}_{i}^{(s)} x_{i}+\widetilde{\alpha}^{(s)}
$$

for every $1 \leqslant s \leqslant m$, and where $x=\left(x_{1}, \ldots, x_{n}\right)^{\top}$.
The public key $\mathcal{P}$ is obtained by masking a structured cen$\operatorname{tral}(n, m)$ function $\mathcal{F}=\left(f_{1}, \ldots, f_{m}\right)$ using two secret linear transformations $S, T \in \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right)$ and defined as $\mathcal{P}=T \circ \mathcal{F} \circ S$. We denote by $\mathfrak{P}^{(s)}$ and $\mathfrak{F}^{(s)}$ the $(n \times n)$ matrices describing the homogeneous quadratic part of $p_{s}$ and $f_{s}$, respectively.

## Example 1:

i. The internal map of UOV [1] is defined as $\mathcal{F}: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}$, with central polynomials

$$
\begin{equation*}
f_{s}(x)=\sum_{i \in V, j \in V} \gamma_{i j}^{(s)} x_{i} x_{j}+\sum_{i \in V, j \in O} \gamma_{i j}^{(s)} x_{i} x_{j}+\sum_{i=1}^{n} \beta_{i}^{(s)} x_{i}+\alpha^{(s)} \tag{1}
\end{equation*}
$$

for every $s=1 \ldots m$, where $n=v+m, V=\{1, \ldots, v\}$ and $O=\{v+1, \ldots, n\}$ denote the index sets of the vinegar and oil variables, respectively. The public map $\mathcal{P}$ is obtained by $\mathcal{P}=\mathcal{F} \circ \mathcal{S}$, since the affine $\mathcal{T}$ is not needed (Indeed, any component $w^{\top} \cdot \mathcal{F}$ has again the form (1)).
ii. The internal map $\mathcal{F}: \mathbb{F}_{2^{n}} \rightarrow \mathbb{F}_{2^{n}}$ of $C^{*}$ [8] is defined by

$$
\mathcal{F}(x)=x^{2^{\ell}+1}, \text { where } \operatorname{gcd}\left(2^{\ell}+1,2^{n}-1\right)=1
$$

This condition ensures that $\mathcal{F}$ is bijective.
iii. The representatives of the family of Stepwise Triangular Systems (STS) [4] have an internal map $\mathcal{F}: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}$ defined as follows. Let $L$ be the number of layers, and let $r_{i}, 0 \leq i \leq L$ be integers such that $0=r_{0}<r_{1}<$ $\cdots<r_{L}=n$. The central polynomials in the $k$-th layer are defined by

$$
f_{i}\left(x_{1}, \ldots, x_{n}\right)=f_{i}\left(x_{1}, \ldots, x_{r_{k}}\right), \quad r_{k-1}+1 \leq i \leq r_{k}
$$

We describe briefly two important cryptanalytic tools in $\mathcal{M Q}$ cryptography, that are of particular interest for us.

1) The MinRank Problem: The problem of finding a low rank linear combination of matrices is a known NP-hard linear algebra problem [35] known as MinRank in cryptography [18]. It has been shown that it underlies the security of several $\mathcal{M Q}$ cryptographic schemes [4][14][15]. It is defined as follows.
MinRank $M R\left(n, r, k, M_{1}, \ldots, M_{k}\right)$
Input: $n, r, k \in \mathbb{N}$, where $M_{1}, \ldots, M_{k} \in \mathcal{M}_{n \times n}\left(\mathbb{F}_{q}\right)$.

Question: Find - if any - a $k$-tuple $\left(\lambda_{1}, \ldots, \lambda_{k}\right) \in$ $\mathbb{F}_{q}^{k} \backslash\{(0,0, \ldots, 0)\}$ such that:

$$
\operatorname{Rank}\left(\sum_{i=1}^{k} \lambda_{i} M_{i}\right) \leqslant r
$$

2) Good Keys: The concept of equivalent keys formally introduced by Wolf and Preneel in [36] is fundamentally connected to the security of $\mathcal{M Q}$ schemes. In essence, any key that preserves the structure of the secret map is an equivalent key. This natural notion was later generalized by Thomae and Wolf [16] to the concept of good keys that only preserve some of the structure of the secret map. Good keys improve the understanding of the level of applicability of MinRank against $\mathcal{M Q}$ schemes, and are a powerful tool for cryptanalysis. Good keys are defined as follows.

Let $k, 1 \leq k \leq m$ and $\mathcal{F}=\left\{f_{1}, \ldots, f_{m}\right\}$ be a set of polynomials of $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]$. Let $I^{(k)} \subseteq\left\{x_{i} x_{j} \mid 1 \leq i \leq\right.$ $j \leq n\}$ be a subset of the degree- 2 monomials, and let $\left.\mathcal{F}\right|_{I}=$ $\left\{\left.f_{1}\right|_{I^{(1)}}, \ldots,\left.f_{m}\right|_{I^{(m)}}\right\}$ where $\left.f_{k}\right|_{I^{(k)}}:=\sum_{x_{i} x_{j} \in I^{(k)}} \gamma_{i j}^{(k)} x_{i} x_{j}$.

Definition 2 ([16]): Let $\quad(\mathcal{F}, S, T),\left(\mathcal{F}^{\prime}, S^{\prime}, T^{\prime}\right) \underset{(\mathbb{F})}{\in}$ $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]^{m} \times \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right) \times \mathrm{GL}_{m}\left(\mathbb{F}_{q}\right)$ Let also $J^{(k)} \subsetneq I^{(k)}$ for all $k, 1 \leq k \leq m$ with at least one $J^{(k)} \neq \emptyset$. We call $\left(\mathcal{F}^{\prime}, S^{\prime}, T^{\prime}\right) \in \mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]^{m} \times \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right) \times \mathrm{GL}_{m}\left(\mathbb{F}_{q}\right)$ a good key of $(\mathcal{F}, S, T)$ if and only if:

$$
\left(T \circ \mathcal{F} \circ S=T^{\prime} \circ \mathcal{F}^{\prime} \circ S^{\prime}\right) \wedge\left(\left.\mathcal{F}\right|_{J}=\left.\mathcal{F}^{\prime}\right|_{J}\right)
$$

## C. Linearity of Vectorial Functions

Linearity is one the most important measures for the strength of an $(n, m)$ function for use in symmetric cryptoprimitives. We provide here some well known results about this notion.

Definition 3 ([33]): The linearity of an $(n, m)$ function $f$ is measured using its Walsh transform, and is given by

$$
\mathcal{L}(f)=\max _{w \in \mathbb{F}_{q}^{m} \backslash\{0\}, u \in \mathbb{F}_{q}^{n}}\left|\sum_{x \in \mathbb{F}_{q}^{n}}(-1)^{w^{\top} \cdot f(x)+u^{\boldsymbol{\top}} \cdot x}\right|
$$

The nonlinearity of an $(n, m)$ function $f$ is the Hamming distance between the set of nontrivial components $\left\{w^{\top} \cdot f \mid w \in \mathbb{F}_{q}^{m} \backslash\{0\}\right\}$ of $f$ and the set of all affine functions. It is given by

$$
\mathcal{N}(f)=(q-1)\left(q^{n-1}-\frac{1}{q} \mathcal{L}(f)\right)
$$

Definition 4: A vector $w \in \mathbb{F}_{q}^{n}$ is called a linear structure of an $(n, m)$ function $f$ if the derivative $D_{w} f(x)=f(x+$ $w)-f(x)$ is constant, i.e., if

$$
f(x+w)-f(x)=f(w)-f(0)
$$

for all $x \in \mathbb{F}_{q}^{n}$. The space generated by the linear structures of $f$ is called the linear space of $f$.

Nyberg [33] proved the following results.
Proposition 1 ([33]): The dimension of the linear space of an $(n, m)$ function is invariant under bijective linear transformations of the input space and of the coordinates of the function.

Proposition 2 ([33]): Let $x^{\top} \mathfrak{F} x$ be the matrix representation of a quadratic form $f$. Then, the linear structures of $f$ form the linear subspace $\operatorname{Ker}(\mathfrak{F})$.

The linear structures can provide a measure for the distance of the quadratic forms from the set of linear forms. Indeed the link is given by the following theorem.

Theorem 1 ([33]): 1) Let $x^{\top} \mathfrak{F} x$ be the matrix representation of a quadratic form $f$, and let $\operatorname{Rank}(\mathfrak{F})=r$. Then the linearity of $f$ is $\mathcal{L}(f)=q^{n-\frac{r}{2}}$.
2) Let $f$ be a quadratic $(n, m)$ function, and let $x^{\top} \mathfrak{F}_{w} x$ denote the matrix representation of a component $w^{\top} \cdot f$. Then the linearity of $f$ is $\mathcal{L}(f)=q^{n-\frac{1}{2}}$, where $r=$ $\min \left\{\operatorname{Rank}\left(\mathfrak{F}_{w}\right) \mid w \in \mathbb{F}_{q}^{m}\right\}$.
It is well-known that the linearity of an $(n, m)$ function is bounded from below by the value $\mathcal{L}(f) \geqslant q^{\frac{n}{2}}$, known as the covering radius bound. It is tight for every even $n$, and functions that reach the bound are known as bent functions. It is also known [37] that bent functions exist only for $m \leqslant n / 2$. A class of quadratic bent functions that has been extensively studied in the literature is the class of Maiorana-McFarland bent functions [38]. In general, an $(n, m)$ function from the Maiorana-McFarland class has the form $f=\left(f_{1}, f_{2}, \ldots, f_{m}\right)$ : $\mathbb{F}_{2^{n / 2}} \times \mathbb{F}_{2^{n / 2}} \rightarrow \mathbb{F}_{2}^{m}$ where each of the components $f_{i}$ is

$$
\begin{equation*}
f_{i}(x, y)=L\left(\pi_{i}(x) y\right)+g_{i}(x) \tag{2}
\end{equation*}
$$

where $\pi_{i}$ are functions on $\mathbb{F}_{2^{n / 2}}, L$ is a linear function onto $\mathbb{F}_{2}^{m}$ and $g_{i}$ are arbitrary $(n / 2, m)$ functions. Nyberg [37] showed that $f$ is an $(n, m)$-bent function if every nonzero linear combination of the functions $\pi_{i}, i \in\{1, \ldots, m\}$ is a permutation on $\mathbb{F}_{2^{n / 2}}$.

Since the minimum linearity (maximum nonlinearity) is achieved only for $m \leqslant n / 2$, permutations can not reach the covering radius bound. But, they can reach the Sidelnikov-Chabaud-Vaudenay (SCV) bound [39], valid for $m_{n+1} \geq n-1$, which for $m=n$ odd, can be stated as: $\mathcal{L}(f) \geqslant q^{\frac{n+\overline{1}}{2}} \cdot(n, n)$ functions, where $n$ is odd, that reach the SCV bound with equality, are called Almost Bent (AB) functions.

As a direct consequence of Theorem 1 and the aforementioned bounds we have that quadratic $(n, m)$ functions are
i. bent if and only if $\operatorname{Rank}\left(\mathfrak{F}_{w}\right)=n$ for every $w^{\top} \cdot f$,
ii. almost bent if and only if $\operatorname{Rank}\left(\mathfrak{F}_{w}\right)=n-1$ for every $w^{\top} \cdot f$.

## III. Strong $(s, t)$-LINEARITY AND $(s, t)$-LINEARITY

We will show in the next sections that linearity plays a significant role for the security of $\mathcal{M Q}$ cryptosystems. However, in order to better frame it for use in $\mathcal{M Q}$ cryptography, we introduce the following notion of strong $(s, t)$-linearity. The motivation for this more precise measure comes from the recently introduced notion of $(s, t)$-linearity [34], that will also be discussed here in the context of $\mathcal{M Q}$ cryptography.

Definition 5: Let $f$ be an $(n, m)$ function. Then, $f$ is said to be strongly $(s, t)$-linear if there exist two linear subspaces $V \subset \mathbb{F}_{q}^{n}, W \subset \mathbb{F}_{q}^{m}$ with $\operatorname{Dim}(V)=s, \operatorname{Dim}(W)=t$ such that for all $w \in W, V^{q}$ is a subspace of the linear space of $w^{\top} \cdot f$.

Compared to the standard measure for linearity given in Definition 3, that actually measures the size of the vector space $V$, strong ( $s, t$ )-linearity also measures the size of the vector space $W$. We will see that this is particularly important in the case of $\mathcal{M Q}$ cryptosystems. We next provide some basic properties about strong $(s, t)$-linearity.

Proposition 3: If a function is strongly $(s, t)$-linear, then it is also strongly $(s-1, t)$-linear, and strongly $(s, t-1)$-linear.

Proof: Let $f$ be strongly $(s, t)$-linear. Then there exists spaces $V, W$ of $\operatorname{Dim}(V)=s$ and $\operatorname{Dim}(W)=t$, such that
every $a \in V$ is a linear structure of all the components $w^{\top} f$, where $w$ is a basis vector of $W$. From here, $a$ is also a linear structure of any subspace of $W$ of dimension $t-1$. Therefore, $f$ is also strongly $(s, t-1)$-linear. Similarly, the elements of any subspace of $V$ of dimension $s-1$ are linear structures of all the components $w^{\top} f$, and thus, $f$ is also strongly $(s-1, t)-$ linear.

Proposition 4: Let $f$ be an quadratic $(n, m)$ function and $V \subset \mathbb{F}_{q}^{n}$ and $W \subset \mathbb{F}_{q}^{m}$ with $\operatorname{Dim}(V)=s, \operatorname{Dim}(W)=t$ be two linear spaces. Then $f$ is strongly $(s, t)$-linear with respect to $V, W$ if and only if the function $f_{W}$ corresponding to all components $w^{\top} \cdot f, w \in W$ can be written as

$$
\begin{equation*}
f_{W}(x, y)=g_{W}(x)+L_{W}(y) \tag{3}
\end{equation*}
$$

where $\mathbb{F}_{q}^{n}$ is a direct sum of $U$ and $V, g_{W}: U \rightarrow \mathbb{F}_{q}^{t}$ is a quadratic function and $L_{W}: V \rightarrow \mathbb{F}_{q}^{t}$ is a linear function.

Proof: From Definition 5, $f$ is strongly $(s, t)$-linear with respect to $V, W$ if and only if $V$ is a subspace of the linear space of $w^{\top} \cdot f$, for all $w \in W$. Now, for $w$ a basis vector of $W, w^{\top} \cdot f$ can be written as $w^{\top} \cdot f(x, y)=g_{w}(x)+L_{w}(y)$ where $y \in V$ belongs to the linear space of $w^{\top} \cdot f$. Combining all the components for a basis of $W$ we obtain the form (3).

Proposition 5: Let $f$ be a quadratic $(n, m)$ function. Then $f$ is strongly $(s, t)$-linear with respect to $V, W$ if and only if the function $f_{W}$ corresponding to all components $w^{\top} \cdot f$, $w \in W$ is such that all its derivatives $D_{a} w^{\top} \cdot f$, with $a \in V$ are constant.

Recently, Boura and Canteaut [34] introduced a new measure for the propagation of linear relations through $S$-boxes, called $(s, t)$-linearity.

Definition 6 ([34]): Let $f$ be an $(n, m)$ function. Then, $f$ is said to be $(s, t)$-linear if there exist two linear subspaces $V \subset \mathbb{F}_{q}^{n}, W \subset \mathbb{F}_{q}^{m}$ with $\operatorname{Dim}(V)=s, \operatorname{Dim}(W)=t$ such that for all $w \in W, w^{\top} \cdot f$ has degree at most 1 on all cosets of $V$.

Similarly as for strong $(s, t)$-linearity, it is true that
Proposition 6 ([34]): If a function is $(s, t)$-linear, then it is also $(s-1, t)$-linear, and $(s, t-1)$-linear.

Boura and Canteaut [34] proved that any ( $s, t$ )-linear function "contains" a function of the Maiorana-McFarland class, in the following sense.

Proposition 7 ([34]): Let $f$ be an $(n, m)$ function and $V \subseteq \mathbb{F}_{q}^{n}$ and $W \subseteq \mathbb{F}_{q}^{m}$ with $\operatorname{Dim}(V)=s, \operatorname{Dim}(W)=t$ be two linear spaces. Then $f$ is $(s, t)$-linear with respect to $V, W$ if and only if the function $f_{W}$ corresponding to all components $w^{\top} \cdot f, w \in W$ can be written as

$$
f_{W}=M(x) \cdot y+G(x)
$$

where $\mathbb{F}_{q}^{n}$ is the direct sum of $U$ and $V, G$ is a function from $U$ to $\mathbb{F}_{q}^{t}$ and $M(x)$ is a $t \times s$ matrix whose coefficients are functions defined on $U$.

A useful characterization of $(s, t)$-linearity, resulting from the properties of the Maiorana-McFarland class is through second order derivatives defined by $D_{a, b} f=D_{a} D_{b} f=D_{b} D_{a} f$.

Proposition 8 ([34]): Let $f$ be an $(n, m)$ function. Then $f$ is $(s, t)$-linear with respect to $V, W$ if and only if the function $f_{W}$ corresponding to all components $w^{\top} \cdot f, w \in W$ is such that all its second order derivatives $D_{a, b} w^{\top} \cdot f$, with $a, b \in V$ vanish.

The two measures of linearity, even though they measure different linear subspaces are also interconnected. The following two propositions illustrate this connection.

Proposition 9: If a function is strongly $(s, t)$-linear, then it is also $(s, t)$-linear.

Proposition 10: If a quadratic $(n, m)$ function $f$ is $\left(\left\lceil\frac{n}{2}\right\rceil+\right.$ $s, 1)$-linear than it is strongly $(2 s, 1)$-linear.

Proof: From Proposition3 [34] we have the fact that a $(s, 1)$-linear function has linearity $\mathcal{L}(f) \geqslant q^{s}$ (This comes from the fact that the linearity of a function is lower bounded by the linearity of any of its components.) Thus, if a quadratic $(n, m)$ function is $\left(\left\lceil\frac{n}{2}\right\rceil+s, 1\right)$-linear, then $\mathcal{L}(f) \geqslant q^{\left\lceil\frac{n}{2}\right\rceil+s}$. From Theorem1 $\mathcal{L}(f)=q^{n-\frac{r}{2}}$, where $r=\min \left\{\operatorname{Rank}\left(\mathfrak{F}_{w}\right) \mid w \in \mathbb{F}_{q}^{m}\right\}$. From here $n-\frac{r}{2} \geqslant\left\lceil\frac{n}{2}\right\rceil+s$ and further $n-2 s \geqslant r$. Hence $f$ is strongly $(2 s, 1)$-linear.

In the next two sections, we will provide a general framework for the security of $\mathcal{M Q}$ schemes against linear cryptanalysis using the notions of strong $(s, t)$-linearity and $(s, t)$-linearity.

## IV. The strong $(s, t)$-LINEARITY MEASURE FOR $\mathcal{M} \mathcal{Q}$ SYSTEMS

In this section, we show that strong $(s, t)$-linearity is fundamentally connected to the susceptibility of an $\mathcal{M Q}$ scheme to MinRank attacks and good keys attacks.

From Proposition 2 we have the following theorem.
Theorem 2: Let $f=\left(f_{1}, f_{2}, \ldots, f_{m}\right)$ be a quadratic $(n, m)$ function, and let $\mathfrak{F}_{1}, \mathfrak{F}_{2}, \ldots, \mathfrak{F}_{m}$ be the matrix representations of the coordinates of $f$. Then, the MinRank problem $M R\left(n, r, m, \mathfrak{F}_{1}, \mathfrak{F}_{2}, \ldots, \mathfrak{F}_{m}\right)$ has a solution if and only if $f$ is strongly $(n-r, 1)$-linear.

Proof: We see that $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}_{q}^{n} \backslash\{0\}$ is a solution to the MinRank problem $M R\left(n, r, m, \mathfrak{F}_{1}, \mathfrak{F}_{2}, \ldots, \mathfrak{F}_{m}\right)$ if and only if $\operatorname{Rank}\left(\sum_{i=1}^{n} v_{i} \mathfrak{F}_{i}\right) \leqslant r$, that is, if and only if $\operatorname{Dim}\left(\operatorname{Ker}\left(\sum_{i=1}^{n} v_{i} \mathfrak{F}_{i}\right)\right) \geqslant n-r$, i.e., from Proposition 2, if and only if $v^{\top} \cdot f$ has at least $n-r$ linearly independent linear structures. Taking $W$ to be the space generated by the vector $v$ and $V$ to be the linear space of $v^{\top} \cdot f$, from Definition 5 the last is equivalent to $f$ being strongly $(n-r, 1)$-linear.

Example 2: From Theorem 2, it is clear that bent functions are resistant to MinRank attacks, since no linear combination of the components of the function has smaller rank than $n$. Thus, regarding MinRank attacks, bent functions are optimal for use as a secret map in $\mathcal{M Q}$ cryptosystems.

Example 3: Regarding encryption $\mathcal{M Q}$ schemes, a natural conclusion would be that AB permutations are the most suitable for use. One of the most scrutinized AB permutations are the Gold functions defined over $\mathbb{F}_{q^{n}}$ for odd $n$ by:

$$
f(x)=x^{q^{\ell}+1}, \operatorname{gcd}\left(q^{\ell}+1, q^{n}-1\right)=1, \operatorname{gcd}(\ell, n)=1
$$

where the first condition guarantees balancedness, and the second AB-ness. Notably, one of the most famous $\mathcal{M Q}$ schemes, the $C^{*}$ scheme, uses an AB function, although there are variants that do not meet the second condition [21].

As mentioned before, AB functions have $\operatorname{Rank}\left(\mathfrak{F}_{v}\right)=$ $n-1$ for any component $v^{\top} \cdot f$. This means that each of the components have a linear space of dimension 1, and no two components share a linear space, i.e., AB functions are only strongly (1,1)-linear. Hence, MinRank for $r=n-1$ is trivially satisfied and does not reveal anything more about the structure of the map.

The example of Gold functions from Example 3 implies that although MinRank on its own can be a good indicator of a weakness in a scheme, it does not provide a sufficient condition for mounting a successful attack. A better framework for the applicability of MinRank is provided by the concept of good keys (cf. Section II-B2). It should be emphasized that the definition of good keys (Definition 2), does not explicitly state the structure that is being preserved, thus, providing a framework even for structures not yet discovered. On the other hand, the motivation for good keys comes from the Rainbow band separation attack [40], that exploits (among others) a particular weakness connected to the presence of linear structures in the secret map. Moreover, known attacks that use MinRank, as well as other applications of good keys, again take advantage of the same property. Hence, we give a new definition for the special type of keys that separate the space of linear structures. This definition comes as a direct consequence of strong $(s, t)$-linearity. Later, we will also take a look at another weakness that the Rainbow band separation attack and its generalizations take advantage of, and we will also define the corresponding keys. We will call both types of keys separation keys.

Let $V$ be a subspace of $\mathbb{F}_{q}^{n}$ of dimension $k \leq n$, and let $S_{V}$ be an invertible matrix such that $k$ of its rows form a basis of $V$. We note that the rest of the columns of the matrix can be arbitrary, as long as the matrix is invertible.

Definition 7: Let $\quad(\mathcal{F}, S, T),\left(\mathcal{F}^{\prime}, S^{\prime}, T^{\prime}\right) \quad \in$ $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]^{m} \times \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right) \times \mathrm{GL}_{m}\left(\mathbb{F}_{q}\right)$ and let $\mathcal{P}=T \circ \mathcal{F} \circ S=T^{\prime} \circ \mathcal{F}^{\prime} \circ S^{\prime}$. We call $\left(\mathcal{F}^{\prime}, S^{\prime}, T^{\prime}\right)$ a strong ( $s, t$ ) separation key for $\mathcal{P}$ if $\mathcal{P}$ is strongly $(s, t)-$ linear with respect to two spaces $V$ and $W, \operatorname{Dim}(V)=s$, $\operatorname{Dim}(W)=t$ and

$$
S^{\prime}=S_{V}^{\top}, \quad T^{\prime}=T_{W}
$$

A strong $(s, t)$ separation key separates the components of the public key that have a non empty common linear space. As a direct consequence of Definition 7 we have that:

Proposition 11: If $\left(\mathcal{F}^{\prime}, S^{\prime}, T^{\prime}\right)$ is a strong $(s, t)$ separation key for $\mathcal{P}$, then it is also a good key for $\mathcal{P}$.

Many $\mathcal{M Q}$ cryptosystems, proposed so far have strong separation keys. As mentioned before, Rainbow [2] is one of the examples, but also all STS cryptosystems ([3], [4]), and all $\mathcal{M Q}$ cryptosystem that combine a layered structure with other types of design principles, including among others Branched $C^{*}$ [41], MQQ-SIG [5], TTS [6], EnTTS [7], MFE [42]. Table I summarizes the different strong separation keys for some of these schemes.

Table I. Examples of strong $(s, t)$ SEParation keys for some $\mathcal{M} \mathcal{Q}$ CRYPTOSYSTEMS

| scheme | parameters | strong $(s, t)$ separation keys |
| :---: | :--- | :--- |
| Branch. $C^{*}$ | $\left(n_{1}, \ldots, n_{b}\right)$ | $\left(\sum_{i} n_{i}, n-\sum_{i} n_{i}\right)$ |
| STS | $\left(r_{1}, \ldots, r_{L}\right)$ | $\left(n-r_{k}, r_{k}\right), k=1, \ldots, L-1$ |
| Rainbow | $\left(v_{1}, o_{1}, o_{2}\right)=(18,12,12)$ | $(12,12)$ |
| MQQ-SIG | $(q, d, n, r)=(2,8,160,80)$ | $(k, 80-k), k=1, \ldots, 79$ |
| MFE | $\left(q^{k}, n, m\right)=$ | $(2 k, 10 k),(4 k, 4 k)$, |
|  | $\left(\left(2^{256}\right)^{k}, 12,15\right)$ | $(6 k, 2 k),(8 k, k)$ |
| EnTTS | $(n, m)=(32,24)$ | $(10,14),(14,10)$ |

The known attacks on these systems, can all be considered as separation key attacks involving different techniques and optimizations. The framework of strong $(s, t)$ linearity
provides a unified way of looking at these attacks, and a single measure that can be used as criteria for the parameters of schemes that have strong separation keys. The next two theorems explain in detail how to mount a generic strong separation key attack, what is the complexity of the attack, and what is the best strategy for attack when the existence of a strong separation key is known. We decided to present the attack by representing the conditions for strong $(s, t)$ linearity as systems of equations. This way we obtain completely equivalent systems to the ones that can be obtained using good keys, thus, offering another elegant point of view on why good keys exist. Note that this is not the only technique that can be used to recover strong $(s, t)$ separation keys (for example we can use probabilistic approach). However, it provides a clear picture of the cases when the existence of a particular strong separation key is devastating for the security of $\mathcal{M Q}$ schemes.

Theorem 3: Let it be known that a strong $(s, t)$ separation key exists for a given $\mathcal{M} \mathcal{Q}$ public key $\mathcal{P}: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}$ with matrix representations $\mathfrak{P}_{w}$ of a component $w^{\top} \cdot \mathcal{P}$.
i. The task of finding a strong $(s, t)$ separation key $\left(S_{V}^{\boldsymbol{\top}}, T_{W}\right)$ is equivalent to solving the system of bilinear equations

$$
\begin{equation*}
\mathfrak{P}_{w^{(i)}} \cdot a^{(j)}=0, i \in\{1, \ldots, t\}, j \in\{1, \ldots, s\} \tag{4}
\end{equation*}
$$

in the unknown basis vectors $w^{(i)}$ of the space $W$, and the unknown basis vectors $a^{(j)}$ of the space $V$.
ii. The complexity of recovering the strong $(s, t)$ separation key through solving the system (4) is

$$
\begin{equation*}
\mathcal{O}\left(t \cdot s \cdot n \cdot\binom{(n-s) s+(m-t) t+d_{\text {reg }}}{d_{\text {reg }}}^{\omega}\right) \tag{5}
\end{equation*}
$$

where $d_{\text {reg }}=\min \{(n-s) s+(m-t) t\}+1$, and $2 \leqslant \omega \leqslant 3$ is the linear algebra constant.
Proof: i. From Definition7 the existence of a strong $(s, t)$ separation key $\left(S_{V}^{\top}, T_{W}\right)$ means that $\mathcal{P}$ is strongly $(s, t)$-linear with respect to two spaces $V, W$ of dimension $\operatorname{Dim}(V)=s, \operatorname{Dim}(W)=t$. So the task is to recover these two spaces, i.e., to recover some bases $\left\{a^{(1)}, \ldots, a^{(s)}\right\}$ and $\left\{w^{(1)}, \ldots, w^{(t)}\right\}$ of $V$ and $W$, respectively. From Definition 5 and Proposition 2, $w \in W$ and $a \in V$ if and only if $a$ is in the kernel of $\mathfrak{P}_{w}$, i.e., if and only if $\mathfrak{P}_{w} \cdot a=0$. Let the coordinates of the basis vectors $\left\{a^{(1)}, \ldots, a^{(s)}\right\}$ and $\left\{w^{(1)}, \ldots, w^{(t)}\right\}$ be unknowns. In order to insure that they are linearly independent, we fix the last $s$ coordinates of $a^{(j)}$ to 0 except the $(n-j+1)$ th coordinate that we fix to 1 , and similarly we fix the first $t$ coordinates of $w^{(i)}$ to 0 except the $i$-th coordinate that we fix to 1. This way we can form the bilinear system (4). The solution of the system will yield the unknown bases of $U$ and $W$. Note that if we get more than one solution, any of the obtained solutions will suffice. However, it can also happen that the system has no solutions. This is due to the fixed coordinates in the basis vectors, which can be done in the particular manner with probability of approximately $\left(1-\frac{1}{q-1}\right)^{2}$. Still, if no solutions, we can randomize the function $\mathcal{P}$ by applying linear transformation to the input space and the coordinates of the function, since from Proposition 1, this preserves the strong $(s, t)$-linearity of $\mathcal{P}$.
ii. From i., the system (4) consists of $t \cdot s \cdot n$ bilinear equations in two sets of variables of sizes $\nu_{1}=(n-s) s$ and $\nu_{2}=(m-t) t$, bilinear with respect to each other. The best known estimate of the complexity of solving a random system of bilinear equations is due to Faugere et al. [43], which says
that for the grevlex ordering, the degree of regularity of a generic affine bilinear zero-dimensional system over a finite field is upper bounded by

$$
\begin{equation*}
d_{r e g} \leq \min \left(\nu_{1}, \nu_{2}\right)+1 \tag{6}
\end{equation*}
$$

Now, we use the $\mathrm{F}_{5}$ algorithm for computing a grevlex Gröbner basis of a polynomial system [44][45], that has a complexity of

$$
\begin{equation*}
\mathcal{O}\left(\mu \cdot\binom{\nu_{1}+\nu_{2}+d_{r e g}}{d_{r e g}}^{\omega}\right) \tag{7}
\end{equation*}
$$

for solving a system of $\nu_{1}+\nu_{2}$ variables and $\mu$ equations ( $2 \leqslant \omega \leqslant 3$ is the linear algebra constant). Using (6) and (7), we obtain the complexity given in (5).

The complexity given in (5) is clearly not polynomial, since $d_{\text {reg }}$ depends on $n$. However, it can be substantially improved using the properties of strong $(s, t)$-linearity from Proposition 3. This is shown in the next theorem.

Theorem 4: Let it be known that a strong $(s, t)$ separation key exists for a given $\mathcal{M Q}$ public key $\mathcal{P}: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}$ with matrix representations $\mathfrak{P}_{w}$ of a component $w^{\top} \cdot \mathcal{P}$.
i. The task of finding a strong $(s, t)$ separation key can be reduced to

1. Solving the system of bilinear equations

$$
\begin{equation*}
\mathfrak{P}_{w}^{(i)} \cdot a^{(j)}=0, i \in\left\{1, \ldots, c_{1}\right\}, j \in\left\{1, \ldots, c_{2}\right\} \tag{8}
\end{equation*}
$$

in the unknown basis vectors $w^{(i)}$ of the space $W$, and the unknown basis vectors $a^{(j)}$ of the space $V$, where $c_{1}, c_{2}$ are small integers chosen appropriately.
2. Solving the system of linear equations

$$
\begin{aligned}
& \mathfrak{P}_{w}^{(i)} \cdot a^{(j)}=0, i \in\left\{c_{1}+1, \ldots, t\right\}, j \in\left\{1, \ldots, c_{2}\right\} \\
& \mathfrak{P}_{w}^{(i)} \cdot a^{(j)}=0, \quad i \in\left\{1, \ldots, c_{1}\right\}, j \in\left\{c_{2}+1, \ldots, s\right\},(9)
\end{aligned}
$$

in the unknown basis vectors $w^{(i)}, i \in\left\{c_{1}+1, \ldots, t\right\}$ of the space $W$, and the unknown basis vectors $a^{(j)}$, $j \in\left\{c_{2}+1, \ldots, s\right\}$ of the space $V$.
ii. The complexity of recovering the strong $(s, t)$ separation key using the procedure from i. is

$$
\begin{equation*}
\mathcal{O}\binom{(n-s) c_{2}+(m-t) c_{1}+d_{r e g}}{d_{r e g}}^{\omega} \tag{10}
\end{equation*}
$$

where $d_{\text {reg }}=\min \left\{(n-s) c_{2},(m-t) c_{1}\right\}$.
Proof: i. The crucial observation that enables us to prove this part, is a consequence of Proposition 3. Recall that it states that strong $(s, t)$-linearity implies strong $(s-1, t)$ and strong $(s, t-1)$-linearity. Even more, if $\mathcal{P}$ is strongly $(s, t)-$ linear, with respect to $V=\operatorname{Span}\left\{a^{(1)}, \ldots, a^{(s)}\right\}, W=$ $\operatorname{Span}\left\{w^{(1)}, \ldots, w^{(t)}\right\}$, then it is strongly $(s-1, t)$-linear with respect to $V_{1}, W$, where $V_{1} \subset V$, and strongly $(s, t-1)-$ linear with respect to $V, W_{1}$, where $W_{1} \subset W$. Hence, there exist two arrays of subspaces $V \supset V_{1} \supset \cdots \supset V_{s-1}$ and $W \supset W_{1} \supset \cdots \supset W_{t-1}$, such that $\mathcal{P}$ is strongly $(s-i, t-j)-$ linear with respect to $V_{i}=\operatorname{Span}\left\{a^{(1)}, \ldots, a^{(s-i)}\right\}, W_{j}=$ $\operatorname{Span}\left\{w^{(1)}, \ldots, w^{(t-j)}\right\}$. Thus, we can first recover the bases of some spaces $V_{s-c_{2}}, W_{t-c_{1}}$, and then extend them to the bases of $V, W$. Again, similarly, as in the proof of Theorem 3, we take the coordinates of the basis vectors $\left\{a^{(1)}, \ldots, a^{(s)}\right\}$ and $\left\{w^{(1)}, \ldots, w^{(t)}\right\}$ of $V$ and $W$ to be the unknowns, and again fix the last $s$ coordinates of $a^{(j)}$ to 0 except the $(n-j+1)$-th coordinate that we fix to 1 , and fix the first
$t$ coordinates of $w^{(i)}$ to 0 except the $i$-th coordinate that we fix to 1 . Next, we pick two small constants $c_{1}$ and $c_{2}$, and form the bilinear system (8). Once the solution of this system is known, we can recover the rest of the bases vectors, by solving the linear system (9).
ii. The main complexity for the recovery of the key is in solving the system (8). Thus, proof for the complexity (10) is the same as for ii. Theorem 3. What is left, is to explain how the constants $c_{1}$ and $c_{2}$ are chosen. First of all, the system (8) consists of $c_{1} \cdot c_{2} \cdot n$ equations in $(n-s) c_{2}+(m-t) c_{1}$ variables. We choose the constants $c_{1}$ and $c_{2}$ such that $c_{1} \cdot c_{2}$. $n>(n-s) c_{2}+(m-t) c_{1}$. Second, since the complexity is mainly determined by the value $d_{\text {reg }}=\min \left\{(n-s) c_{2},(m-\right.$ $\left.t) c_{1}\right\}$, these constants have to be chosen such that this value is minimized. Note that in practice, for actual $\mathcal{M Q}$ schemes, we can usually pick $c_{1}, c_{2} \in\{1,2\}$.

The most important implication of the last theorem is that when $n-s$ or $m-t$ is constant we have a polynomial time algorithm for recovering a strong ( $s, t$ ) separation key. This immediately implies that for any $\mathcal{M Q}$ scheme with this property we can recover in polynomial time a subspace on which the public key is linear.

Another implication is that it provides the best strategy of attacking an $\mathcal{M Q}$ scheme that possesses some strong $(s, t)$ separation key. Indeed, since we need to minimize $d_{\text {reg }}$, we simply look for the minimal $m-t$ or minimal $n-s$ s.t. there exists a strong ( $s, t$ ) separation key.

Example 4: Consider a $(n, n)$ public key function from the family of STS systems (cf. Example 1.iii). From Table I, for the parameter set $\left(r_{1}, \ldots, r_{L}\right)$ we see that the scheme has a strong $\left(n-r_{1}, r_{1}\right)$ separation key and also a strong $\left(n-r_{L-1}, r_{L-1}\right)$ separation key. For the first key, $n-s=r_{1}$ is small, so we can choose $c_{2}=1$ and $c_{1}$ such that $c_{1} n>r_{1}+\left(n-r_{1}\right) c_{1}$, i.e., we can choose $c_{1}=2$. For the second key, $n-t=n-r_{L-1}$ is small so we can choose $c_{1}=1$ and $c_{2}$ such that $c_{2} n>$ $r_{L-1} c_{2}+\left(n-r_{L-1}\right)$, i.e., we can choose $c_{2}=2$. Note that for small $q$ it is perfectly fine to choose $c_{1}=c_{2}=1$ in both cases, since then at most $q$ solutions for the strong keys will need to be tried out.

The level of nonlinearity of a given function can be used as sufficient condition for the nonexistence of a strong $(s, t)$ separation key.

Theorem 5: An $(n, m)$ function $f$ of linearity $\mathcal{L}(f) \leqslant$ $q^{n-\frac{r}{2}}$ does not posses a strong $(s, t)$ separation key for $s>n-r$.

Proof: From the linearity given, $f$ does not have any component whose linear space has dimension bigger than $n-r$. Thus, $f$ is not strongly $(s, t)$-linear for $s>n-r$, and does not have a corresponding strong $(s, t)$ separation key.

As a direct consequence, we have the following:
Corollary 1:

1) If $\left(\mathcal{F}^{\prime}, S^{\prime}, T^{\prime}\right)$ is a strong $(s, t)$ separation key for $C^{*}$, then $s \leqslant 1$ and $t \leqslant 1$.
2) UOV using Maiorana-McFarland bent function does not posses a strong $(s, t)$ separation key for any $s>0$.

## V. The $(s, t)$-Linearity Measure for $\mathcal{M} \mathcal{Q}$ schemes

The size of the linear space of the components of an ( $n, m$ ) quadratic function clearly provides a measure for the applicability of the function in $\mathcal{M Q}$ systems. Still, the notion of strong $(s, t)$-linearity can not provide a measure for the
existence of all the linear subspaces on which the restriction of an $(n, m)$ function is linear.

For example, the secret map of UOV is linear on the oil space, regardless of its nonlinearity, and even when it is of maximum nonlinearity i.e., when it is bent. The existence of this space enabled Kipnis and Shamir to recover it in cases when it is large enough, as in the original Oil and Vinegar scheme. Furthermore, the existence of such spaces improves the attack against Rainbow, compared to an attack that only considers linear spaces of the components.

We will show next that $(s, t)$-linearity provides a characterization for such subspaces, and thus, provides an improved measure for the security of $\mathcal{M Q}$ schemes.

Example 5: Let $\mathcal{P}: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}$ be a UOV public mapping. In Section IV, we saw that the secret map of an UOV scheme belongs to the Maiorana-McFarland class. Thus, immediately, from Proposition 7, we conclude that $\mathcal{P}$ is $(m, m)$-linear, i.e., $\mathcal{P}$ is linear on the oil space.

Now, similarly as in the previous section, we can define a special type of separation key, that separates the spaces with respect to which a function is $(s, t)$-linear.

Definition 8: Let $\quad(\mathcal{F}, S, T),\left(\mathcal{F}^{\prime}, S^{\prime}, T^{\prime}\right) \quad \in$ $\mathbb{F}_{q}\left[x_{1}, \ldots, x_{n}\right]^{m} \times \mathrm{GL}_{n}\left(\mathbb{F}_{q}\right) \times \mathrm{GL}_{m}\left(\mathbb{F}_{q}\right)$ and let $\mathcal{P}=T \circ \mathcal{F} \circ S=T^{\prime} \circ \mathcal{F}^{\prime} \circ S^{\prime}$. We call $\left(\mathcal{F}^{\prime}, S^{\prime}, T^{\prime}\right)$ an $(s, t)$ separation key for $\mathcal{P}$ if $\mathcal{P}$ is $(s, t)$-linear with respect to two spaces $V$ and $W, \operatorname{Dim}(V)=s, \operatorname{Dim}(W)=t$ and

$$
S^{\prime}=S_{V}^{\top}, \quad T^{\prime}=T_{W}
$$

Conclusively, any public mapping that was created using an oil and vinegar mixing has a $(s, t)$ separation key. Table II gives the $(s, t)$ separation keys for some of the $\mathcal{M Q}$ schemes that combine a layered structure with oil and vinegar mixing.

Table II. Examples of $(s, t)$ SEPARATION KEys for some $\mathcal{M} \mathcal{Q}$ CRYPTOSYSTEMS

| scheme | parameters | $(s, t)$ separation keys |
| :---: | :--- | :--- |
| UOV | $(q, v, o)$ | $(o, o)$ |
| Rainbow | $\left(q, v, o_{1}, o_{2}\right)=\left(2^{8}, 18,12,12\right)$ | $(12,24),(24,12)$ |
| MQQ-SIG | $(q, d, n, r)=(2,8,160,80)$ | $(8+8 i, 80-8 i), i \in\{0, \ldots, 9\}$ |
| MFE | $\left(q^{k}, n, m\right)=\left(\left(2^{256}\right)^{k}, 12,15\right)$ | $(2 k, 2 k),(3 k, 2 k),(4 k, 4 k)$ |
| $\ell$ IC | $\left(q^{k}, \ell\right)=\left(2^{k}, 3\right)$ | $(2 k, 2 k),(k, 2 k)$ |
| EnTTS | $(n, m)=(32,24)$ | $(10,24),(14,14),(24,10)$ |

An interesting case regarding $(s, t)$-linearity is the $C^{*}$ scheme for which we have the following result.

Proposition 12: Let $\mathcal{F}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{n}$ be the secret map of $C^{*}$ (cf. Example 1ii) and let $\operatorname{gcd}(\ell, n)=d$. Then, there exists a $(d, n)$ separation key for these parameters of $C^{*}$.

Proof: First, let us consider the equation $D_{a, x}(f)=0$ for a nonzero $a$. A little computation shows that it is equivalent to

$$
a x\left(a^{2^{\ell}-1}+x^{2^{\ell}-1}\right)=0
$$

and since we are interested in nonzero solutions we can restrict our attention to

$$
a^{2^{\ell}-1}+x^{2^{\ell}-1}=0
$$

This equation has $\operatorname{gcd}\left(2^{\ell}-1,2^{n}-1\right)=2^{d}-1$ independent roots (see for example [46]). Thus, there exists a space $V$ of dimension $\operatorname{Dim}(V)=d$ s.t. $D_{a, b}(f)=0$, for all $a, b \in V$. This implies that $D_{a, b}\left(w^{\top} \cdot f\right)=0$, for any $w \in \mathbb{F}_{2}^{n}$. Further, from Proposition 8 and Definition 8 it follows that there exists a $(d, n)$ separation key for the given parameters.

Hence, the best choice for parameters of the $C^{*}$ scheme is when $d=1$, because in this case, the dimension of the space $V$ is the smallest, and it is hardest to separate it. Note that this is analogous to the case of the UOV scheme, where also it is desirable to have smaller space $V$. The use of $d>1$ was exactly the property that was exploited by Dubois et al. in [25] to break a modified version of the signature scheme SFLASH with $d>1$ before the more secure version with $d=1$ was broken due to the possibility to decompose the second order derivative into linear functions [24]. Even then, the authors of [25] noted that the condition $d=1$ should be included in the requirements of the scheme, a fact that was overseen by the NESSIE consortium.

Note further that Proposition 12 implies that the dimension of the space $V$ is invariant under restrictions of the public map (minus modifier). Thus, the SFLASH signature scheme also possesses a $(d, k)$ separation key, where $k \leqslant n$ is the number of coordinates of the public key of SFLASH, and can equivalently be used to attack the modified version.

Similarly as for the case of strong $(s, t)$ separation keys, (cf. Theorem 3 and Theorem 4), we can construct a generic algorithm that finds $(s, t)$ separation keys. This part will be covered in the extended version of the paper. Here we focus our interest on a special type of separation keys, namely, $(s, m)$ separation keys where the space $W$ is the entire image space of the function. Indeed, schemes including UOV, Rainbow, Enhanced TTS, all posses exactly such keys. We will also show how the properties of $(s, m)$-linearity provide the best strategy for attacking schemes that posses $(s, m)$ separation keys. Unfortunately, in this case it is more difficult to estimate the complexity of the attacks, since the obtained equations are of mixed nature. Therefore, we leave the complexity estimate for future work. Still, it is notable that we again arrive to equivalent systems of equation as in the case of good keys.

Theorem 6: Let it be known that an $(s, m)$ separation key exists for a given $\mathcal{M} \mathcal{Q}$ public key $\mathcal{P}: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}$ with matrix representations $\mathfrak{P}_{i}:=\widetilde{\mathfrak{P}}_{i}+\widetilde{\mathfrak{P}}_{i}^{\top}$ of the coordinate functions $p_{i}$.
i. The task of finding an $(s, m)$ separation key $\left(S_{V}^{\top}, T_{\mathbb{F}_{q}^{m}}\right)$ is equivalent to solving the following system of equations

$$
\begin{align*}
& a^{(j)} \mathfrak{P}_{i} a^{(k)}=0, \quad i \in\{1, \ldots, m\}, j, k \in\{1, \ldots, s\}, j<k \\
& a^{(k)} \widetilde{\mathfrak{P}}_{i} a^{(k)}=0, \quad i \in\{1, \ldots, m\}, \quad k \in\{1, \ldots, s\}, \tag{11}
\end{align*}
$$

in the unknown basis vectors $a^{(j)}$ of the space $V$.
ii. The key can equivalently be found by

1. First solving the system of equations

$$
\begin{align*}
& a^{(j)} \mathfrak{P}_{i} a^{(k)}=0, \quad i \in\{1, \ldots, m\}, \quad j, k \in\{1, \ldots, c\}, j<k \\
& a^{(k)} \widetilde{\mathfrak{P}}_{i} a^{(k)}=0, \quad i \in\{1, \ldots, m\}, \quad k \in\{1, \ldots, c\}, \tag{12}
\end{align*}
$$

in the unknown basis vectors $a^{(k)}, k \in\{1, \ldots, c\}$ of the space $V$, for an appropriately chosen integer $c$.
2. And then, solving the system of linear equations

$$
\begin{aligned}
a^{(j)} \mathfrak{P}_{i} a^{(k)}=0, \\
i \in\{1, \ldots, m\}, j \in\{1, \ldots, c\}, k \in\{c+1, \ldots, s\}, j<k
\end{aligned}
$$

in the unknown basis vectors $a^{(k)}, k \in\{c+1, \ldots, s\}$ of the space $V$.
Proof: i. From Definition 8, $\mathcal{P}$ is $(s, m)$-linear with respect to $V, \mathbb{F}_{q}^{m}$ where $\operatorname{Dim}(V)=s$. So we need to recover only some basis $\left\{a^{(1)}, \ldots, a^{(s)}\right\}$ of $V$. From Definition 6
and Proposition 8, the condition for ( $s, t$ )-linearity can be written as $D_{a^{(j)}, a^{(k)}} f=0$ for all $a^{(j)}, a^{(k)} \in V$, i.e., as $a^{(j)} \mathfrak{P}_{i} a^{(k)}=0$. Since $D_{a, a} f=0$ for any $a$, we must write this condition as $a^{(k)} \widetilde{\mathfrak{P}}_{i} a^{(k)}=0$. We ensure the linear independence of the unknown basis vectors $\left\{a^{(1)}, \ldots, a^{(s)}\right\}$ by fixing the last $s$ coordinates of $a^{(j)}$ to 0 except the $(n-j+1)$-th coordinate that we fix to 1 . The probability that we can fix the coordinates of the basis vectors in this way is approximately $1-\frac{1}{q-1}$. If the system does not yield a solution we randomize $\mathcal{P}$. In this way we form the system (11). It consists of $m\binom{s+1}{2}$ equations in $s(n-s)$ variables.
ii. From Proposition 6, we have that if $\mathcal{P}$ is $(s, m)$-linear, with respect to $V=\operatorname{Span}\left\{a^{(1)}, \ldots, a^{(s)}\right\}, \mathbb{F}_{q}^{m}$, then it is $(s-1, m)$-linear with respect to $V_{1}, \mathbb{F}_{q}^{m}$, where $V_{1} \subset V$. Hence, there exists an array of subspaces $V \supset V_{1} \supset$ $\cdots \supset V_{s-1}$, such that $\mathcal{P}$ is $(s-i, m)$-linear with respect to $V_{i}=\operatorname{Span}\left\{a^{(1)}, \ldots, a^{(s-i)}\right\}$. Thus, we can first recover the basis of some space $V_{s-c}$ and then extend it to the bases of $V$. That is, we first solve (12), and then we are left with the linear system (13). What is left is how we choose the constant $c$. The system (12) consists of $m\binom{c+1}{2}$ equations in $(n-s) c$ variables. It is enough to choose $c$ such that $m\binom{c+1}{2}>(n-s) c$, in order to get a unique solution for the basis vectors.

Remark 1: Conditions for $(s, t)$-linearity have been used in other attacks not involving good keys or system solving. For example, the analysis of UOV in [1] uses exactly the conditions of Proposition 8 in order to test whether a subspace is contained in the oil space. An equivalent condition is also used in [47] again for analysis of UOV, and the authors' approach here is a purely heuristic one.

We conclude this part with an interesting result on the $(s, m)$-linearity of a random quadratic $(n, m)$-function.

Proposition 13: Let $f$ be a randomly generated ( $n, m$ )function over $\mathbb{F}_{q}$. Then, we can expect that there exist $q^{\frac{2(n-s)}{m(s+1)}}$ different subspaces $V$, such that $f$ is $(s, m)$-linear with respect to $V, \mathbb{F}_{q}^{m}$.

Proof: Let the $(n, m)$-function $f$ be given. Then $f$ is $(s, m)$ linear with respect to some space $V$ if and only if there exist $s$ linearly independent vectors $a^{(1)}, \ldots, a^{(s)} \in \mathbb{F}_{q}^{n}$ such that $V=\operatorname{Span}\left\{a^{(1)}, \ldots, a^{(s)}\right\}$ and $f$ is linear on every coset of $V$. Without loss of generality, we can fix $s$ coordinates in each of the $a^{(k)}$ to ensure linear independence. In this manner, from the conditions of linearity from Theorem 6 we obtain a quadratic system of $m\binom{s+1}{2}$ equations in $s(n-s)$ variables. We can expect that such a system, on average has around $q^{\frac{s(n-s)}{m(s+1} 2} \begin{aligned} & \text { s }\end{aligned}=q^{\frac{2(n-s)}{m(s+1)}}$ solutions. For simplicity, we assume that the coordinates can be fixed in the particular manner. (In general, this is possible with a probability of $1-\frac{1}{q-1}$.) Note that all of these solutions span different subspaces. Indeed, suppose $\left(a_{1}^{(1)}, \ldots, a_{1}^{(s)}\right)$ and $\left(a_{2}^{(1)}, \ldots, a_{2}^{(s)}\right)$ are two different solutions. Then there exists $i$ such that $a_{1}^{(i)} \neq a_{2}^{(i)}$. Then $a_{2}^{(i)}$ is not in the span of $a_{1}^{(1)}, \ldots, a_{1}^{(s)}$ because the fixed coordinates ensure linear independence. Thus, all the solutions generate different subspaces.

Proposition 13 implies that random quadratic $(n, m)$ functions most probably have an $\left(\left\lfloor\frac{2 n-m}{m+2}\right\rfloor, m\right)$ separation key. For the case of $n=m$, this means that there are no nontrivial ( $s, m$ ) separation keys, but for the case of $n=2 m$, we can expect that there is a $(2, m)$ separation key, and for $n=2 m+4$,
even a $(3, m)$ separation key.
Note that Proposition 13 further implies, that for $n \approx m^{2}$, a random quadratic $(n, m)$ function is likely to have a $(m, m)$ separation key. This is exactly the case identified by Kipnis et al. [1] as an insecure parameter set; see [1] for an efficient algorithm for recovering this space.

## A. On the Reconciliation Attack on UOV

Recall the shape of the internal map of UOV from Example 1i. From Proposition 7 and Proposition 6, it follows that $\mathcal{P}$ is $(i, m)$-linear for any $1 \leqslant i \leqslant m$. In order to break the scheme, it is necessary to find a vector space $V$, such that $\mathcal{P}$ is $(m, m)$-linear with respect to $\left(V, \mathbb{F}_{q}^{m}\right)$. We will call any such space $V$ an oil space. Ding et al. in [40] propose an algorithm that sequentially performs a change of basis that reveals gradually the space $V$. They call the algorithm Reconciliation Attack on UOV. In Figure 1, we present an equivalent version of the attack interpreted in terms of $(s, t)-$ linearity (cf. Algorithm 2 [40]).

```
Input: UOV public key \(\mathcal{P}: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}\).
\(V_{0} \leftarrow\) the zero-dimensional vector space
for \(k:=1\) to \(m\) do
    Find \(a^{(k)}=\left(a_{1}^{(k)}, \ldots, a_{v}^{(k)}, 0, \ldots, 0,1_{n-k+1}, 0, \ldots, 0\right) \in\)
    \(\mathbb{F}_{q}^{n}\), where \(1_{n-k+1}\) denotes that the \((n-k+1)\)-th
    coordinate is 1 , by solving
\[
\begin{aligned}
a^{(j)} \mathfrak{P}_{i} a^{(k)} & =0, i \in\{1, \ldots, m\}, j<k \\
a^{(k)} \widetilde{\mathfrak{P}}_{i} a^{(k)} & =0, i \in\{1, \ldots, m\}
\end{aligned}
\]
```

Construct a space $V_{k} \subset \mathbb{F}_{q}^{n}$ with $\operatorname{Dim}\left(V_{k}\right)=k$, s.t.

- $\quad V_{k}=V_{k-1} \oplus \operatorname{Span}\left\{a^{(k)}\right\}$, and
- $\quad \mathcal{P}$ is $(k, m)$-linear with respect to $\left(V_{k}, \mathbb{F}_{q}^{m}\right)$.


## end for

Output: An oil space $V=V_{m}$ of dimension $m$.
Figure 1. Reconciliation Attack on UOV in terms of $(s, t)$-linearity
It can be noticed that the Reconciliation attack is exactly an $(s, m)$ separation key attack, where the constant $c$ in Theorem 6 is chosen to be $c=1$. However, we will show that the choice of $c=1$ is justified only for the (approximately) balanced version of UOV, and not for any parameter set.

For example, consider the UOV parameter set $m=28$ and $v=56$. The public key in this case has a $(28,28)$ separation key. Using the reconciliation attack (equivalently if we take $c=1$ in Theorem 6) in order to find a solution for $a^{(1)}$ one needs to solve a system of 28 quadratic equations in 56 variables. On average we can expect $q^{v-m}=q^{28}$ solutions. From the description of the reconciliation attack it seems that any of the solutions is a "good one", i.e., it leads eventually to the recovery of the space $V$. This means that we can simply fix $v-m=28$ variables and on average get a single solution by solving a system of 28 equations in 28 variables. In other words, this approach seems to work equally well for the balanced version of the scheme (when $m=v$ ) and for the unbalanced version.

Now, consider a UOV public key $\mathcal{P}: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{m}$. By definition it is $(m, m)$-linear, and also $(s, m)$-linear for every $s \leqslant m$. We can use Theorem 6 ii. to find the $(m, m)$ separation key by choosing $c$ such that $m\binom{c+1}{2}>(n-m) c$, i.e., $c>2(n / m-2)$. We suppose that we have fixed $n-m$
coordinates of the vectors $a^{(1)}, \ldots, a^{(m)} \in \mathbb{F}_{q}^{n}$ to ensure linear independence. Suppose instead that we have chosen $c<2(n / m-2)$. Then Step 1 of Theorem 6 ii. will give on average $q^{2(n-m) / m(c+1)}$ solutions for the basis vectors, and all the solutions span a different space of dimension $c$ such that $\mathcal{P}$ is $(c, m)$ linear with respect to it (cf. Proposition 13). From the choice of the basis vectors, only one of these spaces is a subspace of the oil space $V$ we are trying to recover. Thus, if $q^{2(n-m) / m(c+1)}$ is relatively big, it is infeasible to find the correct subspace. If we choose a wrong space, after several steps (depending on $n, m, c$ ), we will not be able to find any new linearly independent vectors. The reason is that from Proposition 13 it is expected that even in the random case such subspaces exist, but their dimension is much smaller than that of the actual oil space. Hence, we must choose at least $c \approx 2(n / m-2)$. For example, $c=1$ is suitable only for balanced versions where $n \approx 2 m, c=2$ can be used for $n$ upto $\approx 3 m$, and for the practically used parameters of $3 m<n<4 m c$ should be 4 or even 5 .

Remark 2: In [48], Thomae analyses the efficiency of the Reconciliation attack on UOV, and concludes that solving the equations from the first step of the attack is quite inefficient. He proposes instead to recover several columns from the good key at once and introduces some optimal parameter $k$ for the number of columns, that corresponds to our parameter $c$ in Theorem 6. However, the author does not discuss why the parameter is necessary, how to choose it, and what does it mean with regards to different parameters of UOV. The discussion above answers these questions.

## B. Combining strong $(s, t)$-linearity and $(s, t)$-linearity

A number of existing $\mathcal{M Q}$ schemes combine several paradigms in their design. For example, Rainbow [2] or EnTTS [7] have a secret map with both layered and UOV structure. In other words, these schemes posses both types of separation keys. (Note that we do not talk about the trivial implication of a $(s, t)$ separation key when a strong $(s, t)$ separation key exists.) For example, Rainbow, with parameters $\left(v, o_{1}, o_{2}\right)$, where $n=v+o_{1}+o_{2}, m=o_{1}+o_{2}$, has a $\left(o_{2}, o_{1}+o_{2}\right)$ separation key with respect to $V, \mathbb{F}_{q}^{m}$, but also a strong $\left(o_{2}, o_{1}\right)$ separation key with respect to the same subspace $V$ and some $W \subset \mathbb{F}_{q}^{m}$. We can certainly focus on only one of the keys, and for example use either Theorem 4 or Theorem 6 to recover it. But since they share the same $V$ the best strategy would be to combine the conditions for both strong linearity and linearity, i.e., combine both theorems. A little computation shows that in this way, we can take both $c_{1}=c_{2}=1$ in Theorem 4 and $c=1$ in Theorem 6, i.e., indeed we arrive to the most efficient case for recovery of $V, W$.

A similar argument applies to any $\mathcal{M Q}$ cryptosystem that encompasses layered and UOV structure. Notably, the possibility to use the aforementioned combination is exactly why the Rainbow band separation attack is much more efficient than the reconciliation attack.

## VI. Prudent Design Practice for $\mathcal{M} \mathcal{Q}$ schemes

In the previous sections, we saw that strong $(s, t)$-linearity and $(s, t)$-linearity provide a reasonable measure for the security of $\mathcal{M Q}$ cryptosystems. Certainly, in some schemes, the internal structure is clear from the construction, and such characterization may seem redundant. However, many schemes contain a hidden structure, that is invariant under
linear transformations, (and thus, present in the public map) and that became obvious only after the scheme was broken. Furthermore, sometimes the constructions of the internal map lack essential conditions as in the case of SFLASH, where the specification was missing a condition on the $\operatorname{gcd}(\ell, n)$. We give another example concerning the MQQ-SIG scheme.

Example 6: The designers of the MQQ-SIG signature scheme in the construction of the internal map use a special type of quadratic $(2 d, d)$ function $f=\left(f_{1}, \ldots, f_{d}\right)$ that is balanced when the first $d$ arguments are fixed. They classify such functions depending on how many of $f_{i}$ are linear, and as a security measure require that all should be quadratic. They further impose the restrictions that the rank of the matrix of $f_{i}, i=1, \ldots, d$ should be high. While these are completely reasonable requirements, they do not properly reflect the linearity of the function, and are, thus, not at all sufficient to avoid instances of high linearity. Instead, a better requirement would be to impose a restriction on the rank of any of the components $v^{\top} \cdot f$, or equivalently to bound from above the linearity $\mathcal{L}(f)$.

Thus, it seems that a good practice is to include conditions about the linearity of the used functions. A nice concise criteria is the behaviour of the derivatives $D_{a}(f)$ and $D_{a, b}(f)$ of a function $f$ (cf. Proposition 5 and 8) and the nonlinearity measure. As already mentioned, bent functions have the highest possible nonlinearity. However, since all quadratic bent functions over characteristic 2, are from the MaioranaMcFarland class [49], their relatively high $(s, t)$-linearity can be considered as a drawback. Conclusively, other functions that have low linearity in both senses (strong $(s, t)$ and $(s, t)$ ) should be considered. AB functions have such properties. Unfortunately, Gold functions (cf. $C^{*}$ ) can not be used because of the presence of symmetry invariants, but it seems as a good idea to investigate other AB functions (or close to AB ) for applicability in $\mathcal{M Q}$ cryptosystems.

## VII. CONCLUSION

High nonlinearity of vectorial functions is nowadays widely accepted criterion in symmetric cryptography. As it turns out, it is also crucial for the security of $\mathcal{M Q}$ cryptosystems and thus can be used as a relevant security measure in their design. Indeed, in this paper, we provided a general framework based on linearity measures that encompasses any attack that takes advantage of the existence of linear spaces, and thus can be considered as a generalization of all such attacks. That is why, we believe that other notions from symmetric cryptography including resiliency and differential uniformity can successfully be adapted in the $\mathcal{M Q}$ context, and benefit further to the understanding of the security of $\mathcal{M Q}$ cryptosystems.
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