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Abstract— A human tracking system based on mobile agent
technologies has been proposed to achieve automatiaman
tracking function. In this system, each target persn is tracked
automatically by its mobile agent moving among camas in
which a person is detected. The current system uties an
algorithm to predict which camera detects the targeperson.
The algorithm needs a lot of information from all @ameras
about their monitoring ranges of the cameras. If om
monitoring range is updated by a pan / tilt / zoormoperation or
some other reason, the whole calculation to determé the
relationship between camera nodes must be performed
accordingly. In order to solve this problem, we prpose in this
paper an algorithm that uses only localized node formation
from each camera and its neighboring camera. With His
proposed algorithm, each camera is able to calculat its
neighbor nodes without obtaining the monitoring rarges of all
cameras. This enables the construction of robust mmoan
tracking systems.

Keywords-Human tracking; Mobile agent; Pan/Tilt/Zoom,;
Neighbor relation; Localization.

I.  INTRODUCTION
In recent years, in order to enhance public segurit

various kinds of systems such as entrance and exl)

management and detection of suspicious persons beere
introduced. The most widely used system is a sigiegv
system using cameras. In this system, operatorg fixus
their eyes on two or more cameras to find a Suspsci
person. However, considering the ability of therapa's, the
maximum number of cameras should be two or threerfe
operator. A number of operators are required fonitodng
many cameras and tracking multiple people. In orer
monitor many cameras or track multiple people, legipg
more operators required. Moreover, when an opetasas
sight of a suspicious person, the operator mustoger
multiple cameras to find the suspicious person. this
reason, systems that enable automatic human tracisimg
multiple cameras are proposed. These systems, leowev
have two problems: (A) the computational cost facking a
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person is concentrated on one monitoring served; (&)
loss of tracking ability due to a change in canraoaitoring
range.

We have proposed an automatic human tracking system

based on mobile agent technology. This system stsnef
cameras, tracking servers, mobile agents, and atoriog

terminal. In this system, a tracking server instalin each
camera analyzes images received from the cameeaefbine,
the computational cost of image analysis is disted
between each tracking server. A mobile agent ipgresl for
each person being tracked. The mobile agent mgeateong
tracking servers by detecting the physical data gierson
being tracked. By checking the location of an agenthe
monitoring terminal, the operator is able to knbw lbcation
of the tracked persons.

Tracking all detected persons is possible if a remudf
cameras that monitor in all directions without dlispots are
installed. However, it is an unrealistic idea am@ery costly.
A more realistic approach is to install a certaimbers of
cameras at some specific points such as entrarices o
building or rooms and passage crossings. In thise,ca
occasionally a tracked person disappears from aeicEs
monitoring range. When the human tracking systeseda
tracked person, the system has to check every e&sméew
find the lost person. A high computation cost éach
camera is required for image analysis. Therefohe t
algorithm was proposed to predict which camera doul
display the tracked person next [1].

The algorithm calculates neighbor nodes of eachecam
based on the value of each camera’s monitoringeramagp
of the floor, and the locations where camerasrastiled. A
node is defined as a location of a tracking sewith a
camera. If a tracked person goes out of the mangaange
of one camera, the person should appear in thaeregsn
neighbor nodes. In this case, the algorithm cateslanly
some nodes, which are from the neighboring cameuatee
calculation cost for image analysis will be lowillSthere is
another case when the monitoring ranges of someeream
changes by panning / tilting / zooming operationther
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reasons. In this case, the algorithm will requineerg
camera’s current monitoring range, and must redtatie all
the neighbor nodes. However, it is not practicalitange the
monitoring ranges frequently.

In this paper, the current human tracking algorittem
extended to localize the neighbor node calculatibhe
proposed algorithm utilizes only the monitoring ganof
neighbor nodes. Furthermore, this realizes a robhustan
tracking system that enables continuous trackirenevhen
some nodes are down.

Section |l of this paper describes the related amte
Section 1ll introduces the proposed human traclkdpgtem
and describes the neighbor node calculation algurit
Section IV describes the localized neighbor nodeutaion
algorithm. Section V shows the experimental resaitd
Section VI contains the conclusion of this paper.

Il.  RELATED RESEARCH

next was not explored. K. Aoki proposed a coopeeati
surveillance system using active cameras [12higgystem,
each active camera adjusts its observation areedcease
blind spots. P. Ibach et al. proposed an algorittmat
employs clustering of mobile nodes [13]. This aition is
combined with techniques for position based routiAg
approach using stochastic locking and semi-hieieaith
grouping for a peer-to-peer shared memory systerm wa
proposed in [14]. In these studies, a way to capewith
the node located near is shown. However, we enphasi
connection relationship of nodes than their locatieven if
distance between nodes is far, it is possible taiotplural
cameras would display the tracked person next hgwiong
the connection relationship.

I1l.  HUMAN TRACKING SYSTEM USING MOBILE AGENT
TECHNOLOGIES

An automatic human tracking system using mobilenage

There are some studies for human tracking betweetechnologies has been developed [1]. In the sydtesre are

plural cameras.

Y. Shirai researched about tracking multiple pessand
proposed a technique for collaboration between casnier
tackling obstruction [2]. N. Kawashima proposedacking
technique that eliminates noise such as shadowslng la
dispersion matrix and by
subtraction method [3]. This research was aimeatetiracy

enhancement of persons’ detection by using multipl

cameras, but was unrelated to track a target peasorss
multiple cameras. Since the image recognition has
possibility that an error occurs, we took an apghothat
does not rely on image recognition.

H. Mori proposed a tracking technique in an envinent

where the monitoring ranges of multiple cameras are

overlapped by unifying the monitoring images froaeveral

cameras [4]. A. Nakazawa proposed a mechanism for

combining the physical data of multiple persons fg]Ukita
proposed a system to exchange monitoring imagieseeftly
using an agent based framework [6]. This reseasshraed
that the imaging ranges of cameras are overlapypedkita

and D. Makris proposed a method for estimating the

migration path of a target based on entry-exit{it)}-o
information [7][8]. These methods require re-cdilec of

the entry-exit (in-out) information when the monmitgy

ranges of cameras change. N. Takemura'’s reseadiciad

possible routes which a person could take frompotion

and speed of the person [9]. Since the informatibhe

appearance and the moving speed of the persorffacted

by uncertain movement of the person, we took amcaub

to predict which camera would display the trackedspn

next from the information of the equipment (e.g.,
monitoring range of camera).

multiple mobile agents, each of which tracks onesqe
called a ‘“target.” Since all the targets are tracke
automatically by each of the mobile agents, thatioa of
each target can be known by monitoring the locatibits
corresponding mobile agent.

improving the background

&\ Systemconfiguration

The structure of our automatic human tracking syste
ahown in Figure 1.

d
D
[1] Target mowes. [4] Target moves.
- 2
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0
- .. _—
[2] Target s detected. 5} Target is detected, -
>
Monitoring Terminal
g N,
-----------

[3] Agent dispatches its own copy
to neighbor nodes.

O

Camera with
Tracking Server
(Node)

. Target

Monitoring range &Y Mobile Agent

a Figure 1. Structure of the proposed system.

Y. Tanizawa proposed a mobile agent-based framework The system consists of cameras, tracking serverbilen

called “FollowingSpace” [10]. In this system, whanuser
moves to another location in a physical space, lsilenagent
attached to the user migrates to one of the nelaosss from
the current location of the user. T. Tanaka alspgsed an
agent-based approach to track a person [11]. Haweve
mechanism to predict in which camera a target waplgear
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agents, and a monitoring terminal. Cameras areaiidy
installed in a monitoring area and have pan //titoom
functions which change each camera’s monitoringyeam\
tracking server is connected to each camera arelvesc
images from the camera. Tracking servers havextaeudon
environment for a mobile agent and an image arglysi
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function. Since the image analysis is performedeath C4,V; and V, are includedin the B, andV, are includedin the
tracking server, the computational cost of imagalyais is monitoring range of € monitoring range of ;.
distributed to each tracking server. The mobile nage
migrates across tracking servers in accordance thi¢h
movement of a target. The locations of mobile agent
displayed in a monitoring terminal. The currentiposs of
all targets can be known through the location ofbiteo
agents.

B. Tracking flow

When a target comes into the monitoring range ohea Camera Monitoring Sranch Viewing
tracking server, the tracking server checks whettnetarget L 5o Range Lo ] bt Point
is being tracked by any agent in the server. i§ ibot, the
tracking server generates a mobile agent contaitieg
physical data of the target (e.g., facial featuraspr of
attire). The mobile agent tracks the target basedthe
target’'s physical data. At the same moment, thekimng
server will distribute copies of the active agemttiacking
servers of neighboring cameras located in areasewthe
target may pass. The calculation algorithm for hiedy . :
nodes is described in the next subsection. Trackéngers of mC(:) nltolralng. raggﬁ 0:1 gf:becotr;:es 8 .}[/2].' Matrix X (f)f I
neighboring cameras analyze the camera image peailyd ICI<|P] is defined from ] € 'monllorlng range of a
based on the physical data in the copy agentseckcifithe ~ cameras. Elemen; of matrix X is defined as (1).
target is in sight. If the target is detected hyaaking server
in a neighboring camera, the copy agent of thatecam .
becomes the new active agent and distributes neie<o 0 wherethemonitoringrangeof thecamereC;
tracking servers of neighboring cameras. The caigiative ' doesnotincludethepoint ;.
and copy agents are subsequently erased. Besatesf thn Xij
agent loses track of the target for a definite queif time,
the agent removes itself. The agent exists in dseknown
position until it is removed.

Figure 2. Representation of a route.

The monitoring range of each camera changes bytitian,
and/or zoom operations. For example, when the momi
range of camera [Js as in the left part of Figure 2, the
monitoring range of € becomes [Y, B;]. When the
monitoring range of Cis as in the right map of Figure 2, the

(D

wherethemonitoringrangeof thecamerzC,
includesthepoint ;.

Here, C is a set of camera points and P is a dataoich
C. Algorithmto calculate neighbor nodes points, camera points and viewing points. Camdrashave
overlapping monitoring ranges (neighboring cameras)

Regarding camera location, it is practical to itsta jjentified using (2).

cameras only at specific places, such as buildifitgaeces,
rooms, or passage crossings. In such an environrtient

—_ . T
techniques [4] for tracking a target by using ompeping D=XeX @
ranges are not applicable when a target disapfesmsthe L
monitoring range of a camera. In this case, it beo The monitoring range of Camera; Gnd G are
necessary to predict which camera a target willeappn  Overlapped ifDy =1.
next. Next, the adjacency matriX of |P |x|P| is defined.

In order to predict the next camera, the pointst tha
represent a route through which a target can geasdds be
defined:

- Branch points (passage crossings)

- Camera points (camera locations) , ) }

- Viewing points (between two branch points, between v = arenotneighborirg eachother. 3

two camera points, and between a branch point and a U wherethepoint Pandthepoint P,

camera point) 1
The monitoring range of each camera is determimenh f
these points, as shown in Figure 2.

ElementY;; of matrix Y is defined as (3).

wherethepoint P andthepoint B
0

areneighborirg eachother.
When E; =21 in (4), the neighboring camera is
overlapped with (n-1) points away from the monitgri
range of the camerg.C

E=XeY"e X" 4
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Even if the neighboring cameras can be identifigd4),
the number of points between the monitoring rarajetsvo
cameras is unknown. In other wordg, is unknown.
Therefore, points which are not included in the itooimg
range of all camera from matriX andY are eliminated.
Matrix X' is generated from matriX by eliminating all the
points in columnj that satisfy (5).

m
ZXM:O

k=i

®)

Similary, matrix Y' is generated from matriyy by
eliminating all the points in columnp and row j, and by

connecting two points i and k X;; =1 and X =1. By
directly connecting two points which connected throagh
eliminated point, it prevents a route from being cfibgfthe
elimination of a point. The next camera can be predioied
calculating (6) from matrixX' andY".

E'= XY X" (6)

IV. LOCALIZATION OF NEIGHBOR NODE CALCULATION

The neighbor nodes can be calculated by the algorith

described in Section IlI-C. The algorithm, howeveredse

matrix X that contains the monitoring ranges of all camera
Next, it is necessary to identify new branch and viewin

points due to changes of monitoring ranges as a raspi#n

/ tilt / zoom functions. The more cameras there are én th

system, the higher the number of calculation pomtsst
increase. Therefore, we localize the algorithm for desing

the number of points for the calculation. Localization

achieves neighbor node calculation without using alhtpo
in the system.

wherethemonitoringrangeof thecamereC,
doesnotincludethepoint Pc;.

= 8
I wherethemonitoringrangeof thecameraC; ®

includesthepoint PG .

Xc and Yc consist of a set number of points for each
camera. The total number of points in the system doés
need to be known. Next, matriXc' and Yc' are derived
from matrix Xc and Yc using the method described in
Section IlI-C. Then, the neighbor nodes are catedlay:

Ec'= Xc'»YC' Xc" (9)

The localized calculation achieves a robust human
tracking system because all points in the systeen ret
required. If the monitoring range of a camera cleanghe
localized algorithm requires the updated matrixésthat
camera and its neighboring cameras. The following

subsection describes update flows when a monitaange
changes.

A. Support for the change of monitoring range

A change of monitoring range of a camera may cause
change of its neighbor node. If that happens, tmera
notifies its neighbor cameras that the monitoriagge has

Schanged. Cameras that receive this notice updeaie Xc
Ynatrix with the updated monitoring range. Furthemman

the event that the monitoring range of a camerase® the
monitoring camera of a neighbor node, the mai&and
Yc of the camera will not have some points required f
calculating neighbor nodes because some new panets
generated by the crossing monitoring ranges. Fameie, in
the left part of Figure 3, camera Gas monitoring range

In the localized calculation, the neighbor nodes of Onénformat!on for the ne|ghbor_ node,Gut does not have the
camera are calculated by the camera itself. All ofpiats ~ 'nformation for G. Then points €and s of matrix Xcl
in the system are not required to calculate neighbor raides P€come 1. When the monitoring range gfoBanges as seen
each camera. Each camera manages only determinad poil? the right part of Figure 3,,Gand G become neighbors.
within its monitoring range and those located betwaen i However, Xcl andYcl of G, have no information about the
monitoring range and the monitoring range of its neigh Monitoring range of € Therefore, Cgets Xc2 andYc2 of
nodes. Let us define a mathg. The elements o¥c are  Cz, and combinesxcl and Ycl with Xc2 andYc2. Then,
defined as (7). C: can update its neighbor nodes by running a loedliz
neighbor node calculation becaus&?2 and Yc2 include
information about points between @1d G. The points Y,
B,, Vs and G on a route to €are added toXcl and Ycl.
™ The point G, B; and \4 of matrix Xcl become 1.

0 wherethepoint P¢ andthepoint Pg

arenotneighborimg eachother.

- 1 wherethepoint P¢ andthepoint Pc;
areneighborirg eachother.

Here, P¢c and Pg¢ are the points included in the
monitoring range of camera C or the points located/dx
the monitoring range of camera C and the monitoringean
of its neighbor nodes. Similarly, we define matiXx by (8).
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The neighbor of C, is C,. The neighbors of C, are C, and C;. C, is added at the branch point B,.

The neighbors of C, are C, and C,. The neighbor of C, is C;. e
The neighbor of C; is C,. The neighbor of C; is C;. 2 |:>
I N

C, is added at the viewing point V.

) 2

o
camera n branch viewing
point point point

Monitoring Viewi . .
Camera Branch iewing
B e ﬂ Point Figure 5. Change of the points.

Point

Figure 3. Change of monitoring range. When a camera is added at a branch point, the franc
Dashed line shows that two cameras are neighbors. P .
point is changed to a camera point. When a camesdded
at a viewing point, the viewing point becomes a eanpoint
B. Support for additional camera and the viewing point is divided into two pointshiah are
If a new camera is added to the system, it will mmge ~ ON the both sides of the camera point.
matrixes Xc andYc . Therefore, when a new camera is Updated points are added &cl and Ycl, and Gew
installed, we give access information (e.g., IPrasisl and updatesXc lwith its new monitoring range. The updated
authentication information) about neighbor nodetheonew ~ matrix Xcl andYclare matrixesXcnew and Ycnew. Then,
camera. Hereafter, G, represents a new camera ang C Cp., calculates neighbor nodes usiixgnew and Ycnew .
represents its neighbor node,efcreceives the matrixcl Then, G, notifies its neighbor nodes of the updated points
and Ycl from C.. Since Gis adjacent to G, the location of and its monitoring range. Cameras that receive ribtice
Crew installed is included inXc &ndYcl Therefore, G, Update their Xc and Yc matrixes and recalculate their
can calculate its neighbor nodes by uskti and Ycl. neighbor nodes. In this way, the system can effeigti
For example, in the left part of Figure ¢l and Ycl handle the change of neighbor nodes as a resutheof
have information about the points from © G, and G to  addition of a camera.

Ca.
C. Support for removing a camera
The neighbors of C. are C, and C The neighbors of C; are C; and Cy,,- As for removing cameras, two cases must be coregider
The :ﬁ:ghbzﬁ e The neighbors of C, are C, and C.. intentional removal and unintentional removal. Besea
2 1 3 i i . . .
The neighbors of C, are C, and C,. 3}:2 :z:gm:s;%‘s Cgﬁg'c C andC unintentional removal results in the sudden lossarhera
new 1 -2 3 y - . . eppe
o= CemS Xcrem and Ycrem matrixes, it is more difficult to

handle than intentional removal. Therefore, onky tase of
unintentional removal will be discussed.

To prevent sudden loss of matrix&srem andYcrem
when unintentional removal occurs, each cameraangds
its Xc andYc matrixes with its neighbor node automatically.
Each camera always monitors its neighboring canterase
if they are accessible or not. If any one of thenews
becomes inaccessible, the camera is assumed tobleave

Camers g pon o€ [T ] Branch Viewing removed unintentionally. Suppose camerg Getects
Range Point Point i i

_ - removal of G, C, combines theXcrem and Ycrem with

Figure 4. Addition of a camera. its Xcl and Ycl matrixes. In the combineXcl matrix, G

Dashed line shows that two cameras are neighbors. . .
g sets the rows corresponding to the camera poitt.gto 0.

This means that the monitoring range @f,®ecomes 0. By
When Gy is installed as seen in the right part of Figurec@lculating using the method in Section IV-A, Can
4, G, receivesXcl andYcl from C,. Since Xcl and Ycl calculate its neighbor node even if.is intentionally

contain all the information required to calculateighbor ~émoved. Note that the update of points is not iredu

nodes of can calculate its neighbor node because unnecessary points (e.g., a camera .point
and G. Gom Crew g 5C corresponding to &) are deleted automatically using

Moreover, the addition of £, is accompanied with the €duation (5) in Section llI-C.
updating of points. Figure 5 shows an example isfupdate.
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Entrance

Exit

Figure 6. Simulation map.

Camera C19was added.
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| Target A was tracked by C4 - C5 - C6. Target B was tracked by C4 > C6
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Figure 7. Result of Tracking simulation.

V. EXPERIMENT

Camera addition is shown &s. Camera removal is shown
as X.

.The effe'ctiven_ess of the_ proposed method_ was tested |nitially, camera G is adjacent to camera,Cand G is
using a simulation experiment. The experiment wasdjacent to € In Figure 7, target A was detected hy then

conducted by installing 18 cameras in 124.5m x atea as
shown in Figure 6.

detected by €and finally detected by {£Cs was deleted
after 102 seconds had elapsed. Next, target B w&ted

Three targets entered the monitoring area from they C, and then by £ This shows that neighbor nodes were

entrance, walked randomly at a speed of 1.5m/sGm/3,
and then exited the area. When one target exiedutba, a
new target entered from the entrance. Pan / tibdm of

correctly updated whens@vas deleted.
Additionally, camera ¢ was added between, @nd G
after 3176 seconds had elapsed. Until Was added, targets

each camera occured randomly once every 30 secondgere detected by Lafter being detected by,CAfter Cyo
Removal and addition of a camera occured once e8ery was added, the target was detected hya@ter G, and then

hours. In this experiment, it was assumed that eachera
detects a target accurately because there wasus foc
localization of neighbor node calculation. The dation
result is shown in Figure 7. The camera numbersiglayed
on the vertical axis and elapsed time on the hot@axis.
Movements of the targets are shown by dotted liaed,the
locations of mobile agents are shown by solid linEse
occurrence times of pan, tilt, and zoom are show{>a
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by G after Go. This means that the neighbor node gpiv@s
updated correctly to {5 and that the neighbor node ofy,C
was updated correctly ta;CAlso, even if a monitoring range
changed due to pan / tilt / zoom, neighbor nodesewe
calculated correctly.

The simulation lasted 72 hours. There was no failar
the neighbor node calculation, and targets controebe
tracked by mobile agents accurately.
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VI. CONCLUSION

(12]

We propose the automatic human tracking systengusin

mobile agent technologies. To track a person usiogile
agents, a node that is used to detect a target finstsbe
calculated. The proposed algorithm is able to abthese
neighbor nodes with only localized node informati@y
using the algorithm, it is possible to calculateghbor node
of each camera without the monitoring ranges ofatheras
in the system even when monitoring ranges of casnarea

(13]

(14]

changed or cameras are added / removed. The prbpose

algorithm provides continuous tracking ability eviesome
nodes are down. The effectiveness of the propogstm
was confirmed in a simulation and experiments. hbgt
step will be large scale experiments using the gsegd
algorithm to test continuous automatic human traghn an
actual environment.
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