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Abstract—Along with the growth in the usage of software in
almost every aspect of human life, the risks associated with soft-
ware security vulnerabilities also increase. The number of average
daily published software vulnerabilities exceeds the human ability
to cope with it, hence various threat models to generalize the
threat landscape has been developed. The most popular threat
model MITRE ATT&CK proved to be a very useful tool for
the security analyst to perform cyber threat intelligence, red
and blue teaming, and so on. However, for his daily operation,
the security analyst has to prioritize his defense by manually
mapping the daily published software security vulnerabilities to
the adversarial techniques listed in MITRE ATT&CK. In this
paper, we propose a method to automatically map the software
security vulnerability using a multi-label classification approach.
We took the vector representation of the vulnerability description
and classified it with various multi-label classification methods to
evaluate in different measures and found out the LabelPowerset
method with Multilayer Perceptron as base classifier performs
best in our experiment.

Keywords–Multi-label classification; MITRE ATT&CK; Security
Vulnerability;

I. INTRODUCTION

The digital age has presented various opportunities to
society along with different challenges. One of the biggest
challenges comes with the risk of cyber-attack, data breach and
loss of intellectual property, and so on. Software security vul-
nerability is one of the biggest factors behind these challenges.
According to the US National Vulnerability Database (NVD),
the total number of reported vulnerability as of June 2020 is
146,000 [1] and this number is increasing year by year. In
2019 alone 20,362 vulnerabilities are reported on NVD which
is a 17.6% increase from 2018 (17,308) and 44.5% increase
from 2017 (14,086) and the trend is likely to be upwards [2].

Given this large number of reported vulnerabilities, track-
ing individual vulnerabilities is nearly impossible. Hence, there
have been various approaches and threat models developed to
generalize the threat landscape and to ease the burden of a
security analyst. One of the most commonly used approaches
is a curated knowledge base called MITRE ATT&CK® that en-
lists adversary behaviors including their tactics and techniques
based on real-world observations. It is a powerful framework
commonly used as a threat model in adversary emulation, red
and blue teaming, and cyber threat intelligence practices [3].
MITRE ATT&CK generalizes the adversary attack techniques
and tactics based on the common weaknesses of the systems
without mentioning specific product or vulnerability.

Even though the MITRE ATT&CK proved to be a use-
ful framework, the need to identify the specific threat that
individual vulnerability poses in the adversarial landscape
still exists. In layperson’s terms, MITRE ATT&CK is the
playbook of steps that house robber would take in order to
rob a house (e.g., find open access) and software security
vulnerability is the weaknesses of the house security (e.g.,
unlocked door or broken window). For the effective defense,
the house owner needs to combine this information, the most
common approaches that house robbers use and weaknesses
of his house, so that he can better understand the situation and
prioritize his defenses.

In this paper, we propose a method to automatically map
the vulnerability information to adversary techniques and tac-
tics. Since a specific vulnerability can be used in more than
one adversarial technique we believe developing a multi-label
classification model that can infer the adversarial techniques to
given vulnerability would be suitable. Since every vulnerability
has associated textual description, we believe using the features
of this text, a classic multi-label classification algorithm could
produce a result that could be useful for a practical purpose.
Hence, we experimented with various multi-label classification
methods to evaluate the performance to automatically map the
vector representations of vulnerability description to adversary
techniques and tactics as prescribed in the MITRE ATT&CK
framework.

Mapping individual vulnerabilities to adversarial tactics
and techniques require a certain level of expertise and domain
knowledge. Thus it may consume a considerable amount of
time for the security analyst. To the best of our knowledge,
currently, there are no published works that directly address
this problem. Therefore we believe by utilizing existing tools
and data, the task of mapping vulnerability information could
be automated to spare the human analyst from manual labor.
Hence, the goal of the paper is to seek the possibilities to au-
tomate the mapping of vulnerability descriptions to adversarial
techniques by exploring the existing tools.

The specific contributions of the paper are as follows:

1) To propose an approach to automate the mapping of
vulnerability description to adversarial technique.

2) Explore and experiment with various multi-label clas-
sification methods to compare the performance.

The remainder of this paper is organized as follows. Section
II will review the related research and how this paper differs
in its approach. In Section III, we will briefly discuss the
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background information to be used for this research. In Section
IV, the experiment of the proposed multi-label classification
and the corresponding evaluation will be discussed. Finally,
we will conclude by discussing future work to extend this
research in Section V.

II. RELATED WORK

There has been an attempt to use a multi-label classification
approach to map cyber threat intelligence reports to adversarial
techniques and tactics. Legoy et al. implemented a tool called
rcATT, a system that predicts tactics and techniques related
to given cyber threat reports and outputs the results using
Structured Threat Information eXpression (STIX) format [4].
They focused to extract MITRE ATT&CK techniques and
tactics from cyber threat reports and used simpler approaches
for text representation and classification algorithms, whereas
we focused to map the vulnerability description to the same
framework, though using more neural and deep learning ap-
proaches.

Also, extracting general Tactics, Techniques, and Proce-
dures (TTP) from cyber threat information is gaining some
attention. Husari et al. developed a system to automate Cyber
Threat Intelligence (CTI) analytics that learns attack patterns
[5]. They combined Natural Language Processing (NLP) and
Information Retrieval (IR) techniques to extract threat actions
from threat reports based on their semantic relationships.
Their focus was to extract actionable TTP from threat reports,
whereas our focus is to identify the adversarial techniques that
can exploit the specific vulnerability.

Apart from extracting an adversarial technique from textual
documents, there have been some studies to directly map
the malware behavior to the MITRE ATT&CK framework.
Oosthoek et al. did the automated analysis of 951 unique
families of Windows malware and mapped them onto the
MITRE ATT&CK framework [6]. They generated a behavior
signature of the malware in the sandbox and mapped the
signature to the corresponding MITRE ATT&CK technique.
Their work focused to map the malware based on its behavior
to the adversarial techniques defined in MITRE ATT&CK
framework whereas our focus is to map the vulnerability
description that could be exploited by the adversary to the
same techniques through its textual representation.

Some researchers have been working on the information
provided by the MITRE ATT&CK framework to improve
the adversarial predictions. Al-Shaer et al. presented their
statistical machine learning analysis on Advanced Persistent
Threat (APT) and software attack data reported by MITRE
ATT&CK to infer and predict the techniques the adversary
might use [7]. They associated adversarial techniques using
hierarchical clustering with 95% confidence, providing statis-
tically significant and explainable technique correlations. Our
focus is to correlate individual vulnerability descriptions to the
adversarial techniques and create a model that can be used to
automatically map new vulnerability to the MITRE ATT&CK
framework.

There have been also research on classifying the vulner-
ability information based on its textual description. Huang et
al. proposed an automatic vulnerability classification model
built on Term Frequency-Inverse Document Frequency (TF-
IDF), Information Gain (IG), and deep neural network [8].
They validated their model with CVE descriptions of the

National Vulnerability Database and compared them to the per-
formances of SVM, Naive Bayes, and kNN algorithms. We are
also attempting to classify the vulnerability information based
on its textual description, but Huang et al. focused a multi-
class classification that each vulnerability belongs to a specific
category, whereas we attempt to classify a vulnerability into
multiple adversarial techniques at the same time.

As listed above, there have been some attempts to utilize
the MITRE ATT&CK framework or vulnerability classification
in the academic context. However, most of the works took
different directions such as [6] focused on mapping malware
behavior on the adversarial technique, and [5] focused on
extracting the TTPs. The only similar work [4] used some
traditional methods to extract techniques from cyber threat
reports, whereas we believe by using more neural and deep
learning approaches, it would be possible to achieve better
results.

III. BACKGROUND

Since this study is on the intersection of different fields,
the theoretical background knowledge is briefly explained in
this section.

A. Vulnerability Modeling
There have been several attempts to standardize the re-

porting and modeling of software security vulnerabilities or
weakness and threat landscape in general. In this section, we
will discuss a few relevant schemes for this study.

1) Common Vulnerabilities and Exposures: Common Vul-
nerabilities and Exposures (CVE) is a list of entries, each
containing an identification number, description, and at least
one public reference for publicly known cybersecurity vul-
nerabilities [9]. CVE was launched in 1999 and now became
the standard naming convention to address the interoperability
and disparate databases and tools. CVE entries, also called
CVEs, CVE IDs, and CVE numbers by the community provide
common reference points so that cybersecurity products and
services can speak the same language. CVE is an international
cybersecurity community effort and each new CVE entry is
assigned by CVE Numbering Authorities (CNAs).

The majority of the disclosed vulnerabilities are stored at
the NVD for centralized vulnerability management purposes.
The NVD is the U.S. government repository of standards-based
vulnerability management data and is known as the de facto
central database of software security vulnerabilities [10]. CVEs
stored at NVD proved to be a useful resource for vulnerability
management and overall cybersecurity-related research.

2) Common Attack Pattern Enumeration and Classifica-
tion: Common Attack Pattern Enumeration and Classifica-
tion (CAPEC) efforts provide a publicly available catalog
of common attack patterns that helps users understand how
adversaries exploit weaknesses in applications and other cyber-
enabled capabilities [11]. CAPEC was established by the
U.S Department of Homeland Security in 2007 and contin-
uously evolved to include public participation and contribu-
tions. CAPEC defines “Attack Patterns” as descriptions of the
common attributes and approaches employed by adversaries to
exploit known weaknesses in cyber-enabled capabilities. Each
attack pattern captures knowledge about how specific parts of
an attack are designed and executed and gives guidance on
ways to mitigate the attack’s effectiveness.
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Figure 1. MITRE ATT&CK components and their relationship

CAPEC differs from MITRE ATT&CK framework in a
way that it focuses on the application security and enumer-
ates exploits against vulnerable systems, whereas the MITRE
ATT&CK framework focuses on network defense and provides
a contextual understanding of malicious behavior. CAPEC is
mainly used for application threat modeling and developer
training and education, whereas ATT&CK is used for com-
paring network defense capabilities and hunting new threats.

3) MITRE ATT&CK framework: Adversarial Tactics, Tech-
niques, and Common Knowledge (ATT&CK) was created
at MITRE corporation to systemically categorize adversary
behavior in September 2013 [3]. It was originally designed
as a project to document and categorize post-compromise
adversary TTPs against Microsoft Windows systems and later
added other platforms and called ATT&CK for Enterprise and
publicly released in May 2015. Subsequently, complementary
models such as PRE-ATT&CK, ATT&CK for Mobile, and
ATT&CK for ICS has been published in 2017 and 2020. The
ATT&CK framework consists of the following components:

• Adversary group: Known adversaries that are tracked
and reported in threat intelligence reports.

• Tactics: Tactics represent the adversary’s tactical ob-
jective: the reason for performing an action.

• Technique/Sub-Technique: Techniques represent
“how” an adversary achieves its tactic, whereas
Sub-technique further breaks down techniques into
more specific descriptions of actions to reach the
goal.

• Software: Software represents an instantiation of a
technique or sub-technique at the software level.

• Mitigation: Mitigation represents security concepts
and technologies to prevent a technique or sub-
technique from being successfully executed.

The relationship between the components is visualized in
Figure 1.

The MITRE ATT&CK framework is constantly enriched
with techniques and sub-techniques. At the time of writing,
there are 266 techniques/sub-techniques of 12 tactics in the
MITRE ATT&CK Enterprise model, 174 techniques of 15

tactics in the PRE-ATT&CK model and 79 techniques of 13
tactics in ATT&CK for Mobile model.

B. Multi-label classification

Classification is the task of learning to classify the set of
examples that are from a set of disjoint labels L, |L|> 1.
If |L|= 2, then the learning problem is called a binary or
single-label classification and if |L|> 2, it is a multi-class
classification. In the case of multi-class classification, the
example should correspond to a single class or label whereas
multi-label classification the examples are associated with a
set of labels Y ⊆ L [12]. According to Madjarov et al. the
multi-label classification methods could be of the following
categories [13].

1) Algorithm adaptation methods: The existing ma-
chine learning algorithms that are adapted, extended,
and customized for multi-label classification problem.
The examples include: boosting, k-nearest neighbors,
decision trees, and neural networks.

2) Problem transformation methods: This method
transforms the multi-label classification into one or
more single-label classification or regression prob-
lems. It is further divided into categories as binary
relevance, label power-set, and pair-wise methods.

3) Ensemble classification: The ensemble methods are
developed on top of existing problem transformation
or algorithm adaptation methods. The examples in-
clude Random k-label sets (RAkEL) and ensembles
of pruned sets (EPS) etc.

C. Evaluation measures of multi-label classification

Since the multi-label classification task is different from
the traditional binary classification, the evaluation metrics to
measure the performance of the method also differs. The multi-
label classification measures generally fall into the following
categories according to [13].

1) Example based measures
2) Label based measures
3) Ranking based measures

The evaluation measures used in this study are briefly dis-
cussed below. In the definitions, yi denotes the set of true
labels for example xi and h(xi) denotes the set of predicted
labels for the same examples. N is the number of examples
and Q denotes the total number of possible class labels.

1) Subset Accuracy: Subset Accuracy, also called as Exact
Match Ratio is the most strict metric, indicating the percentage
of samples that have all their labels classified correctly. It can
be calculated as shown in (1):

Accuracy(h) =
1

N

N∑
i=1

I(h(xi) = yi) (1)

where I(true) = 1 and I(false) = 0.

2) Micro averaged F1 score: Since the classification is on
multiple labels the results have to be averaged out. Micro-
precision and micro-recall are the measures averaged over all
the example/label pair. In the definitions below TPj , TNj

denote the number of True Positive and True Negative, FPj ,
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FNj denote the number of False Positive and False Negative
examples per label λj when considered as binary classification.

Precision =

∑Q
j=1 TPj∑Q

j=1 TPj +
∑Q

j=1 FPj

(2)

Recall =

∑Q
j=1 TPj∑Q

j=1 TPj +
∑Q

j=1 FNj

(3)

Micro averaged F1 Score is the harmonic mean between
micro-precision and micro-recall.

F1 =
2×microPrecision×microRecall
microPrecision+microRecall

(4)

3) Macro averaged F1 score: Macro-precision and macro-
recall are the measures averaged across all labels and defined
as shown in (5) and (6).

Precision =
1

Q

Q∑
j=1

TPj

TPj + FPj
(5)

Recall =
1

Q

Q∑
j=1

TPj

TPj + FNj
(6)

Macro-F1 is the harmonic mean between precision and recall
where the average is calculated per label and then averaged
across all labels. If Pj and Rj are the precision and recall for
all λj ∈ h(xi) from λj ∈ yi then Macro F1 is defined as in
(7):

F1 =
1

Q

Q∑
j=1

2× Pj ×Rj

Pj +Rj
(7)

4) Hamming loss: Hamming loss evaluates how many
times an example-label pair is misclassified i.e., fraction of
labels that are incorrectly predicted.

HammingLoss(h) =
1

N

N∑
i=1

1

Q
| h(xi)∆yi | (8)

where ∆ stands for the symmetric difference between two sets.
The smaller the Hamming loss better the model performance.

5) Ranking loss: Ranking loss evaluates the average frac-
tion of label pairs that are reversely ordered for the particular
example.

RankingLoss(h) =
1

N

N∑
i=1

| Di |
| yi || ȳi |

(9)

where
Di = {(λm, λn) | f(xi, λm) ≤ f(xi, λn), (λm, λn) ∈ yi×

ȳi)}, while ȳi)} denotes the complementary set of y in L. The
smaller the Ranking loss better the model performance.

IV. EXPERIMENT

Using the background information of Section III we con-
ducted the experiment on the multi-label classification of
vulnerability information.

Figure 2. CVE to Label mapping of the dataset

A. Experimental Dataset
The European Union Agency for Cybersecurity (ENISA)

published a report in December 2019 titled State of Vulnera-
bilities 2018/2019 [14]. The report aimed to provide an insight
into both the opportunities and limitations of the vulnerability
ecosystem. They collected in total 27,471 vulnerability infor-
mation published during 1st January 2018 to 30th September
2019 from various data sources. As part of the analysis of
the collected data, authors mapped the CVEs to the MITRE
ATT&CK technique using the common CAPEC information
found in both NVD and ATT&CK. The authors generously
made available the dataset they’ve analyzed [15] and we
utilized the CVE information mapped to MITRE ATT&CK
tactics and techniques for training and testing the multi-label
classification model.

The ENISA report dataset contained 8,077 CVEs that are
mapped to 52 unique MITRE ATT&CK techniques or in this
instance labels. The dataset cardinality (mean of the number of
labels of the instances) is 9.43 and density (mean of the number
of labels of the instances that belong to the dataset divided by
the number of dataset labels) is 0.18. The dataset CVEs are
distributed into 7 discrete buckets of technique combinations.
For example, there are 668 CVEs that have a single label or
technique associated with it and 1,891 CVEs that have 19
labels assigned to them. Figure 2 shows this distribution.

From the ENISA report dataset of 8,077 examples, we held
out 200 examples to validate and analyze the trained model.
The remaining 7,877 examples were used to train and evaluate
the various multi-label classification methods.

In this study, we focused to do multi-label classification
based on the textual features of the CVE descriptions. The
mean length of the CVE description is 368 characters and
minimum/maximum lengths are 40 and 3,655 characters long.
The oldest CVE updated during the data collection period is
CVE-2007-6763 and the newest is CVE-2019-9975.

B. Text representation
In order to conduct the multi-label classification, the

given text needs to be converted into numerical vectors, also
known as embeddings. Conventionally, vector embeddings
were achieved through shallow algorithms such as Bag of
Words (BoW) or Term Frequency-Inverse Document Fre-
quency (TF-IDF). These approaches have been superseded
by predictive representation models such as Word2Vec [16],
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GloVe [17], and so on. Since the utilization of deep neural
networks has been proven to be superior in different fields,
various studies have adopted deep neural models to embed
the text into vector space, such as Facebook’s InferSent [18]
and Universal Sentence Encoder (USE) from Google Research.
Perone et al. evaluated different sentence embeddings and
Universal Sentence Encoder outperformed InferSent in terms
of semantic relatedness and textual similarity tasks [19]. There-
fore, for the purpose of this research, Universal Sentence
Encoder has been utilized to generate the vector embeddings
of the text.

Since the sentence embeddings from USE produce good
task performance with little task-specific training data, a Deep
Averaging Network (DAN)-based USE model introduced in
[20] has been used to represent the CVE descriptions in numer-
ical vectors, so that multi-label classification methods could
be applied. The model takes English sentences of variable
lengths as input and produces 512 fixed-dimensional vector
representations of the sentences as output [21].

C. Model selection
The CVE descriptions of the dataset have been initially

converted into numerical vectors using USE. Every CVE
description becomes a 512 fixed-dimensional vector that can
be treated as features for the classifier. To determine the
suitable model to map the vulnerability description to MITRE
ATT&CK techniques we experimented with 1 Algorithm
Adaptation, 3 Problem Transformation, and 1 Ensemble multi-
label classification methods using the open-source library
scikit-multilearn [22]. The experimented methods are listed
below.

• Multi-label k-nearest neighbors (MlkNN) is the
adaptation of the popular k-nearest neighbors (kNN)
algorithm to the multi-label classification task and an
example of Algorithm adaptation method. We esti-
mated the number of neighbors k to be most optimal
when k = 3 where 1 ≤ k ≤ 30 when optimized for
macro-average F1 measure.

• LabelPowerset is a Problem Transformation method
that transforms a multi-label problem to a multi-class
problem with 1 multi-class classifier trained on all
unique label combinations. It maps each combination
to a unique id number and performs multi-class clas-
sification using the classifier as a multi-class classifier
and combination ids as classes.

• ClassifierChain is also a Problem Transformation
method. The classifiers are linked along a chain where
the i-th classifier deals with the binary relevance
problem associated with its label. The feature space of
each link in the chain is extended with the 0/1 label
associations of all previous links.

• BinaryRelevance is the well known one-against-all
method. It learns one classifier for each label using
all the examples labeled with that label as positive and
remaining as negative. And while making a prediction
each binary classifier predicts whether its label is
relevant for the given example or not. It is an example
of the Problem Transformation method.

• RAndom k-labELsets multi-label classifier
(RAkELd) is an Ensemble method that divides the

label space into equal partitions of size k, trains a
LabelPowerset classifier per partition and predicts by
summing the result of all trained classifiers.

The above-mentioned methods use traditional classification
algorithms for the multi-label classification task. Since the
utilization of neural networks has been proven to be superior
in almost every task we also experimented with more neural
approaches as multi-label classification algorithms. Since the
multi-label classification task of our experiment doesn’t require
the sequential input or memory state of the input we exper-
imented with a simple Multilayer Perceptron (MLP) neural
model to conduct the classification. Szymański et al. included
a wrapper in a scikit-multilearn library that allows any Keras
or PyTorch compatible backend to be used to solve multi-
label problems through problem-transformation methods [23].
We utilized it to conduct the same experiment with neural
methods. The following lists the neural methods we used along
with their basic parameters.

• LabelPowerset (neural) LabelPowerset method with
the Multilayer Perceptron as the base classifier. It has
2 hidden layers and the softmax function is used for
activation.

• BinaryRelevance (neural) BinaryRelevance method
with the Multilayer Perceptron as base classifier. It
has 2 hidden layers and the sigmoid function is used
for activation.

In the next section, we will discuss the evaluation results
of these different methods.

D. Model Evaluation
Since the dataset is limited in size we evaluated the models

with 10-fold cross validation method. The evaluations results
as the average of 10-fold validation is listed in Table 1.

From the results listed in Table 1, we could see that
LabelPowerset using the neural model as base classifier has the
best results in all except one evaluation measures we selected.
In terms of Hamming loss, the neural BinaryRelevance has a
better score, but neural LabelPowerset is second in place and
outperforms in every other measure. Hence, neural LabelPow-
erset model has been chosen as the best performing model.

There is no rule-of-thumb for “good” multi-label clas-
sification result and it depends upon various factors such
as classification domain, dataset, and evaluation measures.
However, in order to understand the efficiency of the model
we compared our results with the results published in [24]
in which Pakrashi et al. did a benchmarking study on vari-
ous multi-label classification algorithms using eleven different
datasets. When compared with their results it has revealed that
the least performance in our experiment is better than the best
performing results of 4 of the 11 datasets in the same measure
as Macro Averaged F1 score. Hence, we concluded that the
experimental results are good enough to be considered for
discussion.

E. Model analysis
After training and testing the best performing model we

conducted an in-depth analysis of the model using the held-
out validation data. A total of 200 examples were held out from
the training dataset to validate and analyze the best performing
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TABLE I. EXPERIMENT RESULT.

Micro Average Macro Average
Algorithm Accuracy score Precision Recall F1 Score Precision Recall F1 Score Hamming loss Ranking loss
MlkNN 0.6138 0.7376 0.6211 0.6740 0.6507 0.5081 0.5576 0.1079 0.3595
LabelPowerset 0.6133 0.7186 0.5741 0.6369 0.5753 0.5412 0.5174 0.1157 0.3654
ClassifierChain 0.5036 0.5978 0.6208 0.6089 0.4209 0.4715 0.4243 0.1427 0.4298
BinaryRelevance 0.3744 0.5798 0.6576 0.6158 0.4638 0.6193 0.4907 0.1471 0.3263
RakelD 0.4237 0.6255 0.6216 0.6230 0.5021 0.5884 0.5024 0.1340 0.3411
LabelPowerset (neural) 0.7432 0.7532 0.7380 0.7452 0.6827 0.6264 0.6396 0.0911 0.2448
BinaryRelevance (neural) 0.5538 0.7789 0.7100 0.7426 0.6924 0.5957 0.6279 0.0883 0.2885

3
10 6 10 5

16

Figure 3. CVE to Label mapping of validation dataset of 200 examples

model. Neural LabelPowerset model trained and tested with
7,877 examples is used to predict the labels for the previously
unseen 200 examples. Figure 3 depicts the prediction result in
terms of distributions of CVEs per label. In this experiment,
we considered the correct prediction only if all the expected
labels are correctly predicted.

From Figure 3, it could be seen that when the number
of labels to be predicted increases, the chances of incorrect
prediction also increases. We believe such bias could be as a
result of the skewed training data. Since the experiment dataset
is small in size and limited to only 52 adversarial techniques of
266 techniques/sub-techniques of MITRE ATT&CK Enterprise
model and distributed to only 7 different buckets of the number
of labels (see Figure 2), the model tends to inadequately
classify the examples. However, based on this analysis, we
believe with a comprehensive training dataset, the multi-label
classification method could be applied to the mapping of
vulnerabilities to the adversarial techniques.

V. CONCLUSION

In this paper, we proposed an approach to automatically
map the vulnerability information to adversary techniques
in the cybersecurity context. We converted vulnerability de-
scriptions into vector space and experimented with various
multi-label classification methods to identify the most suit-
able method to map the vulnerability into MITRE ATT&CK
adversarial techniques. We used 8,077 examples from open
datasets prepared by ENISA, of which 7,877 have been used
to train and test 7 multi-label classification methods in 9
evaluation measures. We also did a comprehensive analysis
of the remaining 200 examples as a prediction only task using

the best performing neural LabelPowerset model.
Due to the partial nature of the experimental dataset,

the experimental result could not be fully tested in real-life
scenarios. However, in the given dataset, the chosen methods
show good performance, indicating a comprehensive dataset
may yield a production-ready system that could be used to
automate and prioritize the cyber defense operations.

In the future, we would like to build a comprehensive
dataset by correlating CAPEC information of the vulnerability
with MITRE ATT&CK techniques and create a model that can
be used in production systems.
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