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Abstract—In this paper, we present a library for creating
automatic annotations for entities and concepts inside any
textual content. The tool is based on DBpedia. In particular, the
annotations are generated using the DBpedia link structure as a
source of knowledge for Word Sense Disambiguation. DBpedia
is used as a reference to obtain information on lexicographic
relationships. By using such information in combination with
statistical information extraction techniques, it is possible to
deduce concepts related to the terms extracted from a corpus.
Moreover, by combining statistical information extraction with
named entity recognition and the use of the OKKAM ENS
infrastructure, it is also possible to obtain unique annotations
for entities in the content. The advantage of this approach, in
addition of improving information retrieval and categorization
capabilities, consists in the fact that the generate concept and
entity annotations can be referred to with unique identifiers
around the Web. For this reason different description for the
same entity or concept can be semantically aggregated from
the Web.

I. INTRODUCTION

A common practice to avoid information overloading is to
enable efficient access to a resource by associating to docu-
ments a set of metadata which describe their content. These
metadata usually provide additional information about the
content of the resources they are describing, such as author,
main topic, language, etc. Descriptions should have a high
level of semantics in order to be used for answering human
needs of classification and retrieval. Various standardized
metadata descriptors, which fulfill these requirements to
different extents, are available today.

Metadata can be manually generated this is costly, time
consuming and can be error-prone. Also the agreement
between annotators can notably differ and usually requires
domain expertise and controlled vocabularies. Since the
amount of documents people are dealing with is constantly
increasing, manual annotation faces increasing challenges
in terms of sustainability. However, knowing what a doc-
ument is about is of fundamental importance for effective
knowledge management. Automatic or semi-automatic tech-
niques can be employed instead as an alternative to human
annotation. The limitation of automatic annotation is usually
low recall when annotations are missing, low precision
when the annotations are inaccurate, or the extraction of

relationships [1] among them. Additionally, annotations
alone do not establish the semantics of the vocabulary used
in the annotations.

A solution to this problem can be inspired by the Semantic
Web. The Semantic Web as envisioned in [2] allows seman-
tic interoperability between machines and users. It provides
a stack of languages for supporting the representation of
knowledge, in the form of ontologies and metadata. Se-
mantic Web technologies aim to annotate documents based
on domain Ontologies. In this way the semantics of the
produced annotations are well defined. An ontology [3]
is a conceptualization of a domain with a controlled vocab-
ulary and grammar for describing objects and the relations
between them in a formal way. Ontologies are populated
with individuals, often referred to as (named) entities. Typ-
ical entities are specific (individual) people, organizations,
events, artifacts (“Mona Lisa”), places, products, etc.

The vision of the Semantic Web involves re-use mainly
of the schematic parts of ontologies, i.e. concepts and their
definition. Uniform Resource Identifiers (URIs) are used for
referring to any resource, relations between resources can be
stated in RDF [4] statements, and the vocabulary used for
describing these relations is specified using RDF Schema
[5] or OWL citeowl ontologies. The benefit of using this
kind of formalization is that information can rather easily
be aggregated (by detecting identical URIs in datasets), and
that they enable certain kinds of reasoning (e.g., about class
hierarchies) that can produce query results beyond what is
currently possible using relational databases or information
retrieval systems.

The environment described in this paper aims to provide
a way for automatically generating semantic annotations for
a given text compliant with best practices of the Semantic
Web, being easy interlinking and distributedness. We thus
enable extraction and sharing of the knowledge implicit in
content, on the Web. For guaranteeing domain independence,
the tool is based on the DBpedia [7] knowledge. DBpedia
can be considered a light weight ontology which spans
different domains. In this way, any type of content can be
annotated by Cosema library.

The rest of the article is organized as follows. In the next
section we will give a brief overview of the related work.
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In Section III we describe a novel approach for automatic
generation of concepts and entities semantic annotations. In
Section IV we will evaluate the quality of the automatic
generated annotations. The conclusions summarize our con-
tribution to the Semantic Annotation field.

II. RELATED WORK

Semantic Web technologies aim to automatically or semi-
automatically annotate documents based on domain ontolo-
gies. In this way the semantics of the produced annotations
are well defined. Semantic annotations define in a formal
way concepts and relationships between them. There are
different approaches from manual to automatic generation
of annotations. In [1] a review of the state of the art in the
field is presented.

The use of annotations has been investigated in various
fields. Examples include: television and radio news [8],
bioinformatics [9], heritage [10] and content classification
of web pages [11] Human annotation is costly, time
consuming and prone to errors. Also the agreement between
annotator can notably differ and requires domain expertise.

Cucerzan in [12] described an interesting approach for
associating Name Entities in a corpus with Wikipedia def-
initions. The goal of this approach is similar to ours, the
main difference is that we do not limit the corpus analysis
to Name Entities and we considered also multilanguage
material. They explored various strategies to decrease the
numbers of attributes to consider. They reduce the context
information by extracting entities with a certain number of
mentions in the article or using some TF-IDF threshold.
For learning about topic dependencies for annotation, in this
paper we consider only strong links [13] among articles.

Synarcher [14] is another work based on Wikipedia
knowledge, which searches for synonyms and related terms
in the Wikipedia category structure and analyzing hyperlinks
between pages. The algorithm could be used to extend
queries in a search engine, or as an assistant for forming
a dictionary of synonyms. Another work which explores
categories in Wikipedia is the one of Chernov et al. [15].
The authors suggest that semantic information can be ex-
tracted from Wikipedia by analyzing the category structure
and they propose a way to calculate a connectivity ratio
which correlates with the strength of the semantic connection
among them. Wikipedia categories are also used for docu-
ment classification by Schonhofen [16] and by Thom et al.
[17] for improving entity ranking effectiveness. Watanabe
et al. present another work on Name Entity categorization
[18] based on category information extracted from the linked
HTML text in the articles. Syed et al. in [19] describe an
approach for identifying topics and concepts associated with
a set of documents. The approach is based on the Wikipedia
category graph for predicting generalized concepts and uses
article links to help predict concept when an article is not
associated with a specific category.

Adafre and de Rijke [20] firstly analyzed the link
structure in Wikipedia, in 2005. They tackle the problem of
missing links between articles. For doing this they cluster
similar pages based on similar link structure and then they
examined these cluster to find missing links between them.
Voss [21] described the Wikipedia link structure as a power
law function in which there is an exponential growth of links.
Whenever a non-existing article is linked is more likely
someone will create it. Kamps and Koolen [22] examined
Wikipedia link structure and stated that link structure is
an indicator of relevance especially if considering links
between pages retrieved in response to a search request.
In other words links can help defining a context and can
improve performance in information retrieval. Hyperlinks
structure in Wikipedia is also used for calculating related
pages to an article. Ollivier and Senellart [23] process
these relationships using Green Measures which is a function
introduced in electrostatic theory for computing the potential
created by a charge distribution. Green measures are applied
as a finite Markov chain to a graph modeled by hyperlinks
among Wikipedia articles.

Mihalcea in [24] and [25] discuss the use of Wikipedia
for Word Sense Disambiguation (WSD). In [24], the author
reports about the use of Wikipedia content for avoiding
the bottleneck in WSD of not having enough examples of
a term usage. In her approach, she selects all paragraphs
in Wikipedia which contain a contextualized reference to
an ambiguous term in the link label and then maps the
different Wikipedia annotations to word senses instead of
relying on the Wikipedia disambiguation pages. This is due
to the face that sometimes not all meanings are elicited in the
disambiguation page. Finally, the labels which describe the
possible senses for a word are manually mapped to WordNet
senses. In this way the number of example for each word
can increase improving the performance of a classifier. In
her second work [25], Mihalcea describes an use case of
her WSD algorithm to an application which associate terms
in an input text to Wikipedia definitions. The keyword ex-
traction from the text is done using a controlled vocabulary.
WSD is done in three different ways. Using a Knowledge-
Based calculating the overlap of the Wikipedia definition
with the paragraph where the text occurs (similar to Lesk
algorithm). A second approach that has also been tested in
[25] is a data-driven method which use a machine learning
classifier, giving as a training all the occurrences where the
word is found in the link plus all the possible Wikipedia
definition articles, which represents the possible meanings.
Additionally they experimented also a combination of the
first two approaches.

The OKKAM research project [26] is an attempt to solve
the identity problem on the Semantic Web. OKKAM aims
to enable and bootstrap the Web of Entities, a global de-
centralized information space in which every entity is identi-
fied by a global identifier, and in which global identifiers are
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consistently used for specifying relations between entities,
across system boundaries. As the World Wide Web (WWW)
was the result of integrating local Webs of documents into
a global (universal) space of resources addressable through
global identifiers (the well-known URLs), so the Web of
Entities will be the result of integrating local webs of entities
(i.e. any local space of information about a collection of
entities, like a directory, a catalogue, an information system,
a knowledge base, a database, a data intensive web site,
and so on) into a global information space where every
entity is identified through a global (universal) identifier.
However, with respect to the WWW, the domain of entities
is extended beyond the realm of digital resources, and links
between entities are extended beyond hyperlinks to include
virtually any type of relation. As a result, the vast amount of
information, which today is not integrated, could be aligned
and become part of a global information space that has
entities as pivot objects, instead of documents.

III. GENERATION OF SEMANTIC ANNOTATIONS

In this section, we describe how we extract semantic
annotations from textual content. Those annotations express
the most important concepts and entities in text content.
There are two interfaces for accessing the functionality of the
Cosema library, a web interface and a Web service interface.
As input the system receives a text passage and it returns
semantic annotations for contained entities and concepts.
The annotations are represented by using Semantic Web
URI. In this way by resolving the URI is possible to gather
a detailed description of the meaning of the annotation.

A. Disambiguation Process

This section describes the WSD process we used for
discriminating the correct meaning of a term based on the
context where the term was found. The approach is based
on the DBpedia link structure which can be assimilated to
the Wikipedia link structure. The link structure in Wikipedia
draws a huge network between pages which facilitates the
navigation and the understanding of concepts.

The type of link we are interested in for WSD are what
we called “strong links”. We define a strong link as a
bidirectional connection between two pages. A page Po has
a strong link with page Pd if in Po exists a link to Pd and
in Pd there is a link back to Po.

Po ←→ Pd (1)

A link in Wikipedia is considered to be strong if the page
it points to has a link back to the starting page.

The WSD approach included in the Cosema library uses
DBpedia as a source of Knowledge.

The first step for calculating semantic annotations is
related to information extraction (IE). Cosema uses two IE
methods: a statistical one based on TF-IDF measure and

a name entity recognizer (NER) (two commercial and one
opensource NER has been evaluated).

A term vector containing the most important terms on a
document is extracted based on the TF-IDF measure and
combined with the results of the NER. The disambiguation
for an ambiguous term or entity is calculating by matching
the term with a DBpedia or OKKAM identifier. The process
takes into account the document domain which is defined by
the terms in the same document.

In Wikipedia and so in DBpedia, different word senses
are represented through a so-called disambiguation page.
Each article in Wikipedia is identified by its title. The title
consists of a sequence of words separated by underscores.
When the same concept exists in different domains that name
is concatenated with a string composed by a parenthetical
expression which denotes the domain where the word has
a specific sense. If a query ambiguously identifies more
senses, a disambiguation page is called.

The algorithm for creating a semantic annotation uses
two different resources for annotating entities or concepts.
For entity annotations Cosema relies on the knowledge
of OKKAM ENS which already includes all the DBPedia
entities. While it uses DBpedia directly for disambiguating
concepts and in the case of entities that are not present
in the OKKAM ENS. It follows a separate description for
the two methodologies. The results of the IE phase are
two lists, one with the extracted entities derived from the
NER and the second is a term vector coming from the
statistical IE. Each of the extracted entities is looked up in
OKKAM. In case of entity type ”‘Person”’ there is the need
of minimum two words (since the ambiguity of using just a
last name or a name as discrimination will be too high) to
be passed to OKKAM otherwise the entity will be resolved
with the procedure used for the concepts which deals with
ambiguity by taking into account the context where the
word was located. If the entity is present in OKKAM then
OKKAM identifiers and the entity alternative identifiers will
be returned (i.e., the DBpedia identifier can be an alternative
identifier).

For generating annotations for concepts or for entities in
case of failure of the OKKAM lookup, the procedure will
analyze every term present in the term vector created out of
the text given as input. The term vector is defined as:

Ti=1..N = {wij}j={1..25}

where i identify a specific document, and j a term in the
term vector. For each candidate definition pijk, where k is
the k-th possible definition, we consider only its strong links
(the concept and its links are searched in DBpedia through
the SPARQL endpoint).

Szijk = Sz (pijk)z={1..M},k={1..Q} (2)
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where Q is the number of senses for pij and M is the number
of strong links for the k-th sense.

Therefore Szijk is the z-th strong link for the k-th sense
of the j-th term of the i-th document. Hence, a strong link
represents a bidirectional relation between two DBpedia
pages. All strong links Szijk for every term wij are taken
into account for computing the disambiguation process and
to be used in the query suggestion and summarization task.
The best definition among the candidates is the one having
the majority of words wij in the presentation material Ti in
common with the target article name anchored from a strong
link.

We can write this concept as function f(i, j, k) where i
identifies a specific document, j a term in the term vector
and k a candidate definition for the term j. The function
f(i, j, k) will help us selecting the page pij which has the
maximum number of elements in the intersection between
the term vector for a presentation Ti and the target article
name of the selected hard links for the candidate DBpedia
definition pages, pijk. The function f(i, j, k) is defined as:

f(i, j, k) = |Ti ∩
{
Szijk,z={1..M}

}
|

where z is the i-th strong link for the candidate page pijk.
The symbol | indicates the cardinality of the expression.

The correct definition page pij will be identified among the
pijk pages by selecting the k such that |f(i, j, k)| has the
largest value.

pij = pijk

which indexes are found by

maxk|f(i, j, k)|

For example if we analyze an e-Learning document (doc-
ument 1) about Java Programming whose (simplified) vector
is defined by:

T1 = {set, map, array, list, java, computer, collection}

We consider the case of finding the right DBpedia definition
for the term collection which is part of document 1. In
the disambiguation page are listed the definitions for ”Col-
lection(computing)” and ”Collection(museum)”. For each of
these pages we analyze the strong links counting the number
of elements in common with the words in the term vector
of the e-Lecture document in exam:

S171Collection (computing) =

{oriented, class, map, tree, set, array, list} ;

S172Collection (museum) = {curation, curator} ;

The group CE, contains the elements in common between
the term vector and the strong link for each candidate page:

CE = T1 ∩ S171Collection (computing)

CE = T1 ∩ S172Collection (museum)

Since words in a term vector are stemmed, the strong links
must be stemmed as well before comparing them with the
keywords in the term vector. We choose the DBpedia defini-
tion page among the candidate pages to be the one which has
the maximum number of elements in CE. In the example, we
have |f171| = 3 (case of Collection (computing)) while
|f172| = 0 (case of Collection (museum)). Therefore the
disambiguated meaning of term P17 (i.e. collection) is cor-
rectly found to be Collection (computing). The expected
result of the process is a complete disambiguated term vector
Tdi composed of disambiguated words wdij .

Tdi=1..N = {wdij}j={1..25}

For improving the accuracy of the results we do not insert in
the candidate pages only the ones with an exact match to a
word in the analyzed text but all the pages which begin with
that word. In this way, we are sure to include in the can-
didates definitions all the declinations and possible domain.
More specifically, there are cases where ambiguous words
are not linked to the articles mentioned by a disambiguation
page, but instead they are mentioned in the related concepts
section or a disambiguation page does not exist.

The disambiguation process access DBpedia online
through the Web service interface, while other approaches
presented also in the related work section use Wikipedia
directly. The major drawback of using Wikipedia instead
of DBpedia is that Wikipedia is not structured and there
is not API for automatically accessing its content. For this
reason for accessing Wikipedia content there is the need of
using Natural Language processing techniques directly on
the online version with very poor processing performance
or installing and using the Wikipedia dumps. The dumps
supply a complete database with the Wikipedia content; the
drawbacks of this solution are in maintaining and keeping
the local Wikipedia copy up to date for then calculating
semantics on it. Using DBpedia instead is a very fast,
lightweight and always up to date alternative for collecting
information about Wikipedia content.

IV. EVALUATION

Assessing the quality of an application is very difficult and
depends highly on human expertise. We evaluated the quality
of the described approach in WSD. The idea behind our
approach is based on a link analysis of DBpedia definition
pages. In, our previous work [13], we supplied evidence that
since links among Wikipedia pages connect articles that are
semantically related and likely on the same context, the link
structure also provides a way for identifying relationships
among topics. Furthermore, we want to investigate how
strong these relationships are, based on the type of link
that exists between the documents. In particular, we suppose
that if there is a symmetrical link relationship among two
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Evaluation type Precision
Wikipedia Based Corpus Tagging 73.4%
DBpedia Based Corpus Tagging 76.1%

Table I
WSD COMPARISON

pages, the strength of the link denotes the most important
connections for describing a subject. In this section we want
to evaluate how good is the approach in creating semantic
annotations and for doing this we have to focus on evaluating
the WSD task at the base of our approach.

The objective of the evaluation is to assess the quality
of the system in recognizing different word sense. In this
section we want to explore if the approach can produce good
annotations for describing the content of generic text.

For this purpose we have collected sixteen text passages
in English, from various sources: newspapers, encyclopedia,
text books and random Web pages. We asked two annotators
to manually annotate the passages using three titles of
Wikipedia articles for restricting the vocabulary possibilities.
Next, we compared the annotations automatically generated
with the manual ones using two testers. The testers after
careful reading of each text passage had to judge the
correctness of the automatic annotations taking into account
the difference in semantics between them and the manual
ones by expressing a quality value from zero to one. A
zero quality value means that the automatic annotations
does not describe the text passage and they are completely
unrelated with the manual annotations and one means that
the automatic annotation perfectly describe the text content
and can be the same as the manual annotations. We let
the testers free to autonomously decide the other values in
the interval by judging the semantic error of the automatic
annotations.

In order to calculate the result of the experiment we
consider the manual annotation to be exact and we com-
pare the automatic ones against them. Based on the two
tester judgment the precision on our test collection of the
automatic generated annotations is 75%.

This result is consistent, as shown in table I, with a previ-
ous evaluation we made using Wikipedia dumps for calculat-
ing WSD. This underlines that for concept disambiguation
the information included in the DBpedia representation is
sufficient for gathering the same accuracy results as with
Wikipedia. This result support our assumption that DBpedia
knowledge can be used as Wikipedia for creating semantic
annotations with the advantage of a faster processing time
and easier accessibility.

During the word sense evaluation we were also con-
sidering the correctness of the meaning of the annotation
by pointing it to a Wikipedia article, for this reason the
precision value is lower since some errors can occur in

the sense disambiguation while the annotation word is
still correct. For example for a text about the “9/11” an
annotation Attack could be consider correct but the meaning
of the connected article given by our algorithm was “Attack
(30 Seconds to Mars song)” which is wrong. In the WSD
evaluation the objective was to have both correct annotation
and sense, on the automatic tagging evaluation the focus was
only on the correct annotation. Moreover in the test we only
compared the results for concept annotations and not entities
annotations since our previous Wikipedia based approach
was not able to distinguish between entities and concepts.
Even though we do not present this type of comparison, the
persons who took the test admit that the entity annotations
where able to give either an higher level categorization of
the text in case of events or a more specific definition in
case of person entities.

V. CONCLUSIONS AND FUTURE WORK

We have presented a library tool for automatic generation
of concepts and entities annotations about content. The
library can be accessed through a Web interface or Web
Services. In the paper the WSD approach behind the tool
is described and evaluated. DBpedia has been used as
a knowledge resource for WSD. The cross-links between
DBpedia entries allows us to discover important relations
between concepts. We applied the presented work in a
digital library environment for automatically annotating and
enabling searches and navigation through an unstructured
multimedia and in another tool for creating multimedia
presentation. The good results of the evaluation suggest that
our approach might be applied in different scenarios such
as text categorization and document classification, where
it is crucial to automatically extract semantic information
from content. This underlines the genericity and usefulness
of the work presented in this paper. In the future we plan
to add the functionality of generating an RDFa description
of the annotations to be included where the content will be
published. In this way semantic search engine will easily
discover the annotated content.
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