
 
 

Enhancing The Performance Of Neural Network Classifiers Using Selected 
Biometric Features 

 
Heman Mohabeer, K.M. Sunjiv Soyjaudah and Narainsamy Pavaday 

Faculty of Engineering 
University of Mauritius 

Reduit, Mauritius 
heman.mohabeer@gmail.com, ssoyjaudah@uom.ac.mu, n.pavaday@uom.ac.mu

Abstract— This paper describes an application which increases 
the overall efficiency of a neural network classifier intended 
for authentication whilst using fewer biometric features. 
Normalization of the biometric data is generally performed to 
remove unwanted impurities. However, in this case, when 
performing normalization, the statistical property for each set 
of data has also been taken into consideration prior to the 
classification process. Combination of the normalized 
biometric features has been performed while comparing their 
standard deviation. The resulting fused data has correlation 
value as low as possible. This gives rise to a higher probability 
of uniquely identifying a person in feature space. The proposed 
system is intended to make authentication faster by reducing 
the number of biometric features without degrading the overall 
performance of the classifier. The performance of the classifier 
was computed using the mean square error (MSE). The results 
show that redundant biometric data can indeed be excluded 
without degrading the performance of the classifier. 

Keywords-mean square error; normalization; biometric 
sample;  keystroke dynamics. 

I. INTRODUCTION 
Biometric systems have been successfully applied as a 

method of authentication to replace conventional access 
controls [1][2]. Biometrics is the automated method of 
recognizing a person based on physiological or behavioral 
characteristics. Biometric data are highly unique to each 
individual, easily obtainable non-interferingly, time 
invariant (no significant change over a period of time) and 
distinguishable by human without much special training [3]. 
Enrollment and authentication are the two primary processes 
involved in a biometric security system. Enrollment consists 
of biometric measurements being captured from a subject. 
The related information from the raw data obtained from the 
subject is gleaned by the feature extractor, and this 
information is stored on the database. During authentication, 
biometric information is detected and compared with the 
database through pattern recognition techniques [4][5][6] 
that involve a feature extractor and a biometric matcher 
working in cascade. 

Biometric technologies were first proposed for high 
security applications [6][7], but are now emerging as key 
elements in the development of user authentication. These 
technologies are expected to provide important components 
in regulating and monitoring access [7]. Momentous 
application areas include security, monitoring, database 
access, border control and immigration. Until now, 

biometric systems have been relatively expensive. In 
addition, they have lacked the required speed and accuracy. 
A family of techniques has emerged, where quality 
measures were used to weigh the contribution of different 
biometric modalities in multi-modal fusion [8]. Quality 
measures have also been heuristically included as meta-
parameters in biometric matchers. More recently, quality 
measures have been interpreted as conditionally-relevant 
classification features and used jointly with other features to 
train statistical models for uni-modal and multi-modal 
biometric classification [9][10][11]. 

In this paper, we propose a novel technique for selecting 
biometric features for authentication purposes. The 
statistical property of each feature has been taken into 
account. The aim has been to unambiguously identifying 
each individual enrolled in the system while decreasing the 
number of features used for authentication purposes. This 
obviously leads to faster authentication and also an 
improvement in performance. Data mining technique have 
been used to remove unwanted impurities (noise, etc.) from 
the data. The variance and standard deviation of the refined 
data have been computed. The result shows that the 
statistical properties of biometric data can play an integral 
role in the accuracy and performance of classification. 
Section two provides a literature of the concept of data 
mining technologies and the z-score normalization 
technique. Section three provides the methodology of the 
approach used in the design of the system. Section four 
shows the results of the simulation and Section five 
provides ground for discussion and future work while 
section six gives an insight of the impact this research.   
 

II. DATA MINING TECHNOLOGIES 
Generally, data mining means the extraction of hidden 

predictive information from large databases. This is a 
powerful new technology with great potential to help 
companies focus on the most important information in their 
data warehouses [12]. Data mining tools predict future 
trends and behaviors, allowing businesses [13] to make 
proactive knowledge-driven decisions. They scour databases 
for hidden patterns, finding predictive information that 
experts may miss because these information lies outside 
their expectations. Data transformation such as 
normalization may improve the accuracy and efficiency of 
mining algorithms involving neural networks, nearest 
neighbor and clustering classifiers [14]. Score normalization 
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refers to changing the location and scale parameters of the 
matching score distributions at the outputs of the individual 
matchers [15]. The resulting output is used to perform 
classification, so that the matching scores of different 
matchers are transformed into a common domain. The most 
commonly used score normalization technique is the z- 
score [17]. This calculated using the arithmetic mean and 
standard deviation of the given data. This scheme can be 
expected to perform well if prior knowledge about the 
average score and the score variations of the matcher is 
available [16]. If we do not have any prior knowledge about 
the nature of the matching algorithm, then we need to 
estimate the mean and standard deviation of the scores from 
a given set of matching scores. The normalized scores (Sk’) 
are given by [17] 

   Sk’ = (Sk - µ)/σ                               

where Sk is the raw data, µ is the arithmetic mean and σ is 
the standard deviation of the given data. If the input scores 
are not Gaussian distributed, z-score normalization does not 
retain the input distribution at the output. This is due to the 
fact that mean and standard deviation are the optimal 
location and scale parameters only for a Gaussian 
distribution [18]. 

III. METHODOLOGY 
The flowchart shown in Fig.1 provides an insight of the 

design of the application. A hold is a distinct biometric 
feature from a biometric sample.  The biometric data labeled 
1, 2 and three consisted of different features or hold.  Fig. 2 
shows the histogram of the distribution of hold one which 
indeed follows a Gaussian distribution hence z-transform is 
a possible standardization for the data. It is a set of input 
which is similar for different individual. 

 

 
 

Figure 1.  Flowchart showing the design of the system 

 

 

Figure 2.  Plot of frequency distribution against data for Hold 1 
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Table 1 shows the mean and the standard deviation for 
each feature, in this case defined as holds. The dataset 
consist of nine features (hold) out of which 511 combination 
can be made. A subset of this amount, that is, those with 
greater difference in standard deviation and mean were 
combined for simulation purposes. This enabled a greater 
variance among data which decreased the correlation and 
thus increased the divergence from similarity for each user. 
This allows authentication with smaller False Acceptance 
rate (FAR) since there are considerable gaps between the 
users dataset in terms of standard deviation. It is also 
noticed that some features can be eliminated since they have 
close correlation with others and do not have a considerable 
impact in authentication. By eliminating these features the 
authentication is expected to be much faster as it makes use 
of fewer biometric features with more valuable information. 
Combining the feature vector from each biometric creates a 
vector that has a higher dimensionality and higher 
probability of uniquely identifying a person in feature space 

TABLE I.  MEAN AND STANDARD DEVIATION FOR EACH HOLD 

 

Features 

 

Average 

(µ) 

 

Standard 
Deviation 

(σ) 

Hold 1 

 
9.54 2.82 

Hold 2 8.34 1.83 

Hold 3 8.16 1.83 

Hold 4 9.07 2.82 

Hold 5 10.85 4.09 

Hold 6 10.04 3.01 

Hold 7 9.48 3.23 

Hold 8 10.43 3.36 

Hold 9 8.21 1.76 

 
 

 
 
 
 
 

IV. SIMULATIONS AND RESULTS 
Simulations of the combined features were performed 

using neural network toolbox in MATLAB. The number of 
neurons, training set, and testing sets were initially chosen at 
random until a good and consistent result was obtained. The 
aforesaid parameters were eventually set to be fixed. The 
training algorithm used was the Levenberg Marquart 
algorithm and the results were computed in terms of mean 
square error (MSE). 

Fig. 3 shows the results after the combination of two sets 
of data. The continuous curve is the combination with the 
greatest difference in standard deviation and mean while the 
broken curve is the combination with the smallest difference 
in mean and no difference in standard deviation. A 
horizontal line is drawn at MSE equals 0.04 to help in 
noting the difference between the two curves since they are 
closely overlapped to each other. This makes differentiation 
between them much easier than by mere observation of the 
graphs. The horizontal line is drawn as a reference to enable 
computation of the distinction of the two curves in a more 
simplified manner. The number of MSE for the red curve 
below the horizontal line is 50, which are about 72% of the 
results after simulations while the blue curve contains only 
35 MSE below four representing 50% of the results both 
obtained upon seventy trainings 

 
 

 

 

Figure 3.  Performance of two sets of data combinations 
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Fig. 4 displays the mean square error of normalized data 
versus number of training for the best and worst training 
performances. The blue dots represents the results of the 
best combination whereby having greater statistical among 
the features. The best performance is obtained upon 
combining Hold 1, Hold 3 and Hold 5. This was obtained 
upon simulation of the combined holds. It should be noted 
that the correlation among these three set of data is indeed 
smaller compared to other combination of data. Two lines 
have been drawn joining the MSE for the first training and 
the last training.  The sole purpose of the line is to show that 
even though the performance is continually being improved 
after each training, yet the combination with the lowest 
correlation always remained the best in terms of MSE. 
 

 

Figure 4.  Mean square error of normalized data versus number of training 
for the best and worst training performances. 

 
 
 
 
 
 
 
 
 

V. DISCUSSION AND FUTURE WORK 
Fusion of a minimal number of biometric features in 

order to give better performance can be made upon a good 
statistical analysis of the biometric data. However, too few 
fused features also result in poor performance. This is 
because of the limitation of the variation among users thus 
classification becomes more error prone. For this reason 
there must be a balance between the statistical property and 
the amount of features used. The search space for the 
individual when performing authentication should be 
coherent with the number of features used as this helps 
distinction among individuality. While reduction of the 
search space remains a big challenge in biometric databases, 
it should not be compromised with the efficiency of the 
system. Minimizing the number of biometric can be 
regarded as a good tradeoff while keeping the search space 
constant. In the case of keystroke dynamics, the 
combination of the holds resulting in their better 
performance could pave way for faster authentication. It 
would be interesting to see the behavior of the classification 
process in neuroevolution of augmented topologies (NEAT). 
NEAT also eliminates the randomness involved in selecting 
the topology and weight since it enables automating the 
process of topology and weight optimization which is 
expected to give an even enhanced performance. The 
process of complexification from a simple topology, ensure 
that the final architecture is rightly suited for optimal 
classification process. This also results in a network that is 
neither too big which gives rise to over fitting nor too small, 
resulting in under fitting.  Furthermore, selections of 
features were made from a single type of biometric, i.e., 
keystroke dynamics. It opens door for fusion of different 
biometrics as this will obviously result in an even more 
enhanced performance. The reason is due to the fact that it 
will create even higher divergence among the data used thus 
creating more uniqueness among individuals. Thus, fusion 
of biometrics such as iris scan and fingerprint using their 
statistical values can be made while keeping the number of 
fused features low. 

VI. CONCLUSION 
In this era, security has become a key element which is 

kept in mind when designing and developing new 
technologies. Biometrics has become an emergent aspect of 
security hereby responding to the growing need for 
authentication and distinction among individualities. They 
are gradually taking the place of traditional authentication 
method. Biometric authentication has become an integral 
part of everyday life and the trend toward a more efficient 
and less time consuming device is an engineer’s objective. 
The methodology used in this paper could inspire to build 
biometric systems that uses captured biometric sample and 
uses their statistical property to combine or remove any 
redundant data 
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