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Abstract— A new approach is proposed to the surveillance of 

Security and Safety occurrences concerning mobile objects in 

an airport environment, in particular to monitor aircrafts, 

vehicles and staff at the manoeuvring area for all weather 

conditions. A middleware platform receives localization infor-

mation from the different mobile objects in the airport and 

merges that information through data fusion in the platform. 

The system outputs are shown in a high-resolution Graphical-

User interface, providing a collaborative environment with the 

relevant information to the airport stakeholders. The outputs 

can be used by the stakeholders to take decisions on the best 

way to improve security and safety and also on the optimiza-

tion of airport operational procedures in compliance with ex-

isting business rules. In this paper, the proposed system archi-

tecture follows an event-driven approach based on streams of 

occurrences processed in real-time. Therefore, it is suited for 

decision support. We will illustrate our approach by monitor-

ing events occurred in an airport environment. 

Keywords-Mobility management; Situation awareness; Safety 

and security business rules; Location based services. 

I. INTRODUCTION 

In the airport environment, about 90% of critical events 
relate to accidents and incidents during ground handling 
services assisting parked aircrafts. The need for coordination 
of multiple activities occurring simultaneously requires, 
therefore, a continuous control of all ground movements, in 
particular during taxi operations. However, the current lack 
of context awareness and controllability is frequently identi-
fied as a causal factor for business rule infringements. 

Without a solution capable of providing, in real-time, in-
formation related to the surveillance of operational occur-
rences, airport stakeholders (e.g., Airport Authority, Ground 
Handlers, Airlines) have not a reliable view of the overall 
situation to take well informed, in-time decisions [1] [2]. To 
assist airport stakeholders in their daily decision-making 
process we need an event-driven solution to combine data 
from multiple sources, capable of identifying meaningful 
events and responding to them as quickly as possible [3]. For 

instance, automatic detection of events related to over-
speeding, safety infringements, unauthorized movements in 
restricted access areas, or any other location-based occur-
rence related to airport resources, staff or passengers.  

Such capabilities would provide airport stakeholders with 
a new way to detect and analyse events in real-time, enabling 
them to adjust control actions according to the severity level 
of the observed event. However, to reach this level of opera-
tional intelligence and to avoid stakeholders to be drowned 
in data and be left without actionable information, they need 
to be assisted with data integration and fusion capability of 
unrelated events, based on business rules and policies. In this 
paper, the proposed system architecture follows an event-
driven approach based on streams of occurrences in an air-
port environment. In particular, we will reference the running 
SECAIR project, whose platform will be deployed at Faro 
airport, Portugal. 

The SECAIR project [4], is an European R&D project 
partially funded in the Eurostars program, brings a new ap-
proach to the surveillance of ground movements at the 
manoeuvring areas in the airport. It combines different local-
ization technologies to detect and analyse movement patterns 
inside the airport terminal and at the apron area. The project 
relies on the development of an event observer system, 
which is capable of automatically identifying events and 
generating alarms in real-time. This means that a sliding 
window of one second is used to continuously provide 
streaming data to update the position of each surveyed ob-
ject. A middleware platform provides data fusion to deter-
mine the localization of objects, which is determined by 
radio tracking techniques and video technology.  

The middleware is part of a larger platform that, on the 
whole, will manage events related to movement patterns or 
hazardous situations. And because the project operates with 
different localization technologies simultaneously, multiple 
objects are surveyed, causing a very high volume of fine-
grained data, which must be processed to determine move-
ment patterns.  

Current software architectures of decision support sys-
tems cannot deal efficiently with the processing of continu-



247

International Journal on Advances in Software, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/software/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

ous event streams. Existing approaches focus on knowledge 
processing, but do not explicitly target the problems associ-
ated to real-time event processing. [5]. 

To test the capabilities of the system, a set of business 
scenarios addressing airport operational requirements were 
defined in close collaboration with ANA-Aeroportos de 
Portugal - the main Portuguese airport’s management com-
pany, based on the following needs: 

 Traceability of vehicles and Ground Support Equipment 
with automatic detection of unauthorised incursions into 
restricted access areas; 

 Tracking and controlling of ground handling operations; 

 Surveillance of aircraft ground movements within the 
apron area; 

 Provision of context awareness about on-going opera-
tions at the apron area, triggering safety and security 
alerts with different levels of severity; 

 Support the decision making process by providing a 
reliable view of the overall situation whenever a safety 
or security event is reported; 

 Ensure that event notifications are sent to airport stake-
holders based on their roles/operational needs. 

The paper is organized as follows: Section II introduces 
the process followed for the specification of the system re-
quirements. Section III presents the main software compo-
nents within the multi-tier architecture designed for the 
SECAIR system. Section IV presents the system implemen-
tation. Section V describes the use case of the project togeth-
er with the operational scenarios defined for testing the sys-
tem. Section VI reports on related work. Finally, conclusions 
are included in Section VII. 

 

II. SYSTEM REQUIREMENTS SPECIFICATION PROCESS 

An airport, which is usually classified as a critical infra-
structure, needs to encompass functionalities for an unam-
biguous surveillance of surface traffic caused by aircrafts and 
vehicles, without reducing the safety level [6]. 

In the airport environment, to efficiently coordinate 
ground movements caused by aircrafts, passengers and car-
go, decision makers must be able to respond to an increas-
ingly complex range of events. To reach such level of con-
tinuous data integration for decision-making, airport stake-
holders must have a graphical informational cockpit capable 
of communicating large amounts of relevant information in 
an intuitive way. This is a feature typically assigned to cor-
porate spatial dashboards. 

Indeed, when combining human understanding with data 
visualization techniques it is possible to track the situation 
awareness and simultaneously get a well picture of the busi-
ness operational performance. This is particularly true when 
the visualization of key performance indicators (KPI), de-
scribing how business is performing, are correlated with the 
representation of on-going events as point features over a 
cartographic layout. To cope with such goals, core opera-
tional requirements were specified in close collaboration 
with airport stakeholders, enabling us to express the re-

quirements in terms of features that the SECAIR system 
should satisfy. 

Within the SECAIR project the collaboration of airport 
stakeholders during the requirements specification phase 
followed the recommendations of the IEEE 42010 standard. 
[7]. The standard states that a well-formed requirement is a 
statement of the system functionality that must be met or 
possessed by the system to solve stakeholder’s objectives, 
and that is qualified by measurable conditions and bounded 
by constraints. In such approach, user requirements also 
generate a structured collection of information that embodies 
the requirements of the system mapped to the stakeholders 
concerns.  

Figure 1 presents the schema of the system requirements 
specification (SyRS) process adopted within the SECAIR 
project for capturing safety and security requirements. The 
approach provided a “black box” description of what the 
system should do, in terms of the system’s interactions or 
interfaces with its external environment. Therefore, the SyRS 
was essentially used as a technique to discover and docu-
ment, through elicitation sessions with airport stakeholders, 
the system capabilities and its required behaviour. Besides 
distinguishing between requirements and their attributes 
(conditions and constraints), the SyRS also helped identify-
ing, for each operational scenario, the corresponding busi-
ness indicators used to validate whether the results (i.e., 
movement path of a surveyed object) are within acceptable 
thresholds.  

 

 

Fig. 1. System Requirements Specification process. 

Afterwards, technical requirements, expressed as con-
straints placed on the SECAIR system, were analysed having 
in view the technical limits of each underlying technology. 
Besides these technical requirements, environmental influ-
ences affecting the system were also considered and classi-
fied into categories (e.g., political, standards and organiza-
tional policies). SECAIR conducted a research in each of 
these categories to ensure that the system conforms to all 
regulations that influence the airport sector. 

The combination of all these artefacts was used to shape 
the set of operational scenarios that hold a high potential to 
demonstrate the benefits of the system developed under the 
SECAIR project. 
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For instance, in order to optimize gate to gate operations, 
the important issue to be considered is related with aircraft 
assisting tasks and the surveillance of ground movements in 
order to manoeuvre safely and efficiently on the movement 
area. 

Concerning the objectives of SECAIR, in this paper, we 
are just considering the apron area and the service roads in 
the airport. The apron is a defined area intended to accom-
modate aircraft for purposes of loading and unloading pas-
sengers, mail and cargo, fuelling and parking. Its design 
should take into account safety procedures for aircraft 
manoeuvring, taking into account the specified clearances 
and following the established procedures to enter, move 
within and depart from apron areas.  

By analyzing the activities and interactions that occur be-
tween aircraft and ground vehicles, we conclude that most of 
them take place in the apron areas. It is a wide variety of 
complex operations, including the handling of aviation fuel, 
the movements of vehicles, aircrafts and airport staff with 
different tasks to perform. They are all concentrated in a 
restricted area and with a short turnaround time, increasing 
the possibility of a potential conflict. Most of the time the 
activities performed in the apron are of vital importance for 
the safety of an aircraft during its subsequent flight. 

Regarding the aircraft servicing mentioned above, we can 
refer to the following aircraft servicing operations involving 
ground vehicles and equipments: 

 Passenger, baggage and cargo loading/unloading; 

 Galley service; 

 Fuelling service; 

 Provision of compressed air for engine starting; 

 Aircraft maintenance;  

 In some cases, electric power and air conditioning. 

As illustrated in Figure 2, there is a wide variety of ground 

operations, which contribute exponentially to conflicts and 

increase the risk of accidents/incidents in the apron area. 

Figure 2 outlines some of the vehicles used to assist parked 

aircrafts. The coordination of the movements of all those 

vehicles, sometimes with aircrafts parked at adjacent stand 

areas requires an effort to avoid delays and to comply with 

safety procedures. Besides being a very constrained area, in 

extreme situations (e.g., rush hours, bad meteorological 

conditions) the risk of operational inefficiencies at the stand 

area can compromise airport procedures, leading to a dys-

function of the airport and, eventually, compromising the 

required level of safety. Such stressing situation tends to 

increase the need to accurately monitor all ground move-

ments within different areas in the airport air side, namely 

inside the stand area. However, without a system capable to 

continuously and accurately track all ground movements 

(i.e., vehicles, equipment and persons) inside restricted ac-

cess areas, infringements to safety rules might not be no-

ticed by apron controllers. 
In the apron area, the most common type of incidents and 

accidents fall into the following categories: 

 Ground equipment driven into aircraft 

 Unmanned equipment rolls into aircraft 

 Aircraft rolls forward/backward 

 Towing vehicle strikes aircraft 

 Aircraft contacts object/equipment.  
Concerning the service roads, every effort should be 

made to plan air side service roads so that they do not cross 
runways and taxiways. Several solutions can be found to 
minimize the possibility of conflicts between aircrafts and 
vehicles/equipments, and one of them is considering road 
tunnels avoiding the crossings at taxiways. However, in all 
situations, vehicle drivers must comply with aerodrome 
regulations and take due care and attention to avoid colli-
sions between vehicles and aircraft and other related hazards. 

 The SECAIR project addresses these concerns by moni-
toring all ground movements and by triggering alert messag-
es for each detected infringement. The localization of each 
moving object is represented as point features, labelled with 
a colour code to call the attention of the controller (at the 
situation room) whenever a safety infringement is detected. 

 

Fig. 2. The B-777 being serviced during a turnaround with the help of   
ground systems and mobile equipment. Source: Boing 777 Airplane Charac-
teristics for Airport Planning. 

 

Integrated airport operations planning, advanced surveil-
lance techniques, ground-based safety nets and new runway 
management tools are amongst the improvements that will 
allow the aircraft to be served more efficiently from gate to 
gate. The SECAIR project will contribute to reduce ground 
hazards that affect flight safety, reduce aircraft ground dam-
age, reduce personnel injuries and also, in the security do-
main, prevent acts of unlawful interference.  

 

III. SYSTEM ARCHITECTURE  

An event-driven solution typically consists of event ob-
servers (i.e., localization technologies) and event consumers. 
The SECAIR system operates by observing a set of events 
that happen in the external environment. Because localiza-
tion technologies are continuously emitting data, they are 
particularly suited for Complex Event Processing (CEP). As 
outlined in Figure 3, an event starts at the Communication 



249

International Journal on Advances in Software, vol 6 no 3 & 4, year 2013, http://www.iariajournals.org/software/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

tier, with the sensing of a fact (e.g., safety occurrence) that is 
converted into a data stream and sent to the Data Fusion 
Algorithm (DFA) at the middleware of the Application tier. 
To this end, any update to the position of each surveyed 
object is provided as a single time streaming data. 

Location-based data tend to be strongly correlated in both 
time and space. For instance, position and speed data meas-
ured by one localization technology is highly correlated to 
the data collected by another adjacent localization technolo-
gy. Similarly, readings observed at one time instant are high-
ly indicative of the readings observed at the next time in-
stant. This is particularly relevant because airport stakehold-
ers are not interested in individual readings in time or indi-
vidual devices in space, but rather in application-level con-
cepts of temporal and spatial granularities.  

In this paper, we use the term spatio-temporal to desig-
nate data related to both time and space dimensions. Since 
the project is closely related with location-based data, the 
trigger to most events derives from the movement of the 
observed objects. For each reported position, the system 
might require access to additional data about the object in 
order to analyse the event in conformity with the role of the 
object or to consider changes in the object status, changes in 
the object descriptive data or even changes in the spatial 
context where the object is located. The complexity to sup-
port such in-time actions increases when the system has to 
process data from multiple technologies while considering a 
set of business rules to take appropriate actions. 

A. Overview 

The generic architecture of the SECAIR system is shown 
in Figure 3. At the periphery of the system we have the 
Event Observers and the Event Consumers. The former cor-
responds to the devices and localization technologies, where-
as the latter receives event notifications and presents them to 
the end-users so that they can react accordingly.  

The SECAIR system implements a client-server architec-
ture structured into three tiers (see Figure 4). The Communi-
cation tier operates with heterogeneous wireless localization 
technologies (sensors), each one collecting data about the 
location of the observed objects. Each device of the adopted 
localization technologies is responsible to continuously gen-
erate location-based data streams; for some technologies the 
period is less than one second. However, the sensor data is 
too fine-grained and do not meet airport stakeholder con-
cerns as they are not interested in individual sensors data, but 
in application-level concepts of spatio-temporal granularities. 
Therefore, domain data events are required. 

At the Application tier, the middleware is responsible to 
integrate and process incoming data from the Communica-
tion tier, delivering event streams with reliable location data 
to the Business Logic. This is performed based on a data 
fusion process that computes positioning data to provide 
accurate and reliable location data about the observed ob-
jects. Prior to the data fusion process, a set of location-based 
data for the same object has to be integrated. But after the 
data fusion process, a single computed position per object is 
provided, expressing a pre-processed set of events.  

 

 

Fig. 3. A high-level view of the SECAIR system. 

In order to be understood and processed, events need to 
be integrated with the business context, generating domain 
data events. Domain data events can be derived by mapping 
raw sensor data to domain concepts. For instance, domain 
data events correlate data of sensors located in one specific 
road segment, and evaluate speed limit infringements caused 
by a vehicle, or an alert caused by a tagged passenger for an 
unauthorized entrance into a restricted access area.  

At the Application tier, there is logic that operates by in-
terpreting a set of business rules to derive composite events 
from the events that have occurred. This means that one of 
the goals is to timely process generic data, not necessarily 
event notifications, tied together by spatio-temporal relation-
ships, in order to perform a diagnosis based on existing busi-
ness rules and organization policies. Such composite events 
are presented to decision-makers using the Client Applica-
tion at the Presentation tier and might characterize a situation 
that is undesirable for the decision maker. 

B. Communication Tier 

The Communication tier ensures that the data observed 
by each device is timely transmitted to the Application tier at 
the server side. It is also aware about data communication 
requirements, including the wireless network required to 
cover the operational areas. The selected localization tech-
nologies acting as event observers are: 

 The Stand-alone Global Navigation Satellite System 
(GNSS), used together with a Wi-Fi communication de-
vice, to collect and transmit, every second, the coordi-
nates of the vehicle position;  

 The Ultra Wide Band (UWB) system to provide immun-
ity to multipath propagation and precision range meas-
urement capability. The IEEE 802.15.4a UWB standard 
implements precision location measurements when the 
monitored objects are close to large metallic infrastruc-
tures; 

 The Video Surveillance and Tracking System (VSTS) 
consisting of multiple video cameras installed at prede-
fined locations to fully cover the target area. The video 
data collected by each camera is processed by the VSTS 
sub-system to detect, track and classify the foreground 
objects within the area of interest; 

 The Radio Frequency (RF) localization system consist-
ing of mobile devices and antenna units mounted in the 
area of interest. It measures the position of a mobile de-
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vice attached to the observed object (e.g., passenger or 
staff) in the area of interest.  

There is no single technology, which can provide satis-
factory performance in all environments and scenarios; 
therefore, various localization technologies have to collabo-
rate in order to deliver a flexible localization system, instead. 
Sensor data fusion will combine sensor data from different 
localization technologies to outperform any individual sys-
tems working alone.  

C. Application Tier 

At the server side, the Application tier is segmented into 
three conceptual areas. The middleware area to hold the Data 
Integration and Data Fusion, the Business Logic area holding 
the software components responsible for the system opera-

tional intelligence and the system operational database man-
aged by Microsoft SQL Server 2008.  

 

Middleware  
The middleware is responsible to continuously provide a 

calculated position of each observed object to the Business 
Logic. The positions of the observed objects are continuous-
ly transmitted and are coherently integrated using data-fusion 
techniques to address multipath effects reduction and im-
prove quality of location (QoL). This approach, besides re-
ducing installation costs, also contributes to increase location 
accuracy, achieving a better coverage range with the same 
amount of equipment. [8] 

 

  

Fig. 4. The architecture of the SECAIR system.

Business Logic 
For each data stream triggered by the Middleware, a set 

of actions are required to correlate additional data about the 
observed object with existing business rules and metadata 
about the spatial-context to determine domain events. This is 
accomplished at the Business Logic by four core software 
components. A short description of each software component 
is presented next. 

 Business Rules, establishes the link between the 
definition and the execution of all business rules within the 
system, enabling organizational policies and the repeatable 
decisions associated with those policies, such as restricted 
area incursions, to be defined, deployed, monitored and 
maintained centrally at the server side. When changes occur 
at the business level, this service also assists in discovering 

the set of existing rules that are influenced by those changes. 
The Business Rules services interact with the operational 
database to store incoming events with the right classifica-
tion. 

 Map Services, this component is responsible to 
manage the spatial-context that characterizes the airport 
environment where the observed objects operate. Within the 
project scope, the airport layout is represented with a set of 
overlapped layers in a standard format [9]. To efficiently 
support the spatial database workload and the degree to 
which spatial functions are required, a geographic infor-
mation system (GIS) engine was specifically designed. This 
GIS engine copes with challenging requirements related to 
scalability and real-time representation of multiple moving 
objects and dynamic changes to the spatial context, without 
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compromising the overall performance of the system. De-
pending on the nature of the detected event, the Alert Ser-
vices will interact with the GIS to generate an alarm to be 
broadcast to each connected client application. A log record 
of all events is stored for historical data analysis purpose. 

 Alert Services, for each business rule infringement 
a proper alert is generated by mapping location-based in-
formation related to the observed object (event) with do-
main concepts. This means that the data for each observed 
object has to be analysed to determine if a composite event 
(e.g., severe safety infringement) occurred or if a business 
metric needs to be updated. For each event being detected 
by the system, a semantic meaningful alert message will be 
triggered, with the corresponding relevance and severity 
risk. A dendrogram with weighted nodes is used to structure 
relationships between business indicators. Granular indica-
tors are at the bottom (leaf) level and derived indicators 
(usually more aggregated) are at the nodes of the dendro-
gram. For instance, a business user can configure the system 
to inform about how many stand areas incursions were per-
formed by a driver in a specific time period or day of the 
week.  

 External System Connector, this software com-
ponent is responsible for handling the interoperability with 
external systems, for instance, to collect data related with 
flight schedules, resources and assigned tasks. With such 
approach, location based data for each observed object can 
be coherently correlated with metadata from external 
sources, enabling the surveillance and track of events to be 
performed according to business logic/rules [10]. The Ap-
plication tier, being responsible for implementing airport 
business logic, seeks ground for the coexistence and balance 
between the dual trends of the airport industry: increased 
demand for air travel and strengthened aviation safety and 
security [11]. 

Depending on the business rule being infringed, a specif-
ic event (alert message) is triggered to the end-users at the 
Presentation tier. This is done by creating a subscription 
offered as a public endpoint by the system. The Business 
Logic sends the requested data, either as a stream of updates 
(event-based queries) or as a chunk of current state data (in-
stant-queries). The first are triggered on a certain event, e.g., 
an object moving into a specific area. The Business Logic 
can create an event subscription (“tell me about objects mov-
ing into a specific area”) to be notified on that event (“an 
object moves into an area”) and perform specified actions 
accordingly (“alert: object moved into restricted area”). This 
kind of subscription may be triggered often, or never, de-
pending on how the event occurs. On the contrary, the result 
of an instant-query is always returned immediately and is not 
dependent on any event. This kind of query is useful to re-
trieve the current state of an object. For instance, “give me a 
list of all objects, which are currently in a certain area” or 
“tell me the current battery status of an object”. 

The data structure used to define each object position is 
presented by the class Position. The coordinates of the object 
position are presented as a point feature dataset that is used 
by the GIS engine to determine the location of each point 
feature (i.e., object location) over the airport layout. The 

airport layout is represented by a set of overlapped thematic 
map layers (also known as feature datasets, see Figure 5), 
some of them are polygon features representing operational 
areas with a predefined set of metadata to store specific busi-
ness rules (see Figure 6). All layers have a common metadata 
structure; however, some polygon layers (e.g., Serviceroads, 
Stand, Taxiways, etc.) also have specific metadata attributes 
relevant for spatial context-semantic data analysis. These 
metadata are used by the Business Logic to enforce the ap-
plication of predefined safety and business rules.  

The GIS engine performs a topological point-in-polygon 
overlay operation to determine which points (i.e., IDObj) 
from the Position feature dataset are contained within the 
polygons of the airport layout. For each intersected layer, the 
Business Rule component interacts with GIS engine to check 
if any of the specified business rules is infringed. For in-
stance, the Serviceroad layer includes attributes to specify 
the speed limit, category and status of each roadway segment 
within the airport, but the Stand layer just includes a status 
attribute to identify if a specific stand is open (i.e., with no 
parked aircraft), closed (i.e., with a parked aircraft) or deac-
tivated (e.g., in maintenance). When a point is inside a spe-
cific roadway segment polygon, that information is passed to 
the Business Rules component to validate for operational 
rule infringements.  

The QoL attribute is used to determine the accuracy of 
the reported position. This means that points reported with a 
QoL value higher than 10 m are labelled in red to indicate 
lack of accuracy in the IDObj position, QoL with values 
between 7.5 m and 10 m are labelled in yellow to indicate 
that the system is not able to assure the exact position of the 
IDObj and QoL with a value lower than 7.5 m are labelled in 
green to indicate that the IDObj position is accurate. The 
field tests performed so far were able to achieve position 
accuracy with a QoL between 0.5 m and 3 m. 

A typical example of a safety rule infringement refers to 
speed limit, e.g., an object of type “vehicle” circulating at 30 
Km/h within a roadway segment with a speed limit metadata 
of 25 Km/h will trigger a speed limit infringement alert mes-
sage. In the same way any vehicle moving inside an open 
stand area will trigger a stand area incursion alert message. 
The IDObj provided within the Position data structure is 
used by the Business Rules to obtain more information about 
the IDObj (e.g., to which airport operator it belongs or if it is 
a priority object such as a “Follow-Me vehicle”). For each 
new position reported by each object, every second, the 
Business Rules might need to validate the IDObj business 
data before triggering an alert message.  

As presented in Figure 4, additional business data about 
the IDObj are provided by the External Systems component. 
A data interoperability connection, established between the 
SECAIR system and the existing airport systems, enables the 
decision support capabilities of the SECAIR system to ac-
cess some operational data (e.g., flight data and resource 
data) and correlate those data with the metadata from the 
airport layers and the data from the monitored IDObj. This 
computation is performed at the Business Logic in less than 
one second for each position reported by the middleware for 
each IDObj. In this way the SECAIR system is able to vali-
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date for infringements to some business rules defined by 
each airport. 

The system surveillance capabilities also includes colli-
sion avoidance to prevent, in real-time, ground damage to 
aircraft, equipment and potential injury to staff, operating 
within close proximity during ground handling operations.  

To cope with such requirement (i.e., detection of the like-
lihood of collision trajectories), in the current version of the 
SECAIR system each object is represented as a point feature 
with a dynamic geofence around the object. For an aircraft, 
this geofence is designated as a clearance level, represented 
by a safety circle with a radius defined according to the spec-
ifications presented in ICAO Annex 14 [12] (i.e., wingspan 
and length of the fuselage). As such it is sufficient to gener-
alize aircrafts to point locations instead of considering their 
real dimension. For vehicles, the geofence is designated as a 
protection area, corresponding to a rectangle at the front and 
another at the rear of the vehicle. The length of these two 
rectangles is determined by the vehicle category (e.g., Pas-
senger Bus, High-Loader, Catering, Refuelling vehicle, etc.). 

When any of these safety buffers (i.e., geofences) inter-
sect, an alert for possible collisions between moving objects 
or other infrastructures is automatically triggered. For in-
stance, when the vehicle protection area intersects the air-
craft clearance a warning is triggered to indicate the driver to 
move to a safety distance. This functionality although in a 
preliminary version has been successfully tested when ob-
jects interact, namely for vehicles at the proximity of moving 
aircrafts or for interactions between Ground Service Equip-
ment (GSE). For aircrafts parked at the stand area, the clear-
ance level is not validated during ground handling opera-
tions. However, it will trigger a safety alert for any interac-
tion of a parked aircraft with a moving aircraft (i.e., intersec-
tion of two clearance levels).  

Collision avoidance between vehicles revealed to be a 
challenge difficult to accomplish because in most areas with-
in the airport it is physically possible for a vehicle to move 
into any directions. Therefore, the specified protection area 
corresponds to a safe distance at the front and rear of each 
vehicle.  

  

Operational Database (SECAIR Data) 
For simplicity, the core data handled by the Business 

Rules software component are represented in Figure 4 by a 
single database. However, the physical implementation in-
cludes one relational database to store dynamic informational 
entities such as vehicles, operators, flights and aircrafts, and 
another to store the static airport cartographic layout, i.e., 
thematic map layers.  

Both databases are managed by the Business Logic using 
the Microsoft SQL Server 2008, a database management 
system capable of dealing with business data and map fea-
tures, describing the airport layout, within the same database.  

In the SECAIR system, all thematic layers use the World 
Geodetic System 1984 (WGS84) as the spatial reference 
system in conformity to the specifications of the A-SMGCS 
manual [13] and comply with the ED-119 standard. The ED-
119 standard defines the physical dataset requirements to 
develop the airport mapping. These include: geometry accu-

racy requirements, feature rules and descriptive (metadata) 
attributes. Since each layer is spatially referenced, they over-
lay one another and can be combined in a common map 
display.  

The resulting geo-database consists of vector and attrib-
ute features. The vector features represent geometric feature 
instances that are classified as points, lines or polygons. As 
outlined in figure 4, each observed occurrence reported by 
the Middleware to the Business Logic is stored in the geo-
database as new point features. This means that a new record 
with the object “Position” data structure is created within the 
object Position layer for each new position being reported. 

The critical operational areas within the airport must 
have a polygon layer with specific metadata. Figure 5 pre-
sents an example of the type of metadata for the Stand layer 
(AM_PARSTANDAREA) and the set of metadata for a 
specific feature (i.e., stand named S14) within the Stand 
layer. Examples of critical polygon layers with metadata to 
validate safety infringements are: Runway area and Runway 
thresholds, Taxiways, Apron, Stand, Service road and hold-
ing lines just to mention some. In the SECAIR project there 
are fifteen critical polygon layers from a total of twenty nine 
layers used to characterize the airport layout. 

D. Presentation tier 

At the Presentation tier, the surveillance capability of the 
SECAIR system is presented to end-users in three different 
ways.  

The Map viewer corresponds to a graphical layout man-
aged by a GIS engine specifically designed to cope with two 
main requirements, namely to be operated by non-skilled 
airport stakeholders and to cope with airport stakeholder data 
processing needs for each spatio-temporal event. The Map 
Viewer represents the moving objects as colour coded point 
features with a timestamp and a set of descriptive data about 
the resources causing, for instance, a safety infringement; 
this might include data about the aircraft, vehicle, driver, 
flight data or layout of the area where the event occurred. 
The Map Viewer GIS engine is responsible to compute and 
represent in real-time (i.e., up to one second) the movements 
of all observed objects, computing simultaneously dynamic 
changes to the spatial context derived from daily airport 
business activities. Additional metadata (e.g., speed, logged 
driver, vehicle category) about each surveyed object are also 
provided. 

The user can interact with the features of each layer by 
selecting, for instance, a specific stand and manually change 
its status, or obtain information about flights and tasks as-
signed to a specific stand area. It is also possible to verify 
which road segment is operational and check for traffic cir-
culation rules that apply to the selected road segment (e.g., 
speed limit for different visibility conditions and directions 
of traffic flow) or analyse how many speed limit infringe-
ments occurred.  

The Alert Viewer shows the corresponding textual de-
scription of alert messages in terms understandable by the 
end-user. This means that for each moving object causing an 
event, the Alert Viewer at each client application will present 
the alert messages contextualized with business semantic and 
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ordered by severity level. All alert messages have a start and 
an end time, plus a set of additional descriptive data related 
to each event.  

The KPI Viewer presents, in a spatial dashboard, the val-
ues of key performance indicators describing how the busi-
ness is performing. The correlations between KPIs are 
mapped in a dendrogram structure. Each node of the den-
dogram carries some information needed for graphical visu-
alisation of the data using size and colour coding. 

 

IV. SYSTEM IMPLEMENTATION 

A. Communication protocol 

We developed a protocol for communication between the 
hardware devices and the middleware (see Table 1). This 
protocol has the following characteristics: 

 Independent of operating systems and hardware ar-

chitectures 

 Small packet size 

 Clearly defined operations, even in complex use 

cases 

 Full coverage of value range  

 Easy to implement in various languages (complete 

implementation available in C# and C++). 

Table 1. Communication protocol packet contents. 

Bytes Description 

2  Magic "LP" = 0x4C50 

1  ProtocolVersion = 0x02 

8  Timestamp 

16  Source ID  

16  Message type qualifier (ID) 

4  
DataLength: Length of upcoming data 

field 

variable 
Data Area: Actual data field with pay-

load 

 

 

 

1) Timestamp 
The timestamp is an unsigned 64 bit integer value storing 

the time when the position of the device is measured with 
nanosecond-precision.  
 

2) Source ID 
The source ID identifies the sensor or data system that 

originally created this message. Together with the 
timestamp, this can be used to generate an UUID compatible 
with RFC 4122. 
 

3) Message type qualifier 
The type qualifier is used to specify the type of content in 

a message. Only if the qualifier is known to a system, the 
message can be understood successfully. Messages with 
unknown qualifier should be ignored. 

The message types include positional or environmental 
information, device health checking, firmware updates and 
several others. 

B. Fusion of location data 

Fusion of location data faces two main challenges. The 
first is associating objects tracked by the radio based sensors 
with those tracked by video technologies. The second is the 
fusion of those associated objects regardless of the technolo-
gy it stems from. 

To satisfy both requirements there are two interacting cy-
cles. One is of high frequency and predicts positions. The 
other is of lower frequency and manages the association of 
objects. 

The engine featuring these cycles merges data of widely 
varying quality into a single, continuous and seamless posi-
tion track. Since the association algorithm knows which 
objects were tagged (e.g., staff), any observed objects with-
out association can be considered non collaborative and orig-
inating potential issues. The discussion of the data fusion 
algorithm is outside the scope of this paper. 

C. Control Service Implementation 

Within the SECAIR project, control services are the 
building blocks to implement the business logic, enabling 
end-users to dynamically manage and interact with the target 
environment, changing the status of the business context as 
well as obtaining detailed information about moving objects 
and receiving automatic alert notifications about any safety 
infringements or incursions into restricted access areas. All 
location data are delivered by the platform to the presenta-
tion tier following an event-driven approach. End-user appli-
cations can subscribe to different events. 

Some control services need to integrate with existing air-
port systems. Within the scope of the field tests at Faro air-
port, the external airport system used for demonstration is the 
Flight Information Data System (FIDS). The goal of such 
integration was to receive airport operational data in order to 
obtain, in real time, flight data.  

We are assuming that location data corresponding to each 
object is provided by the underlying system. The quality of 
the data should be good and there should be no gaps (missing 
data). However, the services should be able to cope even 
with poor data. 

Since we are working in a high security environment, de-
lays or even crashes are to be avoided or at least handled 
properly. Logging relevant service-internal events and states 
is one of the basic ways to provide a reliable system. This 
can be extended by informing the system administrator on 
any encountered problems like failing services, starving or 
full buffers, network issues and configuration mistakes. 

First of all, the very large system is broken down into 
various small components, each handling only a specific 
task. There is a basic differentiation between low level ser-
vices that work with “raw data” and high level services that 
are based on those low level services. 
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Low level services 

 Location: Current and historic positions of tracked ob-

jects. Event on new positions. 

 Entity: List of all tracked objects along with some 

properties. Event on changed, added or removed ob-

jects. 

 Map: List of all available areas along with some proper-

ties. Event on changed, added or removed areas. 

 Storage: List of various data that are used and synchro-

nized globally. Event on changed, added or removed 

data. 

 Integration: A set of various separate services that are 

used to integrate the system with existing infrastructure. 

This includes, for instance, a service connecting to the 

airport flight management system and providing its da-

ta. Another included service will use these data to dy-

namically update the configuration of the alert services, 

in this case, allowing or disabling certain areas to be 

passed through by certain kinds of vehicles depending 

on whether or not an aircraft is moving through that ar-

ea. 

 
 High level services 

 Alerting: alerts are stored as a list of critical events 

along with some properties. Push notifications are trig-

gered on added or changed alerts. Alerts are created by 

multiple separate services that use the above lower level 

services to create or change alerts based on certain 

business rules. For instance, by querying Location (po-

sition of an object), Entity (type of object), Map (areas) 

and Storage (stores permission table), an object of not-

allowed type moving into a restricted area could create 

an alert. 

 Multi-Tracking: based on the object position it is possi-

ble to activate in a new window the surveillance of the 

movements of the selected object. This is useful when 

there is a need to closely follow the movement pattern 

of one specific object.  

 Collision Avoidance: the system can act preventively 

by determining if two objects (e.g., vehicle-vehicle or 

vehicle-aircraft) have a collision trajectory. This service 

is also relevant to assure clearance levels between air-

crafts and to alert when a vehicle is not within a safe 

distance from moving aircrafts.  

 Identify Resource: this service provides additional in-

formation about the selected object or map feature. In 

the first case, providing business data collected from 

the airport system, for instance, to describe the vehicle 

characteristics, obtain information about the logged 

driver or to correlate the current position of the vehicle 

with assigned tasks or flight schedules. 

 Path Analysis: this service is used to draw a line as the 

object moves. The output enables the end-user to get a 

visual perception about movement patterns, understand 

patterns in specific time periods like rush hours or de-

tect which vehicles are frequently out of predefined tra-

jectories.       

 
 These control services, in general, correspond to actions 

performed by end-users individually; therefore, it is not fea-
sible to introduce an overhead computation by implementing 
them at the server side. Some control services relate to busi-
ness logic and need, therefore, to get access to business rules 
and business data to be able to actuate over predefined mo-
bile devices or objects within the airport. Concerning the 
control service implementation let us describe the service 
usage, scaling and redundancy, connections via WCF and 
generic collection library. 
 

1) Service usage 
All services have to offer two basic things: a list of all da-

ta and notification of changes. Notification refers to the ser-
vice actively informing the client of events. For instance, the 
location service will let all its clients know when a new posi-
tion arrives. An alerting service could provide notice of new 
or changed infringements. 

An event-based architecture is a pragmatic and reliable 
way to ensure fast response times, meaning that any occur-
rences are shown immediately (less than one second) and, as 
far as possible, dealt with automatically. 

 

2) Scaling and redundancy 
Unlike traditional monolithic systems, the services run as 

independent components and, as a matter of principle, are 
accessed via a network. In fact, it is no problem to run some 
of the services in a different part of the world if that would 
be advantageous. 

One obvious advantage of this strategy is scaling. Since 
services run in parallel, just adding a few more machines will 
directly increase computation capability. 

Also, losing a machine due to, for instance, network is-
sues or hard disk failure, does not pose a problem. Another 
service will simply take over the work of the lost service for 
the time being.  

To enable this architecture, data must not be stored local-
ly on a machine. Instead, we are using distributed high per-
formance databases connected via gigabit Ethernet. 

 

3)  Connections via WCF 
The Application Programming Interface (API) is accessi-

ble via Windows Communication Foundation (WCF), one of 
the most common interchange formats. All connections are 
encrypted. Similar to the web service model much in fashion 
nowadays, instead of traditional large and complex interfac-
es, a simple and clean interface is used. However, in addition 
to traditional web services, we make use of events to de-
crease network overhead and provide real time updates. 

Service interfaces basically feature only two kinds of da-
ta: data lists and events. Noticeably, they do not offer con-
figuration to a client and are thus stateless. This is a feature 
common to web services and means clients have to specify a 
complete query at all times. The advantage is that the ser-
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vices do not need to keep track of their clients, simplifying 
their code a lot and increasing performance generally. 

The reasons for choosing WCF over competing technol-
ogies lie in its simplicity, reliability, interoperability and high 
performance coupled with many years of knowledge of using 
WCF “in the field”. Remarkably, WCF is flexible enough to 
power both simple REST web services and complex state-
aware multi-interface services. WCF can handle connections 
with clients written in different languages (e.g., Java) too, so 
interoperability with other system, for instance Linux, is a 
non-issue. 
 

4) Generic connection library 
Since all components use WCF, a generic library was es-

tablished. It allows easily setting up servers and clients for 
any WCF service, no matter if a simplex or duplex connec-
tion is available. It also includes automatic endpoint creation 
for TCP/IP, HTTP (port 80) and metadata exchange. 

Connection to the server is always fault aware. Any fail-
ure will transparently be encapsulated and provided to the 
client process, while avoiding any critical consequences. 
This means that all client services need to be aware of the 
fact that any connection may fail to work at any time, and 
cache their requests and data accordingly. 

D. Monitoring 

For easier deployment, we make use of WS Discovery. 
This allows services to publish themselves so that discovery-
enabled clients can find them without any configuration. 
Since Discovery is a standard protocol, it is interoperable 
with other clients, services and proxies.. 

A supervision program is used to watch and control the 
state of all services. It ensures that all services are up and 
running, possibly restarting those that fail. It also displays 
the health state of the complete system to an administrator, 
additionally informing of important issues (e.g., a service 
failed permanently) by email or other means. 

E. Graphical User Interface 

The interaction between the software components at the 
Graphical User Interface (GUI) and the Business Logic are 
performed mainly through the lower level services to receive 
domain events. Based on that information, the end-user has 
the possibility to explore the information in more detail by 
executing the high level services. 

V. USE CASE 

In order to validate the SECAIR system, a system proto-
type for a pilot test is being installed at the Airport of Faro. 
For field tests, airport vehicles are provided and cameras 
from the VSTS system are installed. The existing Wi-Fi 
network is strengthened at specific operational areas in the 
airport.  

Some vehicles will be equipped with an onboard unit, a 
touch screen display and a radiofrequency reader to automate 
the driver authentication procedure. All personnel participat-
ing in the field tests will receive a radiofrequency card. The 
association of the driver with the vehicle is performed auto-
matically each time the card is read by the radiofrequency 

reader installed in the vehicle. At least two client applica-
tions are deployed, one situation room to the Apron Control 
Centre for airport operators and a second situation room to 
support other airport stakeholders (e.g., Ground Handler). 

Figure 5 outlines the airport air side areas selected for the 
site tests. Three operational areas were considered: the pas-
senger terminal (Boarding Gates 01 and 02) for indoor test 
scenarios, adjacent indoor-outdoor transition area (to demon-
strate ability to track targets moving from indoor to outdoor 
and back) and the Apron area adjacent to stands 14 and 16 
for outdoor test scenarios. 

 
Indoor scenarios (see Table 2) include: zone intrusion 

detection, target tracking and left behind luggage. Indoor-
outdoor transition areas include the surveillance of people at 
the boarding gates for (dis)embarking procedures. Indoor 
scenarios reflect operational procedures related mainly with 
the observation of people and baggage in restricted access 
areas within the passenger terminal: 

 Traceability of a person at the boarding gate area; 

 Localization capability of the SECAIR system in the 
transition area from passenger terminal into restricted 
access areas (outdoor); 

 Location obtained by fusion of data obtained from the 
following technologies: VSTS and RF. 
 

Outdoor scenarios (see Table 2) cover an area defined 
by 130x130m of the apron comprising Stands 14 and 16. The 
outdoor scenarios reflect operational procedures related 
mostly with the observation of vehicle movements and oper-
ational procedures related to parked aircraft assisting tasks: 

 Traceability of vehicle and driver at the Apron area; 

 Automatic detection of drivers without driving permis-
sion / not logged; 

 Location obtained by fusion of data obtained from the 
following technologies: VSTS, GNSS and UWB. 

 
As presented in Figure 5, after a successful login to the 

SECAIR system, each connected client visualizes the current 
status of the airport layout as a collection of overlapped 
themes, each one representing a specific operational area 
within the airport environment. These themes are managed 
by the Map viewer, forming the background context over 
which the observed objects are represented as point features. 
All thematic layers were provided by the airport authority in 
a standard format as shape files. 

The selection of the “Maps” option at the sidebar, ena-
bles the end-user to dynamically access each feature within a 
specific layer. For instance, to select a feature (e.g., Stand 
14) from the AMD_PARKSTANDAREA layer, which is 
one of the layers used to accurately represent the apron lay-
out, the user just has to select the corresponding polygon at 
the Map viewer (or navigate to the corresponding layer at the 
sidebar and select the feature he is interested in). As present-
ed in Figure 5, the apron folder is a logical folder used to 
semantically group layers; therefore, it is possible to group 
layers with different geometries (e.g., points, lines and poly-
gons) in the same folder. 
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 Some layers are used just to help end-users to get con-
textualized with the airport area they are visualizing. These 
layers are not used by the Business Logic to compute domain 
events. At this phase and during the field tests only five lay-
ers were used to compute domain events: 

 AMD_TERMINAL, layer representing the passenger 
terminal indoor areas, 

 AMD_PARKSTANDAREA, layer representing the 
geometry of all stand areas. Figure 6 presents a print 
screen of the metadata defined for the layer and the 
metadata defined for stand 14;  

 AMD_ APRONELEMENT, layer representing the ge-
ometry of the Apron area; 

 AMD_ TWYELEMENT, layer representing the geome-
try of all taxiways; 

 AMD_ SERVICEROAD, layer representing the geome-
try of all roadways.  

When a feature is selected, besides visualizing the feature 
geometry at the Map viewer, the end-user can also access the 
metadata defined for the selected feature. Metadata common 
to all features are specified at the layer level, for instance, to 
indicate which categories of vehicles are allowed to circu-
late. These metadata might be duplicated if there is a need to 
include values for normal and low visibility operations. 
Metadata specific to a feature are specified individually to 
each feature within a layer, for instance, to cope with tempo-
rary changes to one feature or to cover business rules, which 
apply only to a specific feature or set of features. 

 

 

Fig. 5. Airport layout of the areas selected for the specified scenarios. 

 
 In SECAIR, most of the business rules related to airport 

operational areas have a strong spatial dependency with the 
metadata defined for polygon features, meaning that in a 
certain instant the position of the observed object (represent-
ed as a point feature) can trigger multiple events. When the 
GIS engine performs a topological point-in-polygon overlay 
operation, the current point position of the object is analysed 
against all intersected layers. 

For each intersected layer, the Business Rule component 
will check if any of the specified business rules is infringed. 
Since the system operates with a collection of overlapped 
themes, classified accordingly to their relevance, when moni-
toring for business rule infringements the algorithm orders 

the resulting events according to their severity level. This 
means that, at the Presentation tier, domain events occurring 
in critical areas are visualized with a higher priority in rela-
tion to those occurring in less critical areas (e.g., a runway 
incursion is more severe than a stand area incursion). When 
multiple events are detected, the Map viewer only represents 
the most severe event. The other events are listed at the Alert 
viewer, enabling the end-user to have a good perception 
about the sequence of events caused by a specific per-
son/vehicle. 

The validation of spatio-temporal events gets even more 
complicated because for each object movement the system 
has to perform a set of topological point-in-polygon compu-
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tations to determine whether a given point in the plane lies 
inside, outside, or on the boundary of each intersected poly-
gon features. If we consider that at each instance it is possi-
ble to have multiple objects and that a new position is trig-
gered, even when a vehicle is not moving, it starts to be very 
demanding to comply with all the requirements.  

For each event, the Business Logic uses the metadata 
provided by each layer for location-awareness purposes and 
formulation of the alert message to be visualized by the end-
user at the Presentation tier. 

The design approach was to provide, in a single screen, 
the user with all the data relevant for him to take informed 
decisions. Therefore, the Map viewer corresponds to a spatial 
dashboard where all observed objects are represented as 
colour coded point features and the airport layout as the 
background spatial context, which is used to semantically 
transmit implicit information about the status of some opera-
tional areas.  

For instance, an occupied stand is represented with a 
green polygon, but if it is under maintenance, the same poly-

gon is visualized in grey. In both cases, vehicles are allowed 
to circulate inside the stand area. In the first situation, vehi-
cles are allowed to enter the stand area to assist a parked 
aircraft and, in the latter, because the stand area is deactivat-
ed. But when a stand is operational with a parked aircraft, as 
soon as the information about blocks-off is reported to the 
SECAIR system, the operational status of the stand area 
automatically changes to cleared, causing the colour of the 
polygon to change to red to signal a restricted access area 
where vehicles are not allowed to circulate or park.  

Such visual clues transmit valuable insights to the end-
user at the control centre. To simplify the identification of 
events, moving objects can be visualized with a colour coded 
label to easily transmit which objects are causing infringe-
ments from those operating as expected, i.e., labelled with a 
green colour. Once again, a colour code is used to differenti-
ate less severe (labelled in yellow) from severe events (la-
belled in red). 

 

 

Fig. 6. Metadata assigned to the Layer level and metadata assigned to a specific feature within the layer.  

All events are logged and represented at the Alert viewer 
with information about the event (e.g., severity, type, opera-
tional area, instant, etc.). This feature is useful to support 
decision makers in case there is a need to check for a specific 
event reported during the end-user shift. The reported infor-
mation is automatically filtered based on the end-user pro-
file, meaning that the list of events reported in the Alert 
viewer relate to resources from the airport stakeholder. Only 

the airport authority (e.g., Safety Manager) has access to all 
reported events. 

The KPI viewer presents a set of predefined indicators 
specified for each of the operational scenarios defined in 
Table 2.  
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Table 2. Operational scenarios specified for the field test. 

Num. Scenario Name 

Outdoor Safety (OSA)  

OSA.01 Surveillance of vehicle movements within a stand area  

OSA.02 Collision avoidance support service 

OSA.03 Aircraft ground movement tracking 

OSA.04 Obstruction of an operational stand area 

Outdoor Security (OSE) 

OSE.01 Detection of zone intrusion by unauthorized vehicle 

OSE.02 Personnel tracking at the apron area 

Indoor Safety (ISA) 

ISA.01 Working zone intrusion by unauthorized person 

Indoor Security (ISE) 

ISE.01 Left luggage detection 

ISE.02 Indoor-outdoor personnel tracking 

 
The description of each operational scenario follows a 

template emphasizing relevant issues from the airport stake-
holders’ point of view. Besides a unique identifier with a 
semantic meaning for each scenario, the template also covers 
the following items: 

 Name of the scenario, pointing out concerns from the 
perspective of airport stakeholders; 

 Classification of the scenario, addressing environmental 
influences (indoor/outdoor) and type of events (Safe-
ty/Security); 

 Technical constraints and a list of key indicators cap-
tured by the scenario to measure its impact or relevance; 

 List of actions to be performed by each intervenient 
actor to test the specified scenario; 

 Identification of the expected results for each scenario, 
defining the behaviour of the SECAIR system. 

The net outcome of the SECAIR system will be the crea-
tion of improved or new services to increase security and 
safety of airport (or other critical infrastructures). In order to 
deliver such services, the SECAIR system needs to interop-
erate with the existing airport system to acquire business 
information relevant to properly manage domain events, 
namely data related to: 

 Flight schedules, to align the system actions with the 
flight information scheduled for each stand, tasks allo-
cated to assist the aircraft and reflect any last minute 
change to what was planned; 

 Tasks assigned to staff, including ground handlers ; 

 Staff, data relevant to support the system operational 
intelligence, including data about the airport operator he 
works to, role performed within the airport and specific 
data related to their airport driving licence; 

 List of all resources (e.g., vehicles and equipment) oper-
ating at the airside area; 

 Access to information about the main characteristics of 
the aircrafts operating at the airport. 
 

VI. RELATEDWORK 

The surveillance of surface movement events using 
ground surveillance is challenging for several reasons. First, 
because of the huge amount of demanding requirements that 
have to be validated to protect passengers, staff and critical 

infrastructure from serious security or safety infringements. 
Second, the quantity and quality of available surveillance is 
often poor. In an airport environment, unless the surveyed 
objects are equipped with a transponder, surveillance is 
based on surface movement radar (SMR) returns only. How-
ever, these solutions are extremely expensive to purchase 
and operate, and are subject to masking and distortion in the 
vicinity of airport buildings, terrain or plants [14]. 

The extensive deployment of satellite system and air-to-
ground data links results in the emergence of complementary 
means and techniques. Among these, ADS-B (Automatic 
Dependent Surveillance-Broadcast) and MLAT (Multilatera-
tion) techniques are the most representative [15]. However, 
current radar based systems have many problems to track 
surface targets, especially in very dense traffic areas, such as 
the apron area. On the other hand, most aircrafts turn-off 
their transponders after landing, compromising their identifi-
cation possibilities. This means that such systems will not 
detect non-cooperative vehicles or aircrafts that are not 
equipped with such a transponder. Therefore, there is a 
strong demand for a new sensing technology, in particular 
for smaller/medium airports. Such sensors include near-
range radar networks, Mode 3/A, S or VHF multilateration, 
CCTV systems with video analytics [16], magnetic flux 
sensors or D-GPS installed in vehicles [17]. Although none 
of these sensors is individually able to meet all user require-
ments for airport surveillance, the fusion of the information 
they give can lead to an acceptable solution.  

The Airport Surface Detection Equipment, Model X 
(ASDE-X) system [18], adopted in the United States, pro-
vides precise time-stamped position as required for its prima-
ry mission of improving situation awareness. ASDE-X sur-
veillance is based on plot-level fusion of multiple comple-
mentary sensors, providing air traffic controllers with highly 
accurate, real-time position and identification information of 
all aircraft and vehicles on the airport surface. The system 
accepts and fuses primary SMR returns from objects on the 
airport surface. Any available report from ADS-B or second-
ary surveillance radar is also considered in estimating and 
reporting the fused track position. But the cost of this solu-
tion is high.  

But, for the airport to function, it needs to have the right 
mix of these independent systems, and these systems need to 
cooperate with each other. At such level of interdependen-
cies the airport system pursues a common goal for a set of 
stakeholders according to their concerns, which cannot be 
achieved by these entities individually. This means that an 
airport is a system-of-systems bounded by and understood 
through the identification and analysis of existing systems, 
the knowledge of operational procedures and regulations and 
organizational issues influencing the system of interest. In 
recent work [19], it is already possible to find algorithms 
addressing the very stringent integrity requirements to sup-
port complex event processing (CEP). 

The CEP paradigm arose as a solution for critical envi-
ronments, where there is a need to fuse a huge amount of 
information in order to detect events of interest in the com-
pany workflow [20]. Several proposals to fusion this compa-
ny information have followed a CEP approach in many fields 
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like financial transactions [21], business decisions [22] or 
RFID-based services [23]. The CEP paradigm has been used 
in the present work as the mechanism to orchestrate the con-
textual information inferred by other parts of the system. 
This means a new approach to aggregate and fusion of situa-
tion-awareness information about the observed objects with-
in the organizational context in which they occur. Event-
driven organizations are expected to react quickly to changes 
in their environment. Thus, their decision support systems 
should be driven by the same transactional events that keep 
the business operating. Such approach focuses on developing 
on-board applications that allow a vehicle to infer its role in 
a scene by taking as input, data from different sensors of the 
vehicle and other external data sources [24]. Such sensing 
can provide comprehensive information about the vehicle 
context, extending the surveillance capabilities of the system 
not only to perceive the situation context of a vehicle, but 
also the whole context related to its role within the environ-
ment where it operates.  

In the literature, it is possible to find research projects 
(e.g., Airnet at www.airnet-project.com, 2004; ISMAEL at 
www.ismael-project.net, 2006; EMMA at 
www.dlr.de/emma,  2008; AAS at www.aas-project.eu, 
2010, and LOCON at www.locon-eu.com, 2011), with dif-
ferent technologies that have been developed and successful-
ly tested for ground movement detection, providing actiona-
ble data with a high degree of certainty or as a cost-effective 
solution. 

Besides the identified technological related issues, the in-
teractions between system components and between humans 
and software applications are also subject of interest within 
the academic community, in particular research on discrete 
event monitoring [25], [26]. These references consider safety 
requirements as control structures that restrict system behav-
iour at meta-model level. They propose a framework for 
interface control systems. In this framework, functional re-
quirements and safety requirements are separately formalized 
as interface automata and controlling automata respectively. 

According to their approach, requirements include two 
subtypes: functional requirements and safety requirements, 
which are requirements about the safe operation of the target 
system. There are two common causes of the changes to 
safety requirements. First, safety requirements may change at 
design-time. Second, safety requirements may change post-
implementation. Some safety requirements are unknown 
before the system is developed and used in real environment. 
The requirement specification concerns that guided the de-
sign of SECAIR system in compliance with end-user func-
tional requirements is in line with the methodology adopted 
in [27], to fill in the gap between the evolution of safety 
requirements and traditional verification process. 

A similar approach is also conducted in [28], the motiva-
tion for this work emerges from multi-agent systems as a 
paradigm for developing complex, software intensive sys-
tems in real world scenarios. According to the multi-agent 
paradigm, agents are able to interact and to reply to events 
triggered by their environment. In this work, a detailed 
presentation of the Ptolemy II tool is presented to support the 
design and verification of resource constrained in embedded 

systems. The proposed solution allows the modelling of 
functional and dependability requirements separately. The 
functional model is described in terms of labelled interface 
automata, an action-oriented approach that considers not 
only the control flow, but also the information flow (in-
put/output actions). Safety and security constraints are speci-
fied using controlling automata. It also applies model check-
ing techniques in order to automatically generate a compliant 
model that will satisfy the dependability requirements. 

 Within the SECAIR project, one of the technical re-
quirements is that all location–based technologies are coher-
ently integrated using advanced data-fusion techniques in 
order to reduce installation costs and to address multipath 
effects reduction. The project fusion techniques operating 
with high-performance GNSS systems and improved radio 
based tracking, combined with video based technology will 
enable the accomplishment of an automatic and reliable pre-
diction of events related to safety infringements. This broad 
level of integration extends the state-of-the-art for the sur-
veillance of airport surface traffic, enabling unique automat-
ed decision support capabilities, with new context aware 
services that have not, thus far, been available.  

Very concretely, the results of the SECAIR project might 
contribute to some other initiatives and product develop-
ments [29] [30] [31] [32] [33]. 

 

VII. CONCLUSION 

The SECAIR system improves context awareness and 
controllability via the integration of localization technolo-
gies. By integrating multiple sensor technologies, the system 
delivers a comprehensive picture of ground operations, in-
creasing the controller situational awareness and improving 
the airport safety. 

In the SECAIR, multiple occurrences can be combined 
from different localization technologies to provide insight 
into business operations, enabling in-time decision making. 
Within the SECAIR project, one of the technical require-
ments is that all localization technologies are coherently 
integrated using data-fusion techniques in order to reduce 
installation costs and to address multipath effects reduction. 
The main objective is to develop new context aware services 
based on an innovative solution integrating high-
performance RF tracking combined with video recognition 
technologies and mobility management in a middleware 
platform.  

SECAIR is designed as heterogeneous sensor data fusion 
system architecture, covering the surveillance of non-
cooperative resources and functionalities for continuous 
control of all ground movements within the apron area. A 
special attention is given to the environment of the system, in 
particular to information flowing from and to the system. 
The properties of the system components, as well as the rela-
tionships between them, are core elements for the analysis 
and design of the SECAIR architecture. The project takes 
lessons learned from previous projects in relation to tech-
niques for multi-target, multi-sensor tracking, responding to 
very important security and safety issues in airport environ-
ments. The software components of the SECAIR system are 
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being tested and a field trial is planned to take place at Faro 
airport during the last quarter of 2013, with a full evaluation 
of the results to be done during the first half of 2014.  
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