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Abstract—The evaluation of user satisfaction is an essential
performance indicator for network operators. It can be impacted
by several causes, including causes linked to the network.
However, linking the subjective comments of a customer with
an objective behavior of the network is an issue. Experience
shows that an indicator taken from customer complaints gives
a good trend on the level of network quality perceived by
customers, but it is difficult to transpose into concrete actions
because it is often unrelated to the key performance indicators
on which engineers base their action plans. The objective of
this work is to learn a model that links the complaint rate,
expressed by the Customer Satisfaction Rate indicator, with a
set of key performance indicators so that performance engineers
better understand customer expectations and act foremost on
the indicators that give the most dissatisfaction. To this end,
this paper takes advantage of ensemble learning applied to
multiple regression, focusing the ensemble strategy on variable
selection. The model hence makes it possible to link Quality of
Experience and Quality of Service, which is demonstrated by
nice interpretable results obtained from applying the method to
data from a French telecom case study.

Index Terms—Ensemble learning; Regression models; Data
analysis; Knowledge extraction; Radio access networks; QoS/QoE
relationship; Quality via QoE and customer reports.

I. INTRODUCTION

In the space of a few years, the telecom market has under-
gone numerous technological and regulatory transformations
that have engendered a price war from which operators are
now trying to get out. They try to better differentiate them-
selves by moving towards a better customer experience and
better support. The evaluation criteria most often adopted to
establish a comparison of mobile networks are field measure-
ment campaigns or user satisfaction surveys. User satisfaction
surveys are expressed by the number of complaints received,
the presence or absence of unfair terms in contracts, the
commercial network and telephone assistance, connection time
as well as call drop rate and their management noted by a
supervisory authority, such as ARCEP (Regulatory Authority
for Electronic Communications and Posts) in France or FCC
(Federal Communications Commission) in United States.

The Customer Satisfaction Rate (CSR) is a good perfor-
mance indicator that helps operators to effectively manage and

control their business and decision making. The CSR provides
the number of complaints relative to the number of customers
for a given area. However, predicting customer behavior, their
level of satisfaction (or dissatisfaction) has always been a
challenge for operators. It is therefore important to link the
CSR to a set of Key Performance Indicators (KPI) that can
easily be interpreted by performance engineers to act on the
relevant causes of dissatisfaction.

This paper, whose beginnings can be found in [1], presents
how to learn a model that links the CSR to a set of KPIs
from data while selecting a set of explanatory KPIs from an
oversized, but yet relevant, set. Compared to [1], the problem
is cast into an ensemble learning framework. Adopting an
original point of view, model prediction and variable selection
are optimized in an interlinked way by an ensemble multiple
regression process. This process considers a set of base models
whose results are then combined. Unlike standard approaches,
ensemble integration is focused on combining the variable
selection results issued from the base models rather than
directly the predictions. The final regression model captures
the relationship between Quality of Experience (QoE) and
Quality of Service (QoS).

The contents of the paper are organized as follows. Sec-
tion II analyzes related work and positions the method of this
paper with respect to the state of the art. Section III formu-
lates the problem as a regression problem and provides the
identified issues. Section IV presents two regression methods,
Ordinary Least Squares (OLS) and Least Absolute Shrinkage
and Selection Operator (LASSO), that are later used in the
three base methods for ensemble generation in Section VI.
Section V describes the application that aims at explaining the
customer complaint indicator CSR that has been driving the
design of the method. It also presents the data that has been
used and the KPIs that have been considered as candidate
explanatory variables. Section VII explains the steps of the
ensemble integration method. The results of applying the
ensemble integration method to the CSR problem are then
interpreted in Section VIII. Finally, Section IX concludes the
paper.
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II. RELATED WORK

Much research investigated about customer complaint be-
havior since long [2] [3]. The idea of using complaint data
to solve problems in design, marketing, installation, distri-
bution and after sale use and maintenance, is quite natural.
Understanding of customer complaint and market behavior
has also been investigated so as to provide a framework for
interpreting the data and extrapolating it to an entire customer
base [4]. Especially in the mobile telecom industry, studies
on customer complaint behaviour are numerous and continue
today, significantly accentuated by the emphasis on machine
learning techniques.

Given the increased competitiveness in this field, many stud-
ies have focused on a problem related to customer complaints,
which is customer churn. Due to the direct effect on the
revenues of the companies, especially in the telecom field,
companies are seeking to develop means to predict potential
customer to churn. Over the years, many machine learning
algorithms have been used to produce churn prediction mod-
els and building feature’s engineering and selection methods
[5] [6] [7]. In the churn problem, not only complaint data
but Henley segmentation, call details, line information, bill
and payment information, account information, demographic
profiles, service orders, etc. are potentially important. In
this huge set of features, [8] identifies a subset of relevant
features and applies several prediction techniques including
Logistic Regressions, Multilayer Perceptron Neural Networks,
Support Vector Machines and the Evolutionary Data Mining
Algorithm in customer churn as predictors, based on the subset
of features. [9] uses classification like the Random Forest
algorithm, as well as, clustering techniques to identify the
churn customers and provide the factors behind the churning
of customers by categorizing the churn customers in groups.

In this paper, the focus is put on using solely complaint
data to solve problems in maintenance. To do so, this work
aims at linking the complaint rate with a set of technical
KPIs that point at the cause of the complaints and suggest
reconfiguration or repair actions on the network. This prob-
lem is much less explored in the literature than that of the
churn. Literature can be exemplified by [10] that achieves
correlation analysis and prediction between mobile phone
users complaints and telecom equipment failures in three steps
involving hierarchical clustering, pattern mining, and decision
trees. On the other hand, [11] uses four machine learning
algorithms, Artificial Neural Network (ANN), Support Vector
Machine (SVM), K-Nearest Neighbors (KNN) and Decision
Tree (DT) experimented on a database of 10,000 Korean
mobile market subscribers and the variables of gender, age,
device manufacturer, service quality, and complaint status. It
found that ANN’s prediction performance outperformed other
algorithms. This last work takes into account much more data
than those fixed by the objective of this paper. In addition, the
first focuses on equipment failure while we want to handle
the KPIs that are the data used on a daily basis by network
monitoring operators. Last but not least, the algorithms used

in [11] are certainly good for prediction, but they are limited
in their ability to explain predictions. The relation between the
prediction and the inputs of the model remains implicit. On
the contrary, the objective of this work is to clearly explain
this link so that it provides useful information. This is why,
the approach has been based on simple regression models
while the complexity of the problem is tackled with ensemble
learning.

Ensemble learning is an active research topic in different
communities, including pattern recognition, machine learning,
statistics and neural networks [12]. Ensemble learning [13]
relies on combining several learning algorithms to obtain better
predictive performance, in particular in terms of robustness
and accuracy [14]. Most works on ensemble learning focus on
classification problems, however this approach can as well be
interesting for regression problems. It is for this latter purpose
that we are concerned with it.

In this paper, we adopt the general definition of ensemble
learning proposed in [15]:

Definition 1 (Ensemble learning): Ensemble learning is a
process that uses a set of models, each of them obtained by
applying a learning process to a given problem. This set of
models (ensemble) is integrated in some way to obtain the
final prediction.

The direct approach to ensemble learning is managed in two
steps: ensemble generation that generates a set of models and
ensemble integration that implements a strategy for combining
the prediction results of the base models [16]. This paper
adopts an original point of view in considering two tasks
at once: prediction and variable selection. Unlike standard
approaches, ensemble integration is focused on combining the
variable selection results issued from the base models rather
than directly the predictions.

III. PROBLEM FORMULATION

In our approach, the problem of explaining the level of
customer satisfaction (or dissatisfaction), i.e., the QoE, is
formulated as the one of obtaining a model linking the CSR to
a set of KPIs that can be interpreted by performance engineers
in terms of operational actions, i.e., improving QoS. To obtain
this model, we rely on multiple linear regression theory and
cope with the complexity of the problem through ensemble
learning.

Multiple linear regression [17] is a classic family of learning
algorithms that postulates that a variable is expressed as the
weighted sum of other variables. Multiple linear regression
defines the conditions and the model according to which a
quantitative variable y is explained by several other quantita-
tive variables xj , j = 1, . . . , p. y is considered dependent or
endogenous and the variables xj , j = 1, . . . , p are said to be
explanatory or predictor variables. Multiple linear regression
assumes that the variation of each explanatory variable has
an influence, with not necessarily equal proportions, on the
behavior of the dependent variable. The function that relates
the dependent variable to the explanatory variables is linear.
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Summarizing, multiple linear regression is a learning
method that postulates that a variable y (in our problem
y=CSR) is expressed as the weighted sum of other variables.
In our problem, we want to learn the relationship between
some KPIs and the CSR, so that performance engineers better
identify the causes of customer dissatisfaction and act first and
foremost on the indicators that most influence. Formally, for a
number p of explanatory KPIs named xj , j = 1, . . . , p, which
are instanciated in Section V, and the dependent variable
y = CSR, the goal is to learn weights β0, β1, ..., βp such
as:

y = β0 + β1x1 + ...βpxp (1)

For this, we have a dataset gathering n observed samples,
n > p + 1, each of dimension (p + 1) and identified by the
index i:

(xi
1, x

i
2, . . . , x

i
p, y

i), i = 1, . . . , n. (2)

Observed samples are used to estimate the parameters
βk, k = 0, . . . , p, that are assumed to be constant. Each sample
is assumed to satisfy relation (1) with an error ϵi:

yi = β0 + β1x
i
1 + ...βpx

i
p + ϵi, i = 1, . . . , n. (3)

Under some statistical assumptions on the error terms ϵi, in
particular independence and identical distribution, the vector
of parameters β = (β1, . . . , βp)

T and the nuisance parameter
σ2 defining the variance of the error ϵ = (ϵ1, . . . , ϵn)

T , i.e.,
var(ϵ) = σ2I , can be estimated by classical methods like least
squares minimization [18] or, assuming that the error terms
follow a centered normal distribution, likelihood maximization
[19].

The model obtained after estimation of the parameters can
be evaluated by the coefficient of determination R2.

R2 =
SSR

SST
=

∑n
i (ŷ

i − ȳ)2∑n
i (y

i − ȳ)2
(4)

where ŷi is the prediction for the i-th sample, ȳ is the
mean, SSR is the sum of squares due to regression, i.e.,
the variability from the mean ȳ that the regression manages
to explain, and SST is the sum of squares total, i.e., the
variability of the observed variables around the mean.
R2 represents the proportion of variance for the dependent

variable that is explained by explanatory variables in the
regression model. The closer the value of R2 is to 1, the better
the regression. However, in practice, the threshold value for
R2 for considering a good regression is highly dependent on
the problem.

In our problem, the goal of the ensemble integrated re-
gression model is to extract knowledge, i.e., to determine the
KPIs that influence the CSR and to use the coefficients of the
regression to quantify their influence on the CSR.

In practice, the issues to be faced are the following :
• Business experience tells us that each of the explanatory

KPIs can only worsen the condition of the telecom

network and therefore should increase the CSR (e.g.,
an increase in the call drop rate, in the expert’s mind,
naturally increases the CSR). It is hence important to
take care of the signs of the coefficients obtained by the
regression.

• The number of candidate KPIs for explanation is high
and can lead to irrelevant models.

The last issue defines one of the main objectives of this
work. Indeed, there are two important elements in a model to
highlight the relationship between explanatory KPIs and the
dependent variable CSR:

1) Which are the relevant explanatory KPIs ?
2) How strong is their influence ?

These two elements will come as the result of the ensemble
regression method that we propose in Sections VI and VII.

IV. TWO CLASSICAL LINEAR REGRESSION METHODS

This section presents the principles of two classical multiple
regression methods that are used to obtain base models as pre-
sented in Section VI. These are then leveraged in the proposed
ensemble integration method presented in Section VII.

A. Ordinary Least Squares

When trained with data, the Ordinary Least Squares (OLS)
method [20] selects parameter values βj , j = 1, . . . , p of
the linear expression (1) by the principle of least squares. It
minimizes the sum of the squares of the differences between
the observed dependent variable value in the observed data
yi, i = 1, . . . , n, and the value predicted by the linear function
of the explanatory variables ŷi, i = 1, . . . , n. The optimization
criterion, or loss function, is thus given by:

L = min
β0,β1,...,βp

1

2

n∑
i=1

(yi − ŷi)2

= min
β0,β1,...,βn

1

2

n∑
i=1

(yi − β0 −
p∑

j=1

βjx
i
j)

2

(5)

In geometrical terms, this can be seen as the sum of the
squared distances, parallel to the axis of the dependent vari-
able, between each data point in the set and the corresponding
point on the regression surface. The smaller the differences,
the better the model fits the data.

The OLS estimator is consistent, i.e., has convergence to
the real parameters values as the training data is increased,
when the regressors are exogenous. It is optimal in the class of
linear unbiased estimators when the errors are homoscedastic,
i.e., they have the same variance, and are serially uncorrelated.
Under these conditions, the OLS method provides minimum-
variance mean-unbiased estimation when the errors have finite
variances. Under the additional assumption that the errors
are normally distributed, OLS is the maximum likelihood
estimator.

In this work, the function ols of the Python module
statsmodels has been used to implement OLS.
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Figure 1. Extract of the training data for four KPIs (in red) over one year. Units of ordinates are pourcentage for top graphs and erlangs for bottom graphs;
unit of abscissa is time for all graphs.

Figure 2. Training data for the voice CSR over one year. Unit of the ordinate
is a rate between 0 and 1; unit of the abscissa is time.

B. Least Absolute Shrinkage and Selection Operator

Least Absolute Shrinkage and Selection Operator (LASSO)
is a regression method that performs both variable selection
and regularization in order to enhance the prediction accuracy
and interpretability of the resulting model [21]. In other words,
the LASSO method handles the complexity of the model
with L1 regularization [22], so that the variables not having
a contribution to the model are automatically removed from
the regression. This means that it adds the “absolute value of
magnitude” of coefficients as penalty term to the loss function
as shown in Equation 6. LASSO shrinks the less important
explanatory variable’s weights to zero thus removing some
explanatory variables altogether. This method works well for
explanatory variable selection, particularly in case of a huge
number of explanatory variables.

L = min
β0,β1,...,βp

1

2

n∑
i=1

(yi − ŷi)2 + λ

p∑
j=1

| βj |

= min
β0,β1,...,βn

1

2

n∑
i=1

(yi − β0 −
p∑

j=1

βjx
i
j)

2 + λ

p∑
j=1

| βj |

(6)
If λ is set to zero, then LASSO gets back OLS whereas a

very large value increases zero coefficients hence it under-fits.
In this work, the fonction lassocv of the Python module

statsmodels has been used to implement LASSO.

V. DATA AND PRE-PROCESSING

The goal is to predict the CSR and the influencing factors
on a global scale, and not on each specific site, so that per-
formance engineers retrieve aggregated information useful for
decision making. The project was hence conducted using data
at the level of French departments (France has 93 departments
that define as many territorial communities) by setting as many
regression problems as French departments.

As for the explanatory variables used, the advice of telecom
experts led to a mixture of KPIs for both 2G, 3G, and 4G
for six classes: traffic (like downlink data traffic),
availability (like signaling failure rate), drop rates,
accessibility, performance (like data_failure rate), and
mobility (like handover_drop_rate). In total, 50 KPIs
were in the list of explanatory variables, to divide between
Data and Voice. Data and Voice are indeed considered to
be truly independent from a customer perspective. However,
the technical KPIs used by experts to explain voice and data
performance have an important common basement. Among the
35 KPIs of the voice list and the 30 KPIs of the data list, 15
KPIs were common to the two lists.
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Figure 3. Steps of the fusion regression method

The available data for each department covered a full year.
While both daily and weekly values were considered, it was
eventually decided to stick with daily ones, to retain a bigger
dataset in the training and avoid losing information by averag-
ing over 7 days. An extract of the training data corresponding
to four voice KPIs for a specific French department, 2G
availability, 3G signaling failure rate, 3G
voice traffic, and 4G voice traffic is shown in
Figure 1 on the preceding page. The graph of the correspond-
ing CSR is given in Figure 2 on the previous page.

In a context where the number of explanatory variables
is high, it is quite often the case that several variables
provide the same information or that some variables remain
almost constant, or also that some variables have been poorly
sensored. To remedy these common problems, classic data
pre-processing solutions were applied in a first step, which
consisted in:

• Removing strongly correlated variables, more precisely
those with correlation coefficient higher or equal to 0.8;

• Removing variables of low variance through the dataset,
more precisely those whose relative standard deviation
was lower or equal to 10% of the highest;

• Removing variables with more than 10% missing values.
Interpolation was used to fill the gaps for the remaining
variables.

In addition, all variables were scaled so that they could
be ranked according to the magnitude of their corresponding
weights in the regressions.

VI. ENSEMBLE GENERATION

Despite the pre-processing carried out and the elimination
of a subset of the KPIs proposed by experts in the field,
the number of KPIs remains high, which suggests that still
several of them have no direct impact on the CSR. The idea
to tackle this problem is to apply an ensemble learning method
leveraging the following three base regression approaches, all
including a variable selection mechanisms:

• Multicollinearity analysis with OLS (M-COL),
• Backward Stepwise Regression with OLS (B-STEP),
• Structure learning with LASSO (LASSO).

Learning three base regression models with the three meth-
ods above constitutes Step 1 of our ensemble regression
method.

Each of the base methods has its own way to tackle the
problem of selecting the most relevant explanatory variables,
as explained in Sections VI-A, VI-B, and VI-C. To obtain the
benefits of the three methods and smooth out the inconsis-
tencies, the three methods are then integrated as explained in
Section VII and illustrated in Figure 3. The originality of the
proposed ensemble regression integration is that it integrates
variable selection instead of directly integrating predictions.
This ensemble strategy follows the analysis of [23] whose
results suggest the need to examine models using multiple
variable selection methods, because when they do not agree,
they each may expose different aspects of the complicated
theoretical relationships among predictors.

Methods M-COL and B-STEP rely on the classical Ordi-
nary Least Squares method (OLS) presented in Section IV-A
whereas LASSO, Least Absolute Shrinkage and Selection
Operator, uses the method of the same name in its original
version of linear regression as presented in Section IV-B.

A. Multicollinearity analysis with OLS

The M-COL method builds on OLS adding an additional
preprocessing step that selects a subset of features based on
multicollinearity analysis.

In a regression, multicollinearity is a problem that arises
when some explanatory variables in the model measure the
same phenomenon. Strong multicollinearity is problematic be-
cause it can increase the variance of the regression coefficients
and make them unstable and difficult to interpret. Strongly
correlated predictor coefficients will vary considerably from
sample to sample. They may even present the wrong sign.
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Multicollinearity does not affect the goodness of the fit or
the quality of the forecast. However, the individual coefficients
associated with each explanatory variable cannot be interpreted
reliably whereas this interpretation is exactly what we are
looking for in this work.

Multicollinearity and correlation should not be confused. If
collinear variables are de facto strongly correlated with each
other, two correlated variables are not necessarily collinear.
There is collinearity when two or more variables measure the
”same thing”.

Classically, in case of quantitative explanatory variables,
multicollinearity can be assessed by the variance inflation
factor (VIF) [24]. The VIF for an explanatory variable is equal
to the ratio of the overall model variance to the variance of
a model that includes only that single explanatory variable.
This ratio is calculated for each explanatory variable. The VIF
estimates how much the variance of a coefficient is ”increased”
due to a linear relationship with other predictors. Thus, a VIF
of 1.7 tells us that the variance of this particular coefficient is
70% greater than the variance that should be observed if this
factor was absolutely not correlated with the other predictors.
The ideal case is obviously when all VIFs are equal to 1,
indicating that there is no multicollinearity.

In the case study, multicollinearity analysis was performed
considering the 35 and 30 KPIs indicated by the experts in
the Voice and Data lists respectively. The VIF threshold was
chosen to be 5, beyond which the corresponding KPI was
eliminated. Figure 4 shows the results obtained on a specific
cell.

B. Backward stepwise regression with OLS

After training a regression model, a p-value for each KPI
can be obtained: it tests the null hypothesis that the coefficient
is equal to zero, in other words, whatever its value, the KPI
brings no information whatsoever to the model. A low p-value
(typically 0.05 or less) indicates that one can reject the null
hypothesis: a predictor that has a low p-value is probably a
meaningful addition to the model as it changes the model
prediction. Conversely, a larger p-value implies that changes
in the predictor do not bring changes in the response.

Backward stepwise selection (or backward elimination) is
a variable selection method that begins with a model that
contains all variables under consideration (called the Full
Model), then removes the least significant variable one after
the other based on the p-value until a given stopping condition
is satisfied. In our case, the stopping condition states that all
remaining variables have a p-value smaller than some pre-
specified threshold.

Summarizing, the algorithm is as follows:
• train a model with all KPIs,
• remove the KPI with the highest p-value if it is not lower

than a theshold,
• otherwise, stop.
Stepwise regression methods are known to have some draw-

backs like instability in the variable selection and biased re-

Figure 4. KPI selection and relevancy on a scale from 0 to 1 for a specific
cell: grey KPIs are those discarded by pre-processing and multicollinearity
analysis, green KPIs are those of minor impact on the CSR, magenta KPIs
are those that are preponderant according to the obtained regression model.
KPI names have been deliberately blurred.

gression coefficients [25]. However, they may provide efficient
means to examine multiple models for further investigation.

Note that the problem of biased regression coefficients can
be fixed by running a model with the selected variables on a
different data set.

C. Structure learning with LASSO

The LASSO method is well known in the literature and
has already proved itself in numerous regressions. Here is a
quick reminder of the presentation of Section IV-B : in the
standard regression like OLS, coefficients are obtained through
minimization of the residual squared sum. The LASSO method
is similar but adds a penalization term to reduce the number
of KPIs kept during the regression. The penalization takes
the form of an L1 norm of the coefficients that reduces the
available domain of values, allowing some coefficients to be
precisely zero, thus letting one remove the matching KPIs.

An advantage of LASSO is that it can be used in high-
dimensional problems where the number of observed samples
is much smaller than the number of explanatory variables, a
case where more classical methods, like OLS, do not work.
However, in this very case, if the true vector β is not hollow
enough (too many variables of interest), the lasso will not be
able to find all these variables of interest. Another limitation
is in case of strong correlations, in particular if variables are
highly correlated with each other and are important for the
prediction, the lasso will favor one of them over the others.
Another case, where correlations are a problem, is when the
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Figure 5. Steps 1-2 of the ensemble integration method for the Voice performance problem: count of the number of times an explanatory KPI is ranked 1,
2, or 3 in the base models from M-COL (blue), B-STEP (orange), and LASSO (grey).

Figure 6. Step 3 of the ensemble integration method for the Voice performance problem: sum of the counts of the number of times an explanatory KPI is
ranked 1, 2, or 3 by M-COL, B-STEP, LASSO. KPIs framed in red count above the threshold.

variables of interest are correlated with other variables. In this
case, the consistency of the variable selection by LASSO is
no longer guaranteed.

VII. ENSEMBLE INTEGRATION

The principle of ensemble learning is to integrate several
learning algorithms to obtain better performance. In this work,
ensemble integration is not directly performed on the base
model predictions, but on variable selection, for which three
base algorithms have been proposed in Section VI. The
integrated variable selection is used to learn the final models,
hence resulting in indirect regression prediction, as illustrated
in Figure 3 on page 5.

Each of the base methods has its own way to tackle the
problem of selecting the most relevant explanatory variables,
as explained in Sections VI-A, VI-B, and VI-C. Each also
comes with a set of advantages and drawbacks.

Ensemble integration aims at obtaining the benefits of the
three base algorithms and smooth out their drawbacks, in
particular the fact that the base algorithms do not always select
the best possible combination of variables.

In the regression model given by (1), explanatory variables
xj , j = 1, . . . , p, can be ranked according to the magnitude of
their corresponding weight β1, . . . , βp. The idea developed in
this work uses this ranking and includes four steps for the

whole ensemble regression method and three steps for the
ensemble integration phase:

• Ensemble generation (as presented in Section VI)
– Step 1 – For every regression problem (correspond-

ing to a French department), learn three base re-
gression models with the three selected methods
involving explanatory variable selection, namely M-
COL, B-STEP, and LASSO;

• Ensemble integration
– Step 2 – For M-COL, B-STEP, and LASSO, count

the number of times a given explanatory variable
(KPI) has rank 1, 2, or 3 over the corresponding
base regression models;

– Step 3 – Sum up the counts over the three sets of base
models and select the explanatory variables whose
count exceeds a threshold T ;

– Step 4 – For every regression problem, learn (on
different training data) two integrated regression
models with OLS and LASSO considering only the
explanatory variables selected at the previous step
and deduce the final models and the most impacting
variables.

The steps of the ensemble regression method are illustrated
in Figure 3 on page 5. The output of the method takes the form
of two sets of models called MODELS I and MODELS II,
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Figure 7. Examples of final models: on training data (top), on test data with larger time scale (bottom).

from which knowledge about most influencing explanatory
variables can be extracted as explained in Section VIII.

The ensemble integration method is exemplified with the
CSR prediction problems set at the level of French depart-
ments.

Steps 1-2 are illustrated in Figure 5 on the preceding page
that gives the results for the Voice performance problem. For
each explanatory KPI, the blue, orange, and grey bars provide
the number of times the KPI is ranked 1, 2 or 3 in the
base models obtained by the M-COL, B-STEP, and LASSO
method, respectively. Let us note a good convergence of the
count referring to B-STEP and LASSO.

Step 3 is illustrated in Figure 6 on the previous page. It
aggregates the counts for the base models of each method and
sums them up. It hence represents the sum of the counts of
the number of times an explanatory KPI is ranked 1, 2, or 3
in the base models obtained by one of the methods M-COL,
B-STEP, and LASSO indifferently. A threshold is chosen, here
at 45, and the explanatory KPIs that count above this threshold
are selected. There are 7 KPIs that count above the threshold,
framed in red.

Step 4 considers the 7 ”survivor” KPIs as the most relevant
for the prediction of the CSR. This is why step 4 reconsiders

every regression problem by restricting explanatory variables
to these 7 KPIs. OLS and LASSO methods are run with these
explanatory variables alone on another set of training data.
Figure 7 shows some examples of the obtained final models
on training and test data.

VIII. MAKING SENSE OF THE PREDICTIONS

Let us recall that the objective of this work is to design a
model that makes it possible to link the CSR indicator with
a set of objective performance indicators so that performance
engineers better understand customer expectations and act first
and foremost on the indicators that give the most dissatisfac-
tion. The results of the prediction problems can be analyzed
in two ways: at the level of each French department, and
aggregated for the whole France.

A. Interpretation at the level of each French department

An interpretation at the level of each French department
is done by associating a profile to each department. For this
purpose, the results of the final B-STEP models (B-STEP
method applied to the 7 survivor KPIs) have been used and
the department profiles have been obtained by clustering the
coefficients of the obtained models. The clustering was carried
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Figure 8. Map of French departments colored by profiles given by the weight of top KPIs influencing the CSR. Departements are identified by their name,
number and main city in italics. Overseas departments appear in gray and framed and are not included in the analysis.

out using the classical K-means algorithm that consists in iter-
atively grouping the individuals (here the models) that are the
most similar until stability is reached. Thus, 5 groups emerge
whose coefficients associated with each KPI are similar. This
leads to the map in Figure 8 where the departments that have
similar profile are depicted with the same color. A similar
profile indicates that the KPIs that must be mainly incriminated
are the same, and so are the reasons explaining customer
complaints.

B. Aggregated interpretation

The aggregated interpretation is at the level of the whole
France. It requires an additional analysis based on the final
models obtained at step 4 of the ensemble integration method.
To complete this analysis, KPIs ranked 1, 2, and 3 over
OLS and LASSO final models and all the French departments
are determined. These KPIs are shown in Figure 9 on the
following page, where the three top KPIs (among the 7
survivors) appear in red, namely: 3G voice traffic, 2G
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Figure 9. KPIs ranked 1, 2, and 3 over OLS and LASSO final models and over all the French departments.

availability, 3G voice drop rate. These are the
most significant KPIs to explain customer dissatisfaction and
they indicate that complaints are highly related to network
behavior, which is intuitively understandable.

Among the various metrics used to measure network behav-
ior:

• 3G voice traffic reports about the amount of traf-
fic,

• 2G availability indicates loss of network coverage,
• 3G voice drop rate indicates the rate of call

drops.
The KPI 3G voice traffic comes to the first rank.

The amount of traffic represented by 3G voice traffic
can be related to network unavailability and network engineer-
ing issues. It is easy to understand why these problems may
be the main cause of the dissatisfaction of customers.

The KPI 2G availability comes to the sec-
ond rank. Loss of network coverage represented by 2G
availability can be associated to network maintenance
processes. The fact that this strongly impacts customer dissat-
isfaction makes sense.

The KPI 3G voice drop rate comes to the third rank,
which is not surprising either.

Let us notice that other metrics like accessibility failure rate
or mobility issues appear to be less significant than call drops
or traffic issues.

To improve client experience, the network operators should
therefore prioritize to base their action plans on:

• reducing unavailability periods by, for instance, optimiz-
ing the maintenance process,

• improving the call drop rate by modifying network pa-
rameter settings, optimizing site engineering, or building
new sites.

IX. CONCLUSION AND PERSPECTIVES

This paper proposes an ensemble learning method to obtain
a regression model with explanatory power. In many appli-
cations, the number of variables that could be thought to be
explanatory for a given dependent variable is huge. However,
many of them are correlated or collinear and others do not

really impact the predicted variable. The method presented in
this paper leverages the benefits of three methods to select
relevant explanatory variables and deduce a robust regression
model. The originality of the ensemble regression integration
phase is to focus the integration on variable selection instead
of directly on the prediction of the base models.

The method has been tested on telecom data to obtain a
model that indicates the impact of a set of objective perfor-
mance indicators on the customer complaint rate so that per-
formance engineers better understand customer expectations
and act first and foremost on the indicators that give the most
dissatisfaction. The final results can be used to cluster French
departments according to their profile as a function of the top
influencing KPIs. Similar profiles indicate that the reasons to
be incriminated to explain customer complaints are close, and
so are the actions that should be taken. The final results can
also be used on a global scale to exhibit the top KPIs at country
level and the high level management strategy to be applied.

Future work will consider mapping the top KPIs returned by
the model to actual actions to be performed on the network so
that customer satisfaction is increased, i.e., CSR is decreased.
This mapping could benefit from ideas coming from the
combination of the theories of prospect theory and satisfaction
games found in the literature, such as [26].
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