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Abstract— Wireless Sensor Networks (WSN) based on the low energy consumption and self-organized. The EgB

IEEE 802.15.4 standard are in a constant expansion.
Applications like production control, building control are more
and more based on WSN because of their energy eféiocy, self
organization capacity and protocol flexibility. The IEEE
802.15.4 standard defines 3 network topologies: thenesh
topology, the star topology and the Cluster-Tree toology.
However, the construction of Cluster-Tree networksbased on
the beacon mode is still undefined by the IEEE 8025.4
standard. A Beacon Cluster-Tree topology has the adntage
of giving all the benefits of the Beacon mode (Syhwonization,
QoS support through Guaranteed Time Slots) and athte same
time, allows the construction of large networks tacover large
areas. In order to offer to network architects moreflexibility in
designing WSN, we present, in this paper, a Beacdbluster-
Tree topology construction approach. Our approach s
different from what was proposed until now. We sumnarize
our contribution in three points: (1) there are noconditions on
the Beacon mode SuperFrame structure, (2) despitbé size of
the networks, the construction of a beacon Clustefree
topology is always possible and (3) no scheduling done on
SuperFrames or even on Beacon frames transmissioriadeed,
in this paper, we present a novel approach that expits
wireless receivers capability in dealing with mulpath to
retrieve transmitted data in order to avoid scheduihg
problems.

Keywords - |EEE 802.15.4; Beacon mode; Beacon frame;
scheduling; SuperFrame scheduling; Cluster-Tree.

l. INTRODUCTION

standard is based on the IEEE 802.15.4 standardhéor
medium access control (MAC sub-layer) and for weissl
transmissions and receptions (physical layer).

The IEEE 802.15.4 MAC sub-layer allows two modes fo
transmitting and receiving data: beacon enabledenett
non-beacon enabled mode [2]. The former can gusgant
transmission determinism within Guaranteed TimetsSlo
(GTSs), but needs a synchronization between altiévices
forming the beacon enabled network. Non-beacon mode
does not give any traffic guarantee and does ned ne
synchronization between devices (see Section 3).

Three topologies are available in the IEEE 802:15.4
mesh topology, star topology and Cluster-Tree wogplsee
Section 3). The beacon mode has been designedrkowith
a star topology. However, no mechanisms have befned
in the IEEE 802.15.4 standard to enable the beacode
using a Mesh or a Cluster-Tree topology. In thipgrawe
are interested in the construction of a Beacon tGiukree
topology, i.e., constructing a Cluster-Tree topgloging the
beacon mode.

In the present paper, Cluster-Tree mechanisms nwil
be modified, i.e., no modifications will be made tre
association mechanism or data transmission mechaig
the network devices will transmit during the same
SuperFrame, which means that the beacon order é810)
the SuperFrame order (SO) parameters will be thee dar

Nowadays, the need of controlling human environnmnt the whole network [2]. Nevertheless, using our epph,

strongly present in people’s mind. This need ains aSuperFrames scheduling will

introducing more comfort in people’s life, assuriran
ambient assisted living (AAL), building automatioor
factory automation. Such diversified applicatiorexqjuire
communicating nodes that ensure an efficient
processing, limited energy consumption and musbédsed
on a flexible protocol stack to fit with the recgrnents of
each application.

ZigBee is considered to be a suitable network émsmg
and control applications. ZigBee standard defingdthe

be avoided and the
construction of a Beacon Cluster-Tree network viié
always possible without introducing any constraiotsthe

SuperFrames parameters.

data

The rest of the paper is organized as follows: gt
section presents some related works. Section ttmetins a
brief overview of the IEEE 802.15.4 MAC sub-layBection
four introduces the beacon collision problem withén
Cluster-Tree topology, and in Section five we pnésthe
most known approaches to resolve this problem.cbine of

ZigBee Alliance [1] is a communication protocol for the proposed approach is presented in Section six.

Wireless Sensor Networks (WSN). It provides mectrasi
for network establishment,
packets routing. Networks implementing this staddare
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Simulation results are presented in Section sewery

device communication andinally, we conclude.
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.  RELATEDWORKS beacon-only period approach. In this approach.etfiemo

Sensor networks applications are in importanc@?iﬂ to schedgle SugerlFr%mes, |.ef., all thetSLmaEErs_,tart
nowadays. Sensors applications are much diversifiech at the same ume. Lnly béacon frames transmisssoas
temperature sensing to health care. In additomsage Sceduled within a new SuperFrame period called the
networks are intended to operate in different emrirents beacon-only perl_qd (for more details, see Sectiaof thl_s_
(factories, hospitals, museums) [3]. Consequefidyjbility ~ P2Per). In addition, [11] introduces a GTS coliisio
in sensor networks design becomes a crucial prppibet avoidance mechanism which guarantees a certaifictraf
standardization organizations are trying to enswteen Qos.

defining their protocols. In this paper, we present and discuss the drawbaicks

those solutions for the Cluster-Tree network mansgg in

Proposing new functionalities for a given networkSections4and 5. We then describe the approagirepmse

topology is a way to provide more flexibility foressor

networks design. We have proposed in [4] the didimiof a in Section 6.

new device, called the beacon-aware device. Thiscele l. IEEES02.15.4MAC SUB-LAYER OVERVIEW
allows beacon and non-beacon networks cohabitalibg. ) )

beacon-aware devices permits to create a netwoﬂpcwd The IEEE 802.15.4 Standard IS a SUItable pl’OtClIIdbﬁN

of a mix of beacon and non-beacon devices. Thetisplu rate wireless networks. A lot of efforts has beemed to

network traffic by introducing a channel accessonits , . . .
mechanism. Tow kinds of devices have been introduced in

[2], reduced function devices (RFD) and full fuocti

Beside the network size and topology, the QoS is afevices(FFD). A FFD is a device that implements all
important parameter to take into consideration. &sensor the functions defined by the standard. However, a
applications that require a bounded transport detayuse RFD implements the basic functions (join a network,
Guaranteed Time Slots (GTSs) mechanism definedhby t leave a ne;worktransmlt,etc.) defined in the standard.
|IEEE 802.15.4 standard within a fully beacon netwdn ~ TWo topologies are allowed by the standard:

[5], the authors propose a modelling methodology fo

Cluster-Tree networks in order to compute worsecasd- ~Mesh topology: _ .

to-end delay, buffering and bandwidth requiremeiitsis In a mesh topology, there is one coordinatoraset
modelling method enables the network designersréate

Cluster-Tree networks that fit with their applicati

constraints. . Mesh topology

IEEE 802.15.4/ZigBee standard defines the ClusteeT T Q
topology as a special case of a peer-to-peer nkhigat the /'
realization of beacon Cluster-Tree networks isdefined in .
the standard. Some works have been done in ordeptiz!
Cluster-Tree topologies [6] [7], failure recover§] [and to . FFD
allow the construction of Beacon Cluster-Tree nekso O

RFD
The RFC submitted to the Task Group 15.4b (see [9]) < Commupication

propose enhancements to the IEEE 802.15.4 standhed.
construction of beacon Cluster-Tree topologies w@as of
the document topics. The authors of [9] classifyadom
frames conflicts into two categories: direct cartfliand
indirect conflict, and propose some approachesliesach
category of beacon conflict.

Figure 1. Mesh topology.

of nodes associated to it. Each node is a rout@rpanmits
other nodes association. A given node can commigica
. . directly with other nodes if they are in its POSr@$dnal

We present the beacon conf_hct categories and th@)perating Space, i.e., in-range transmission)passing by
approaches proposed by [9] in Section 4. other nodes (acting as routers in this case) tohrda target
node (see Figure 1). Using this topology, no syoization
is needed between the devices.

Furthermore, enabling the synchronization in such a
topology can be problematic since synchronization
mechanisms for mesh topology are not defined in the
standard.

In [10], Koubaa, Cunha and Alves propose a Superéra
scheduling algorithm to enhance the approach inted in
[9]. Indeed, the authors of [9] do not introduceyan
scheduling algorithm. [10] tackles the problem by
introducing the constraints and the algorithm nded®
provide a strong scheduling mechanism. [11] propase
mechanism to schedule beacon frames transmissailesl ¢
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Star topology:

Star topology

[
!
. FFD

Pan
Coordinator O RFD
. +— Communication
Figure 2. Star topology.

The coordinator is the main node in the
network. All other nodes must be associatedto it,
and all communications between nodes must passghrib,
even if the communication initiator node and thgea node
are in the POS of each other (see Figure 2). Reifigr
synchronization (beacon mode) using this topology Iheen
well defined by the IEEE 802.15.4 standard.

A third topology can be considered also, the Clitee
topology. This topology is not defined in the 20@8sion of
the standard, but, was defined in the 2003 versibthe
standard. The Cluster-Tree topology is very int@mgsfor
time sensitive applications. Here after, the Clu3ree
topology is introduced.

Cluster-Tree topology:

A Cluster-Tree network is a network in which sho
devices are FFDs. A RFD connects to a clusterrtet@ork
as a leaf device at the end of a branch (RFDs dalfmw
other devices to associate). A FFD device may acha
coordinator and provides synchronization servioesther

PANID1 2

o) .
) /w "4
o /," o S o,
PAN S
Coordinator—10 \

e}
10

L First PAN Coordinator
e PAN Coordinators
o

Device

Figure 3. Cluster-Tree topology.

devices or other coordinators. The PAN coordinéoms
the first cluster by choosing an unused PAN identiénd
broadcasting beacon frames to neighboring devides.
candidate device receiving a beacon frame may stgoe

join the network at the PAN coordinator. If the PAN

coordinator permits the device to join, it adds rilegv device
as a child device in its neighbor list. Then theviyejoined
device adds the PAN coordinator as its parensiméighbor
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list and begins transmitting periodic beacons; otamdidate
devices may then join the network at that devicke T
simplest form of a cluster tree network is a singlaster
network, but larger networks are possible by fogranmesh

of multiple neighboring clusters. Once predetermine
application or network requirements are met, thet AN
coordinator may instruct a device to become the PAN
coordinator of a new cluster (Cluster head) adjaterthe
first one. Other devices gradually connect and foam
multicluster network structure (see Figure 3).

A. Non-beacon enabled network

In a non-beacon mode, the three topologies carsed. u
This mode assumes that every node can communicate
directly with other nodes without any synchroniaati
requirements. A node can transmit at any time,camdgo to
sleep at any time following its own energy consumpt
policy. All transmissions are done after performitie
unslotted CSMA/CA algorithm to check if the channl
clear for a transmission or not.

A non-beacon device transmits the beacon frame asly
a response to a beacon request command. Devicestioge
in this mode do not need to synchronize with ottearices.

B. Beacon enabled network

In a beacon enabled mode, the coordinatoispagrucial
role. It defines periods of time in which transrioss can be
done and intervals of time where all nodes assedi&d it
must go to sleep.

In this mode, the time is divided into a swsien of
"SuperFrames”. A SuperFrame is a time interval that
contains an active period and an inactive peride Beacon
Interval (Bl) parameter indicates the interval begw two
successive beacon frames. The length of the apévied is
indicated by SD (SuperFrame Duration) parametere Th
active period is divided into a fixed number of tifie slots
of equal sizes. All beacon network communicatiomsdone
within this period. The active period is dividedtdna
contention access period (CAP) and a contention fiegiod
(CFP).

The CAP is the period where all nodes compete for
channel access using the slotted CSMA/CA algorithm.

The CFP gathers GTSs (Guaranteed Time Slots). A GTS
is one or more slots of time reserved for a paldicnode.

Beacon Beacon
TR rin
i CaP e x
! Tnactive P
el Bred I

LTTTTTTITITIITTTI :

i HlotsOto 15 i '

i Active petiode . :

o >

' Beacon interval I
Figure 4. IEEE 802.15.4 SuperFrame structure.
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A GTS is unidirectional, i.e., only for receptioas only
for transmissions. The coordinator starts allogatBTSs
from the last time slot to the first slots respegta maximum
size of the CFP. GTS transmissions do not neediskeof
CSMA/CA algorithm for channel access since thesshoe
reserved for one node. The structure of a Supereram
illustrated in Figure 4.

Beacon mode forces all the devices to synchronite w
the coordinator. This is done by the reception thedorocess
of the beacon frame. The most important parameftars
synchronization are: the Beacon Order (BO) whichais
parameter for computing Bl, the Superframe OrdeD)(S
which is a parameter for computing SD and the fidaP
slot parameter. The final CAP slot indicates thd ef the

A. Direct beacon frame collision

A direct beacon frame collision occurs when more
than one coordinator are in the transmission range of

each other,and the beacon transmission occurs in
approximatively the same time (see Figure 6(a)).
B. Indirect beacon frame collision

An indirect beacon frame collision occurs when eegi
node is in the transmission range of two or more
coordinators The coordinators send their beacon

frames at approximatively the same time, i.e., aiwen
time, the node receives more then one beacon frame
which results in the collision. This situation is a
typical hide nodestransmission situation (see Figure

CAP. After this slot, only devices owning a GTS can6(b)).

transmit. Figure 5 presents the format of the bediame.

| Variable | Variable | Variable | 2

GTS FCS
fields

Eulil 2

Addrassing
Fields

Bes 2 |
Frame
control

Sequence
numher

Super frame
specifications

Beacon
payload

Pending
Adresses

.

Association
pemit

Beacon
order

Superframe
order

Final
CAP slot

Battery life
extension

Pan
Coordinatar

resenved

Bits: 1 0-2 47 oEN 12 12 14 18

Figure 5. Beacon frame structure.

The BO is a parameter used by the associatddsnior
calculating the beacon interval, which is compuisihg this
formula :

Bl = aBaseSuperF rameDuration »* 25° (1)
with: aBaseSuperFrameDuration = 60 symbols.

The BO value should be between 0 and 14.

A BO with a value of 15 indicates that the devipemtes in
non-beacon mode.

The SO is a parameter used for calculating thevecti
period duration.

SD = aBaseSuper F rameDuration* 25°  (2)

with: 0 < SO <BO < 14.

IV. BEACONFRAME COLLISIONIN A CLUSTER-

TREETOPOLOGY

In this section, we present the beacon frame siotli
problem when a Cluster-Tree topology is considefidds
problem has been addressed as a request for coniRie@}
by the Task Group 15.4b in [9].

Two types of beacon frame collision have been itledt
in [9].

Copyright (c) IARIA, 2010 ISBN: 978-1-61208-100-7

For more details about the beacon frame coflisi
problem, see [9].

a. Direct beacon frame collision

Figure 6.

b. Indirect beacon frame collision

Beacon frame collision situations.

V. BEACONFRAME COLLISION AVOIDANCE

USING THETEMPLATE

This section contains a presentation of beacon dram
collision avoidance mechanisms for each of theasitns
presented in the previous section.

A. Direct beacon frame collision avoidance

Two main approaches have been proposed to solve the
problem of direct beacon frame collision: the tidigision
approach and the beacon-only period approach. These
approaches were defined in [9] and developed in §i@

[11].

The time division approach:

Basically,
principals:

A given coordinator transmits its beacon frame and
spends its active period during the inactive periddits
neighbor coordinators. The Task Group 15.4b does no
propose any scheduling algorithm in order to inseethe
mechanism efficiency. This lack has been tackldd 0.

this approach consists in the following
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The authors of [10] propose a SuperFrame schedulinghe reactive approach:

algorithm in order to maximize the number of clustie the Enabling this approach, the network is started madigm
network. and the coordinators do not do much to prevent fbeacon
frame collisions. Once a collision occurs, the n@tie node

This approach suffers from several problems: in the POS of more than one coordinator, see Figungill

start orphan scans to try to re-synchronize with it
= To enable parent/child communications, acoordinator. However, if after a number of orphaars, the
coordinator is activated during its active periodla node is still unable to receive correctly the beaframe, it
during the active period of its parent coordinator. initiates a beacon conflict command. Coordinatereiving
the beacon conflict command will adjust their beaco
= The increasing density of devices in the networktransmission time in order to solve the problem.
makes the problem more complicated, and the This approach is simple, but, the recovery froneadon
scheduling algorithm proposed in [10] may returnconflict can take a long time.
an "unschedulable set” response, which means that
the Cluster-Tree topology can not be used. The proactive approach:
In the proactive approach, coordinators try to dvoi
= To make the SuperFrame scheduling algorithmbeacon frames conflict before starting their beaframes
more efficient, the authors of [10] have madetransmission. A coordinator listens to the chanaed
restrictive constraints on the SO and the BOcollects its neighbours beacon frame transmissiore.t
parameters, which could perturb the execution oNevertheless, if a beacon frame collision is regmrithe

some applications in the network. network is able to solve the problem using the treac
approach.
The beacon-only period approach: Notice that this approach is more complicated ttran

In this approach, the SuperFrame structure is neatdiA  first one.
time period, called "Beacon-Only period”, is addadthe

beginning of the SuperFrame. The beacon-only peisod C. Discussion

divided into time slots called "Contention-Free EirSlot” Previously, we presented different approaches [segho
(CFTS). Each coordinator transmits its beacon fravitkin ~ to enable the construction of a beacon Cluster-Tagelogy.
its CFTS (see Figure 7). Thus, beacon frame cofisiwill ~ This section contains a discussion about the pteden
be avoided. solutions and our motivations to present a new aapr.

This approach has been presented, first, by thé Tas
Group 15.4b, and then it was developed in [10] [Addl The Time Division Beacon Scheduling (TDBS) [104is

However, dimensioning the beacon-only period isimprovement of the solution proposed by the Tasku@r
complicated since the duration of the period must b 15.4b. This approach is based on a schedulingitigoto
evaluated dynamically depending on associationleawing avoid beacon collisions. However, the TDBS approach
actions of beacon coordinators. In addition, thacoe-only  suffers from several lacks (see Section 5.1).
approach does not avoid indirect beacon framessii| or
it does, but, with including global CFTS scheduling The second approach presented was the beacon-only
algorithm. period approach. This approach suffers also fronersé
lacks presented in Section 5.1.

S —— The approach we present, in the next section, @tms
B Beacon P enabling the following properties:

[T = It's clear that scheduling algorithms (for
Parent L \ caP [ cep nceive [ SuperFrames or Beacon frames) are inappropriate
1 for networks with high nodes density. Our approach
g does not introduce any scheduling algorithm which

Beacon-only Period
< >

wake-up

Coordiator [l ] o [or | wore N means that the solution presented in this paper can
! be applied to construct beacon Cluster-Tree
cid | e Jar| v J | networks whatever the size of the network.
Active Period
= Using our approach (same case for the beacon-only
Figure 7. The beacon-only period approach. period approach), parent/child communications are
easily enabled. In fact, to communicate with its
parent node, a given node does not need to beeactiv
, o ) during its active period and its parent active qebri
B. Indirect beacon frame collision avoidance Therefore, this mechanism simplifies the protocol
Indirect beacon frame collision can be solved bg th implementation and reduces the energy
following two approaches: consumption of the nodes forming the network.

Copyright (c) IARIA, 2010 ISBN: 978-1-61208-100-7 134
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VI. OURAPPROACH Each part is a separate frame. The transmission

In this section, we propose a new approach thatvall Mechanismis described in Figure 8.

forming Cluster-Tree networks without regard to ttemsity

of the network. Indeed, our approach is not based o
SuperFrames or even Beacon frames transmissi
scheduling.

Nodes synchronization is achieved by the transomissf
t'l:ﬂe common part. It gives the start signal to sensdes to
egin the Beacon mode SuperFrame.

In our approach, the Cluster-Tree network is calcstd . The _common _ part contains only ~ synchronization
thanks to the following: information (BO and SO).

: :gtev\;?&n[%]so and SO values for all the nodes of the The specific part is transmitted during the CAPiquer
= All the nodes are synchronized thanks to beaco@nd it contains the traditional beacon informat{@irSs,
ending addresses, etc.).

frames transmission. .
= All the nodes transmit during the same SuperFramepar;rhe PAN Coordinator broadcasts the beacon common
When the beacon common part is received, a beacon
coordinator begins its SuperFrame and forwardsstimae
A. Beacon frame transmission frame (i.e., the beacon common part) to its neighlbhodes.
@ Using this mechanism, beacon coordinators at thee davel

These points are detailed in the rest of this secti

of the Cluster-Tree can transmit the common pati@asame
i time. This should not cause a reception problem ifode
receives more than one frame at the same time.

¢ \ Indeed, all the beacon routers are broadcastingahe
frame, the same bit configuration which means #ihthe
beacon routers are transmitting the same RF sigiaén a
\ /L Rl node receives more than one RF signal it can exthec
J, \ message because all the RF signals are consideved a
¢ / multipath RF signals.

@ N2 @ @ @ @ @ Multipath propagation occurs when RF signals take
different paths from a source to a destination.aft pf the
C: PAN Coordinator R: Beacon Coordinator (router) N: End device signal goes to the destination while another patnoes off
— === Beacon common part ransmissian an obstruction, and then arrives to the destinatids a
result, a part of the signal encounters delay aadets a

longer path to the destination. Multipath can bénde as
the combination of the original signal plus the ligie

To enable collision-free beacon transmissions, we a Wave fronts that result from reflection of the
adopting a novel approach, described in this secfihe Waves off obstacles between the nsmitter and the
beacon frame is divided into two parts: receiver [12].

= A common part: It is the part that does not change

from a beacon coordinator to another. It contains
the SO and the BO parameters.

= A specific part: It is the part specific to a beaco

coordinator, i.e., changes from a given beacon
coordinator to another.

Figure 8. Beacon common part transmission.

Beacon
Common
art

CAP
CFP Inactive period Cooljg:lalor
GTS 2
Beacon R1 ‘ CAP N3 Inactive ‘
Specific part
R2 ‘ CAP ‘ Inactive ‘
CFP Inactive period Router
Figure 10. Example of a GTS collision case.
Figure 9. SuperFrame structure.
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Multipath propagation occurs even with only oneA. Multipath exploitation

trar]smitter an_d one r(_aceiver. Nowadays' receiversble to The core of our approach is the exploitation oftipath
retrieve the information from a RF signal perturbed  hhenomena to avoid beacon transmission schedutidged,
reflected RF signals. since receivers are able to deal with RF reflesigdals to

. retrieve the information, they can retrieve infotima from
Thus, a node receiving the beacon common part frofgr signals (same RF signal) transmitted by differenes at
more than one beacon coordinator (i.e., more @ RF  4pnroximately the same time. All these RF signalt lve
signal) is able to retrieve the common part infaiorasince  gnsidered as multipath signals by the receiver.
the node is able to deal with multipath RF signals,

confirmed in the experiments we have done in Sedtio To put the stress upon this point, we conceiveea r
experimentation using the MicroChip PICDEM Z module
B. GTSAllocation (see Figure 11). The principle is to send the skame by

several nodes to one receiver. For visual condidess we
%hoose a MicroChip sniffer as a receiver. The nétwo
architecture is presented in Figure 12.

In our approach, each beacon coordinator manag
independently its CFP period. It is able to acampteject
GTS requests and it is responsible for assigning @ine
slots to its children nodes. However, a mechaniamstrbe
introduced to avoid GTS transmission disruptiombighbor
nodes transmissions. Figure 10 illustrates a casereva
GTS transmission can be perturbed. We can seeifthat
node’N4” is transmitting while "N3” is in its GTSepiod,
there will be frame collisions.

To avoid this problem, GTS collision avoidance
mechanisms should be implemented. We can conceive
proactive or reactive approaches. These approamieesut
of the scope of this paper.

C: PAN Coordinator R: Beacon Coordinator (router) S: Sniffer
——= Beacon common part fransmission

Figure 12. Network architecture for the test.

The receiver is in the transmission range of theNPA
Coordinator and the three routers, i.e., the sniffeoftware
shows two frames which will allow us to measure tinge
offset between the reception and the transmissioth®
frame. When a router receives the frame from theNPA
Coordinator, it retransmits it immediately. Asstshown in

Figure 11. MicroChip sniffer (left), PICDEM Z (left). . . . . .
g P (teft) (left) Figure 13, the sniffer receives two frames: thet fine is the
VIl. SIMULATION AND EXPERIMENTS e
. . . . . . [ . MAC Header
Tf:us section aims at proving the well-functioninfytioe :
mechanism. ; e
In the first part of this section we present e
experimentations we have done to show that recgiver e Dt 0u50 0401 026 : ———
capability to deal with multipaths could be expddit to S e > Transmission
transmit the beacon common part. o  peinesdinay
In the second part of this section, NS2 simulatians b 0t 06 - Rosers
done to show that our approach can be implemented o I Deto. maad 04D 026 ;

Ox04 0200 0200

sensor nodes.

0x00 0280 0201 026
Ox04 0x01 0x00

Figure 13. Frames received by the MicroChip sniffer (sante bi
configuration).
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frame transmitted by the PAN Coordinator and theosd
one is the frame transmitted by the routers. Thiéfesn
receives only one frame from the routers althougret are
three transmissions. Consequently, the receivesiders all
the transmissions as only one transmission.

This receiver capability in processing multipathoiale
introducing beacon or SuperFrames scheduling mésrhan

%1%_\_. PAN Coor
0x0000
Soumce
iy Router 1

ZENA(TM] Packet Snifler - Zighes(1™) Protocol

MAC Frame Control
pe Sec Pend ACKE IPAN|
i) 1) R R H

Source
PAM
DxD425

Seq
Hum
0x01

MAC Frame Control
Type Sec Pend a.F;' IFAN

Source

g
Num PAN

BN W |0x01|0x0425
MAC Frame Control Seq | Source | Sowrce
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i Bl N H 0x01|0x0425{0x0000

] N Uxi:l nxua SJUchﬂl
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omoml
SM:O

e
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MAC Frame Control
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Source
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Figure 14. Frames received by the MicroChip sniffer (differe
bit configuration).
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Figure 15. Network topology for NS2 simulation.

To show the impact of receiving different framesthg
sniffer, the same network architecture as in FigliPeis
considered. Except, we are using only two routestead of
three. The frame transmitted by each router i hfft.

Instead of using the same bit configuration, eaevicd
(routers and PAN coordinator) in the network used 6-bits
address. Only the addresses are different, the aofeshe
frame is the same for both devices.

Figure 14 shows the frames received by the sniffegn
the frames are different. The PAN Coordinator'sradd is

Copyright (c) IARIA, 2010 ISBN: 978-1-61208-100-7

0x0000, routerl’s address is 0x0001 and router®Bess is
0x0101. From Figure 14 we can see that the sniffegives
only one frame instead of two frames. In additidhe
received frame could be corrupted. In the figuhne, ¢niffers
interprets a received frame as a frame sent byla wnith the
address 0x4001 which does not exist in the network.

B. Network ssimulation

In this section, the presented approach is impléaaeim
NS2 simulator. NS2 source code for IEEE 802.153] [&
modified to support the mechanisms presented shgaper.
The goal of this section is to show that our apgno#s
implementable on a sensor node. Performances copar
is not presented.

The considered network topology under NS2 is presen
in Figure 15. There are 101 nodes and all the dsvare
routers that accept nodes association.

Bandwidth conparison

3000 — ———
Classic Transnission
BCTree transnission

2568

2000

1568

rate {Bit/s}

1000

L] a8 188 158 208 258 Jea 338 480 458 ae8
Tine {sec)

Figure 1. Bandwidth comparison (NS2 implementatisrour approach).

Our approach does not introduce any changes on
association mechanisms. During the associationssicla
beacon frames are transmitted. Once the network is
established, the beacon common part is used totlgévetart
signal of the SuperFrame and the specific beacdrigased
to send information concerning GTS, Final CAP Slot,
pending addresses, etc.

Figures 16 and 17 represent bandwidth measures are
represented. Figure 16, shows a comparison between
bandwidth for a transmission from node 20 to nodlelis a
FTP over TCP traffic transmitted first using ourpegach
and in a second time using the original implemémtatf the
IEEE 802.15.4 in NS2. Both transmissions starts H50 sec
and continue until approximately t=500 sec. In this
simulation, we used the same BO and SO values ih bo
cases (our approach and IEEE 802.15.4 NS source).cod
The goal is to validate the changes introducechen |IEEE
802.15.4 NS2 source code.
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2500 T
28 to 64

Figure 17 shows the bandwidth of different traffaws. 31 to 24 ——
Four FTP over TCP flows are considered: node 2foide L el
64, node 31 to node 24, node 33 to node 50 and 8dde
node 39. 2000

Thus, from Figures 16 and 17 we can say that the
introduced approach does not affect frames trarssoms

. 1580 -
mechanism.

rate {Bit/s}
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VIIl. CONCLUSIONAND FUTUREWORKS

In this paper, we presented a new approach for the
construction of ZigBee/lEEE 802.15.4 Cluster-Tree
networks. The presented approach tackles the prsblef
beacon frames and SuperFrames scheduling. It altbers
construction of Cluster-Tree topology without irdteing
constraints on SuperFrames structure and withé&utganto
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